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DIGEST

The effects of phase changes, defect structure, mechanical treatment, moisture content, and doping of the constituents of the potassium chlorate-sulfur system on the reactivity of the system has been investigated by means of differential thermal analysis, thermoconductimetric analysis and burning rates.

The effect of confinement during burning of the fuel mix (potassium chlorate, sulfur and sodium bicarbonate) has also been studied.

Summary of Results:

1. A reaction mechanism for S-KClO₃ has been established in which the sulfur liquid-liquid (λ → τ) phase transition plays an important role.

2. A supersensitive KClO₃ (Cu²⁺ doped) has been prepared and tested.

3. Moisture content of the reactants have been proven to be extremely important to the reactivity.

4. A new conductivity cell has been designed, fabricated and tested to be satisfactory.

5. The concept of ignition temperature has been discussed and clarified.

6. A new ignition equation has been derived and applied.

7. Confinement by increase in K factor during burning of the untreated fuel mix in tubes has been shown to lead to detonation.

8. Previous treatment of the KClO₃ (and the sulfur but to a much lesser degree) such as grinding and change of crystal growth has been shown to affect reactivity.

Conclusions:

A. The mechanism of the KClO₃-S reaction is independent of the decomposition of the KClO₃. It is, however, dependent upon the lattice "looseness" of the KClO₃ and its permeability to the sulfur molecules. Untreated KClO₃
reaches the required looseness at the temperature at which sulfur undergoes a liquid-liquid phase transition.

B. Copper and copper alloy tools and screens should be removed from KClO₃ operations as a safety measure.

C. Thermoconductimetric measurements are of real value in the study of reactivity of solids.

D. Burning rate measurements are of little value in the study of reactivity of this system.

E. The previous treatment of the constituents (notably KClO₃) such as mechanical, thermal treatment, defects of all types play a measurably important role in the stability of the system.

F. The moisture content of the system is extremely important. The rate of the KClO₃-S reaction is a maximum at some low percentage of moisture (0.5±0.3%).

G. The hardness of crystalline solids should be studied further to serve as an indicator of reactivity.

H. The growth of burning-to-detonation of fuel mix (KClO₃-S-NaHCO₃) is profoundly enhanced by a large K factor in the munition.
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I. Introduction

The overall object of this research is shown by the title. The system KClO₃ - S - NaHCO₃ was selected for exploration in considerable depth. However, additional systems have been included during the past three years so that certain results with the original system could be enlarged upon or confirmed.

After embarking upon this research we found out very shortly that the scope of investigation needed to be broadened to include virtually all of the factors that affect reactivity of solids, such as moisture content, thermal history, doping defects, mechanical treatment, etc. In all probability, the efficacy of these factors in affecting reactivity is due to their roles in either aiding or deterring phase transitions.

The remainder of this report will attempt to describe the effects studied, the experimental techniques where new and/or substantially different, some theory which points the way to further work, and our results and conclusions.

The presentation has been made by making an outline of effects studied which is followed by results of this research and how each of the factors influences the KClO₃-S-NaHCO₃ mixture.

II. Factors That Affect Reactivity of Solids

A. Hedvall Effect

J.A. Hedvall⁴ stated "whenever solid substances undergo a transformation involving the rearrangement of their atoms they pass through a state in which they are more reactive than in the initial or final state."

Examples of this is found in the reaction temperature work of Hedvall, Hütting and other solid state chemists of the early 1900's.

Specifically, the reaction temperature of CaO with several different ionic solids are as shown:

\[
\begin{align*}
\text{CaO} + \text{CuSO}_4 & \rightarrow \text{CaSO}_4 + \text{CuO} & \text{Reaction Temp., °C} & 515 \\
3 \text{CaO} + \text{Co}_3(\text{PO}_4)_2 & \rightarrow \text{Ca}_3(\text{PO}_4)_2 + 3\text{CaO} & & 520
\end{align*}
\]
CaO + MgCO₃ → CaCO₃ + MgO

CaO + MnSiO₃ → CaSiO₃ + MnO

Why are these temperatures all so close together? Hedvall would explain this by saying that CaO has a characteristic temperature which it must attain before it can react rapidly with another solid and that this temperature is near the point at which the CaO lattice undergoes a rearrangement. The literature shows CaO to undergo a phase transition at 415 \( \pm 430 \)°C. The reaction \( 6\text{CaO} + 5\text{SO}_2(g) \rightarrow 5\text{CaSO}_3 + \text{CaO} \) does not go at below 400°C but goes rapidly at 418°C.

Reaction temperatures for AgNO₃ with CaO, BaO, SrO, show the following:

<table>
<thead>
<tr>
<th>Reaction Temperature °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>AgNO₃ + CaO → 164</td>
</tr>
<tr>
<td>AgNO₃ + SrO → 172</td>
</tr>
<tr>
<td>AgNO₃ + BaO → 170</td>
</tr>
</tbody>
</table>

The reaction temperature in this example is controlled by the AgNO₃ which has a phase transition at 160°C.

B. Tammann Temperature

G. Tammann(4) published a thermodynamic analysis in which he related the reaction temperatures of Hedvall and others to an ionic mobility factor as follows:

If \( \alpha \) represents the ratio of the absolute temperature of an ionic solid to its melting point in degrees absolute then surface mobility becomes active at \( \alpha = 0.3 \) and lattice diffusion requires \( \alpha = 0.5 \) or higher.

Tammann temperatures and the Hedvall effect are intimately related in that a Tammann temperature may represent some lattice transformation other than solid to liquid. Furthermore, there must be a considerable amount of mobility attained by lattice units before a phase transition can take place. An outstanding example of this is AgI which has a melting point of 552°C and \( e = 0.5 \) at 139°C. The literature(5) reports AgI yellow hexagonal \( \rightarrow \) AgI orange cubic at 138°C to 150°C. Thus, the Tammann temperature coincides with the transition temperature at which AgI would be more reactive.
Figure 1

Conductivity vs. Temperature For AgI-BaO

The increased reactivity of AgI with BaO to form BaI\(_2\) is shown in the following graph to coincide closely with the Tammann temperature at the transition point.

Figure 2

Diagram illustrating the enhanced reactivity in the region of phase transformation (Hedvall effect)
Tammann temperatures, as could be expected, also exert a profound effect on the conductivity of solids. Using AgI as the example again, conductivity measurements show a 20,000 factor increase in the temperature interval from 142.4°C to 146.5°C.

C. Moisture

Inasmuch as the water content of an ionic lattice will come off under heating, additional interior and exterior surface will result just from its displacement. There may be an added erosive factor on the lattice, as well as a possible flux effect.

Water content plays an important role in phase transitions per se as shown in the following example of NH₄NO₃ by Nagatani and Seiyama(6).

Ammonium nitrate normally, in a DTA thermogram, shows the following phase transitions at the temperatures noted:

IV to III: Rhombic I to Rhombic II at 32.1°C
III to II: Rhombic II to Tetragonal at 84.2°C
II to I: Tetragonal to Cubic at 125.2°C
I to melt 169.6°C

Yet at very low moisture contents it is possible to by-pass the IV to III transition and go directly from Rhombic I to Tetragonal. Also, small amounts of moisture absorbed by NH₄NO₃ cause large downward shifts of transition temperatures, such as 36°C on the 84.2°C transition temperature.

Nagatani and Seiyama (v.s.) made the statement that "it is not the moisture content which brings about this shift but the change in speed of the transition." Thus if moisture affects the speed of the transition under constant heating rate the temperature must be affected. Also, the speed must be affected on a more physical than chemical basis probably by flux or surface increase.

D. Defects

Because all solid-solid reactions are diffusional controlled the reacting solids cannot be perfect or there would be nothing to diffuse or no place to diffuse to.

- 12 -
There are two types of inherent defects, Frenkel and Schottky and four types of nonstoichiometric defects as follows:

Type I  Anion vacancies -  n type
Type II  Interstitial cations -  n type
Type III Interstitial anions -  p type
Type IV  Cation vacancies -  p type

The effects of the nonstoichiometric type of defects are more pronounced and more conducive to control.

There is only one proven example of the effect of defects on burning-type reactions known to the writers. However, additional research is being performed in addition to this work, and confirmation of the theory already exists in that the properties of solids can be altered immensely by minute amounts of dopant. The literature is replete with studies of the effects of dopant on such properties as catalytic activity conductivity and temperatures of decomposition.*

The theory is, briefly, that the oxidizing component of an oxidizing-reducing reaction such as PbO in 2PbO + SiSiO2 + 2Pb can be made a better oxidizer (a better attractor for electrons) by creating positive holes in its lattice. By the same token the reducing agent can be made a better reducer (a better donor of electrons) by doping in such a manner as to make it an n type (excess of electrons) conductor.

The known example mentioned previously is from some work done at the U.S. Naval Ammunition Depot, Crane, Indiana(7) in which the CuO, PbO2, Si starter mix was found to be much faster when a silicon containing traces of Mn and Cr was used.

E. Mechanical Activation

The influence of mechanical activation on the reactivity of solids is discussed in some detail in Reference (2). However, for the purpose of unity in this report, it should be sufficient to state that there is ample

*For specific references see those in "Literature Cited" References 1 and 2 vide supra.
evidence to show that solids can be made to react faster at lower temperatures by grinding or other rigorous mechanical treatment. This has been proven to be different than the surface area effect and is explicable by either strain energy and/or by defect creation.

F. Confinement

The rate of reaction of most solid mixes is influenced greatly by the ambient pressure, particularly those which have gaseous products so that additional pressure is created as the reaction propagates. The influence of pressure on solid state transitions is also well known.

The growth of rates of reaction to "runaway" velocities and the role of confinement has been discussed previously in Reference (2).

The influence of pressure effects during burning is shown by the following experiment.

One pound rocket motors were burned while under an applied stress. Stresses were applied by means of a centrifuge in three attitudes as shown by the diagram below:

The acceleration force was 100 gravitational units. A typical formulation was:

<table>
<thead>
<tr>
<th>Component</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH$_4$NO$_3$</td>
<td>74%</td>
</tr>
<tr>
<td>&quot;C&quot; Rubber</td>
<td>14%</td>
</tr>
<tr>
<td>Guanidine nitrate</td>
<td>6%</td>
</tr>
<tr>
<td>Melamine</td>
<td>3%</td>
</tr>
<tr>
<td>(NH$_4$)$_2$C$_2$O$_4$</td>
<td>3%</td>
</tr>
</tbody>
</table>

Under tension this mix showed a 20% decrease in average pressure for static burning. Under compression
there was a 35% increase and under shear there was a 17% decrease. Some ten variations of mix were used and in all cases applied stress caused more progressive burning and the slower the burning rate the more sensitive the mix to stress.

G. Crystal Form

It is known that crystal form plays an all important role on sensitivity and rate of reaction for many compounds such as lead oxide and RDX. Some data on sensitivities of various crystalline forms of HMX are shown below. (Reference 8).

<table>
<thead>
<tr>
<th>System</th>
<th>Habit</th>
<th>Impact Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>orthorhombic</td>
<td>rods &amp; needles</td>
<td>2-30</td>
</tr>
<tr>
<td>monoclinic</td>
<td>needles</td>
<td>1-33</td>
</tr>
<tr>
<td>monoclinic</td>
<td>plates</td>
<td>1-20</td>
</tr>
<tr>
<td>hexagonal</td>
<td>rods</td>
<td>1-10</td>
</tr>
</tbody>
</table>

H. Thermal Treatment

1. Inherited Defects

An example of the effect of previous treatment which is of considerable importance in reaction rates is Fe₂O₃.

It has been proven by X-ray methods that Fe₂O₃ prepared by ignition of Fe₂(SO₄)₃ at temperatures below 650°C retains a great deal of structural looseness. Fe₂O₃ prepared by ignition of Fe(OH)₃ or Fe₂(C₂O₄)₃ does not show the same structural looseness upon X-ray examination.

Hedvall and Sandberg (9) performed the following experiment.

A sample of Fe₂O₃, made from the sulfate which had an average particle size considerably larger than a competitive Fe₂O₃ made from Fe₂(C₂O₄)₃, was tested for reactivity with CaO. The results obtained are shown in the figure below.
It can be seen from the above data that 3 times as much CaO reacted with the "sulfate oxide" than with the "oxalate oxide" at 760°C even though the "oxalate oxide" was of small particle size.

This difference makes itself felt in the ignition temperatures of Fe₂O₃-Ti mixes. "Sulfate oxide" ignites readily from primer flash. Hydroxide or oxalate oxide does not.

One other fact is demonstrated by these data. It can be seen from the figure that the two curves intersect at slightly above 900°C and the "oxalate oxide" now is more reactive than the sulfate oxide presumably because of its greater surface area and because the ions of the "sulfate oxide" have attained sufficient mobility to equalize the structures.

This is confirmed by an experiment in which the "sulfate oxide" was heated at 900°C for thirty minutes and the X-ray examination then gave the same sharp patterns as had been obtained for the less active "hydroxide oxide." After this annealing, it too gave the same reactivity as the less reactive forms.
2. Annealing

Although the term annealing is generally used by metallurgists for removing strains from metallic lattices it can be applied to ionic lattice strains as well.

An outstanding example is that of Pryor and Evans\(^{(10)}\) the results of which are summarized in figure 4.

**Figure 4**
Relation between temperature of ignition and percentage dissolution of Fe\(_2\)O\(_3\) in 0.1N HCl at 25\(^\circ\)C.

As can be seen from the data, this work tends to confirm the previous work of Hedvall in that at 900\(^\circ\)C the lattice is more dense and less reactive. The components of the lattice have been given enough kinetic energy to allow them to migrate to the steady state lattice position.

I. Irradiation

Although no work on irradiation has been done on this grant, the effect of irradiation on the defect properties is well known. Irradiation of solids has been used to enhance or inhibit solid state materials in catalysts and other related fields.

X-ray, neutron, and ultraviolet beams have been used in many ways. Work done by Freeman and Anderson\(^{(11)}\) has shown that the properties KC\(_2\)O\(_4\) and NH\(_4\)ClO\(_4\) can be greatly altered by irradiation.
The use of beams of metal vapor and the halogen gases, although not irradiation, can also be used to increase the defect structure making "f" centers and "v" centers in that order.

III. EXPERIMENTAL METHODS AS APPLIED TO THE FACTORS THAT AFFECT REACTIVITY.

A. Hedvall Effect

I. Reaction Temperatures

The Hedvall Effect was derived from "reaction temperature" measurements which were carried out with large masses of material in the early part of the century. "Reaction temperature" may be defined as follows: In the exothermic reaction of solids, the heat of reaction is first of all dissipated to the surroundings. A point is reached, however, when this is no longer possible, and the temperature of the reaction rises appreciably. This increases the reaction rate, which in turn, accelerates heat evolution. The reaction proceeds thus uncontrolled until it is slowed by the accumulation of solid products or runs out of reactant. The temperature at which an "uncontrolled" increase in rate begins is the reaction temperature and is readily obtained from the graph showing the temperature of the bulk of the mixture when heated slowly under controlled conditions.

2. Differential Thermal Analyzer

The advent and standardization of the differential thermal analyzer, has allowed reaction temperatures to be determined much more accurately with very small quantities and has helped to determine the role of product coatings and critical mass. It has also been able to show very clearly the role of transitions and the occurrence of a "preignition reaction" (P.I.R.) which denotes the true reaction temperature at a given heating rate.

The DTA is of great importance to the study of pyrotechnic and explosive material because it not only reveals endothermic reactions important to the reactivity, but the exothermic reactions and their slope which signal the approach of an explosion. Thermograms of such materials

*All solid-solid reactions must be exothermic from the second law of thermodynamics, $\Delta G = \Delta H - T\Delta S$ because, if solids A and B react to give solids C and D the entropy change, $\Delta S = 0$. Thus for the reaction to proceed, $(\Delta G = negative)$ the change in enthalpy $(\Delta H)$ must be negative or exothermic.
should be much more mandatory than impact tests or ignition temperature tests by the Henkin-McGill technique.\(^\text{(13)}\)

3. Thermoconductimetric Analysis. (TCA)

A large portion of the experimental effort of this research has gone into the development of solid state conductivity measurements and their interpretation. For the first time, conductivity measurements have been carried out continuously on a system (PbO-Si) to ignition. These data and their interpretation were presented in reference (2).

This year's work in this area has been devoted largely to the perfecting of a new cell and the measurement of some new systems. J. Rose(12), makes the following statement about electrical conductivity studies of solids. "Though this method is valuable in the case of single crystals of alkali halides it is not of great use at present (1961: in other cases. There are certain difficulties inherent in the use of powders. For instance, there is no certain method of distinguishing between bulk and surface conductivity, or between electronic and ionic conductivity without elaborate experimental techniques. Some qualitative results have, however, been obtained (14),(15),(16) and the method is likely to be fruitful in the future."

As reported previously(2) in this work, the authors agree with Rose on the difficulties inherent in the use of powders such as have been used by Jen Chiu(15) and Berg and Burmistrova(16). Consequently, we have done all of our measurements on high density pellets made by vacuum pressing at 10,000 to 20,000 pounds per square inch.

We believe the method to be a valuable one particularly in the field of oxidation-reduction reactions such as

\[
2\text{PbO} + \text{Si} \rightarrow \text{SiO}_2 + 2\text{Pb}
\]

wherein the reaction products are much more conductive than the reactants, or reversed systems such as

\[
2\text{Fe} + 3\text{BaO}_2 \rightarrow \text{Fe}_2\text{O}_3 + 3\text{BaO}
\]

or

\[
2\text{Fe} + 3\text{BaO}_2 \rightarrow 2\text{BaO} + \text{BaFe}_2\text{O}_4
\]

wherein the products are much less conductive than the reactants.
However, the usefulness of thermoconductimetric analysis is not confined to the above systems as has been shown by our work on NiSO$_4$.7H$_2$O pellets and by Freeman and Rudloff\(^{(17)}\) from their work on KClO$_3$ pellets, and quite definitely the method can show transition changes and signal the Hedvall Effect.

**B. Tamman Temperature**

The DTA is of first importance as a method for determination of Tamman temperatures. However, TCA can also be used. Freeman's\(^{(17)}\)' work on KClO$_3$ which explains the drop in conductivity in the temperature range 25°C to 125°C can be explained alternatively by saying that when KClO$_3$ is given enough heat energy to allow it to anneal (that is, have its ions sink to their equilibrium lattice positions), "frozen-in" disorder is relieved and a less defective crystal is obtained. Minimum conductivity and presumably maximum order is obtained by Freeman at 85°C or 358°K which is an $\alpha$ of 0.55.

This work has used both DTA and TCA for Tamman temperature determinations.

**C. Moisture**

DTA has been used exclusively to study the effect of moisture on the reaction.

**D. Defects**

DTA, TCA and burning rate determinations have been used to determine the effects of defect type and concentration. DTA has been used predominately on the systems KClO$_3$ and S; and KClO$_3$, NaHCO$_3$ and S. TCA has been used on the system PbO and Si.

Rate of burning determinations have been performed with both and are summarized in reference (2). The effects of doping, and crystal defects have been shown to be measurable by rates of burning technique.

**E. Mechanical Activation**

DTA was used successfully to show that recently ground KClO$_3$ crystals are more reactive than those that have been annealed. Also, rates of burning were used to determine the effect of mechanical activation on PbO
(yellow) to PbO (red), however, the rates of burning were not as sensitive a probe to determine the effects of recent grinding.

F. Confinement

Rates of burning experiments with KC\textsubscript{1}O\textsubscript{3}-S-NaHCO\textsubscript{3} (fuel mix) were used to show the great importance of confinement in causing a burning reaction to increase its pressure and temperature so that self heating increases the velocity of the reaction to runaway speeds and detonation.

G. Crystal Form

DTA was used to measure the effects of changes in reactivity of the KC\textsubscript{1}O\textsubscript{3}-S system when the KC\textsubscript{1}O\textsubscript{3} crystalline habit was changed by use of dopants and changed crystallization media. See reference (1).

H. Thermal Treatment

DTA used on the KC\textsubscript{1}3-S system and DTA and TCA used with the PbO-Si system.

I. Sensitivity

DTA, TCA, and Henkin-McGill\textsuperscript{(13)} ignition temperatures were used. Activation energies were approximated from the ignition temperature data. Also, these data were used for two new ignition parameters, minimum spontaneous ignition temperature (S.I.T. min.) and maximum spontaneous ignition temperatures (S.I.T. max.).

In the field of pyrotechnics, propellants and explosives, sensitivity is approximated by an 'ignition temperature'. In other less spectacular fields of solid state chemistry, sensitivity is sometimes equated and measured by reaction temperatures. In all cases, sensitivity is really a measure of the reactivity of a system under some kind and quantity of stimulus, whether the stimulus be heat, friction, impact or others.

The problem of sensitivity in practice generally resolves itself to a "Hobsons Choice" between systems which are sensitive enough to work when and as needed but insensitive enough to be safe to mix and load.

An immense amount of work, experimental as well as theoretical, has been done in the area of sensitivity (ignition temperatures). See Appendix C of this report for references in this area.
Believing that it is of utmost importance to a study such as this that we understand the kinetics of Solid-Solid Reactions, the authors have made a detailed and rigorous study of ignition theory and have given some applications of the theory to the system under study. Much of the experimental work was done in the second year of the grant and the data is reported in reference(2).

IV. RESULTS AND CALCULATIONS

A. Hedvall Effect

The importance of the liquid $S_8$ to liquid $S_3$ phase transition of sulfur ($\lambda \rightarrow \Pi$) to the reaction of $\text{KClO}_3$ and $S$ was demonstrated in the first year's work(1). A reaction mechanism was postulated at the end of the first year which stated, in essence, that because the normal $\text{KClO}_3$ lattice did not react with sulfur until the $S_8$ molecules broke up into smaller fragments the reactivity of the system was dependent upon the porosity or inner surface of the $\text{KClO}_3$.

As a consequence of this postulate, $\text{KClO}_3$ crystals were doped with a series of dopants and it was found that the $\text{KClO}_3$ lattice could be made porous enough to have room temperature pre-ignition reactions which were exothermic enough to cause heat up to detonation.

This lattice porosity hypothesis was confirmed still further by the work of the second and third years.

B. Tammann Temperature

1. $\text{KClO}_3$-$S$ System

Work done in the second year showed that freshly ground $\text{KClO}_3$ was more sensitive to heating than material that had been held at a temperature greater than 0.55 of the melting temperature of the $\text{KClO}_3$ in degrees absolute.

2. Nickel sulfate heptahydrate $\text{NiSO}_4 \cdot 7\text{H}_2\text{O}$

TCA studies were made on pellets of hydrated nickel sulfate and the data obtained are summarized in Figure 1, Appendix A.

3. $\text{PbO}$-$\text{Si}$ System

Thermoconductimetric studies(2) on the litharge-silicon system showed that there was a change
in slope at 0.5 times the transition temperature and that ignition took place at 307°C which is just 0.5 times the melting point of PbO. This data is presented in Figure 2, Appendix A.

C. Thermoconductivity Cell

Due to the belief of the authors that thermoconductimetric analysis\(^1\) is a valuable tool for detecting changes in lattice mobility and onset of reaction, as well as experiencing an ignition\(^2\) of a PbO-Si (80-20) pellet, and inasmuch as there is nothing available commercially, we set out to design and build a stronger and more useful cell.

A number of alterations on the basic design\(^2\) have been made to correct difficulties which have arisen.

A water condenser (Figure 3C, Appendix A) was placed on the vacuum line to keep the temperature of the copper tubing low enough so that the rubber tubing from the vacuum apparatus could be used.

When the electrometer\(^1\) was connected to the electrodes for a test run, it was observed that an extremely large amount of 60 cycle pick-up was resulting in false readings. The AC voltage was measured between ground and the cell and was found to be dependent on the heater potential. In order to eliminate this difficulty the cell was grounded to the water lines.

The electrodes were potted into the spark plug bases by using "Insulment" ceramic potting compound, which on continued heating cracked and caused air leakage. In an effort to plug the cracks, we tried (Dow Corning) silastic bathtub caulking compound. This gave acceptable vacuum properties, but destroyed the high resistance which is necessary between the electrodes and spark plug casing.

Subsequent to the loss of high resistance, the electrodes were removed from the spark plug casing and repotted using an asbestos-cement washer (Figure 3h, Appendix A) in place of the mica washers. The potting was done with Insulment, adding small amounts at a time and oven drying at 60°C. The asbestos washer was used instead of mica to give the electrodes increased support during the potting process. This alteration gave good vacuum properties, but was found to have too low a resistance to be of use.
The electrodes were removed from the spark plug casing again and sealed in a pyrex glass glove (Figure 3b, Appendix A) with Insulment. The glass covered electrodes were then sealed into the hexagonal base using Insulment and heat.

Due to the difference in the coefficients of thermal expansion the glass gloves cracked on strong heating and loss of vacuum followed. Also the resistance went way down.

The electrodes were again broken down and a design was proposed using ceramic tubing to cover the electrodes, but it was felt that this design would fail because Insulment would have to be used for potting. From the results of the previous modifications, as well as data collected on the insulating properties, it was concluded that Insulment broke down on heating, thus becoming a semiconductor and contributing to the loss in resistance.

It is easily seen from the above discussion that a new design for the electrodes was needed.

Since a spark plug is already designed to give high resistance between electrode and casing at high temperature, the following design was proposed and adopted on an experimental basis.

Part of the base of two Champion W-18 spark plugs was cut off. The spring loaded electrode was cut down in length and silver brazed to the center electrode of the spark plug.

The screw adjustable electrode was cut down in length and silver brazed to the shortened center electrode of the second spark plug. The center electrode was shortened after first exposing it by breaking away some of the ceramic isolation.

While this modification of the W-18 spark plug was being performed we visited the largest insulator plant in the East and talked to their service engineer about high resistance at high temperatures potting compounds. His recommendation was a Sauereisin cement.

We obtained a material which, had we had it to start with, would have eliminated the delays and problems. This material is called Sauereisin Electrotemp Cement No. 8 and it has the following properties.
Electrical resistivity 25 to 600°C > $1 \times 10^{10}$ ohms
650 to 850°C $1.3 \times 10^9$ ohms
850 to 900°C $7.1 \times 10^8$ ohms

Dielectric strength shows 270 volts per mil at a temperature of 500°F.

It is specifically designed for spark plugs, heating elements and coating resistors and it withstands thermal shock.

The final electrode structure is shown in Figure 3d, Appendix A.

It has been used this year for nine determinations from ambient temperature to 430°C and has shown no sign of breakdown. The data obtained have been extremely reproducible and are of real value in the exploration of solid phase reactions.

D. Moisture Effect

Seven desiccators were established according to last year's design and were

<table>
<thead>
<tr>
<th>Number</th>
<th>%H$_2$SO$_4$</th>
<th>R.H.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100.00</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>77.63</td>
<td>3.2</td>
</tr>
<tr>
<td>3</td>
<td>69.09</td>
<td>8.5</td>
</tr>
<tr>
<td>4</td>
<td>45.26</td>
<td>47.2</td>
</tr>
<tr>
<td>5</td>
<td>21.38</td>
<td>88.8</td>
</tr>
<tr>
<td>6</td>
<td>7.68</td>
<td>97.5</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>100.0</td>
</tr>
</tbody>
</table>

placed in the constant temperature room at 24°C for three days before beginning the study.

The master batch of fuel mix, prepared in June of 1966, was dried for two days in an oven at 60°C before starting this study.

A DTA (using a duPont 900 differential thermal analyzer) was run on the master batch of fuel mix after the two days of oven drying and this thermogram was designated as the zero hour study.

DTA's and quantitative analysis were made on samples from each of the desiccators at: 24 hours, 48 hours, 72 hours, 120 hours, 15 days, and 31 days.
The quantitative analyses were made by determining the ratio of the weight of the oven dried (at 60°C for three days) sample to the weight of the sample removed from the desiccator. This was then converted to percentages and recorded in Table 1.

\[
\text{wgt of oven dried sample} \times 100\% = \% \text{ Purity} \\
\text{wgt of desiccator sample}
\]

<table>
<thead>
<tr>
<th>Time</th>
<th>0%</th>
<th>3.2%</th>
<th>8.5%</th>
<th>47.2%</th>
<th>88.8%</th>
<th>97.5%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero hrs.</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>48 hrs.</td>
<td>99.55</td>
<td>99.38</td>
<td>98.96</td>
<td>99.06</td>
<td>99.18</td>
<td>98.70</td>
<td>98.65</td>
</tr>
<tr>
<td>72 hrs.</td>
<td>99.46</td>
<td>99.45</td>
<td>99.35</td>
<td>99.40</td>
<td>99.55</td>
<td>98.78</td>
<td>98.13</td>
</tr>
<tr>
<td>120 hrs.</td>
<td>99.99</td>
<td>99.98</td>
<td>99.99</td>
<td>99.75</td>
<td>99.76</td>
<td>98.93</td>
<td>97.45</td>
</tr>
<tr>
<td>15 days</td>
<td>99.46</td>
<td>99.34</td>
<td>99.35</td>
<td>99.41</td>
<td>99.44</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>31 days</td>
<td>99.56</td>
<td>99.56</td>
<td>99.38</td>
<td>99.60</td>
<td>99.56</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>Avg.</td>
<td>99.59</td>
<td>99.53</td>
<td>99.45</td>
<td>99.44</td>
<td>99.49</td>
<td>98.99</td>
<td>98.39</td>
</tr>
</tbody>
</table>

The 97.5% and 100% RH studies were terminated after the 120 hour sample due to the collection of a large volume of water in the sample container.

A percent purity determination was run on a sample of the fuel mix after it had predried for two days in the oven. This was done to see if there was any loss in weight due to sulfur volatilization. The results calculated by the manner described above gave

\[
\text{Purity} = 99.91\%
\]

As one would expect, the average value of the purity goes down as the relative humidity goes up. Note that the purity levels are off for the 3.2%, 8.5%, and 88.8% relative humidities. This leveling is the result of totally hydrating the fuel mix and accounts for the similarity between the 8.5% and 47.2% thermograms. It is not until the RH is raised high enough to dissolve the
mix that we see a change in the purity (97.5% and 100% RH). It should be pointed out that the percent purity as well as the thermal data for the 88.8% study are very hard to explain since they do not fit into the pattern.

A few words must be said about the effect of storage on the basic fuel mix. The components were freshly ground, dried, and screened at the beginning of last year's study and a D.T.A. was run. After storage for one year and two days of oven drying (60°C) another D.T.A. was run. These two thermograms are shown in Figure 4, Appendix A.

Note that the ignition temperature (2) (see Tables 2 and 3) of the June 66 run is 164°C (147°C + 17°C instrument recalibration correction) and that there are two secondary exotherms. On the June 67 run the ignition temperature is 170°C and there are no secondary exotherms. The reactivities are $R_{66} = 7.1$ (2) and $R_{67} = 5.85$ for the respective years. (See Figures 19 and 20, Appendix A for reactivity plots).

Two possible explanations for the differences are: first, over the year's storage time the microfine particles which resulted from recent grinding have reacted. It would be these small particles which account for the low ignition temperature while particles of larger sizes account for the secondary exotherms.

The second explanation is that over the year the mix had picked up moisture from the atmosphere and on oven drying has undergone recrystallization. This recrystallization would account for the increase in ignition temperature and the higher temperature would add sufficient energy so that the mix would react all at once with no secondary exotherms.

Storage at 0% RH (Figures 5 and 6, Appendix A) -- Note the change in structure of the thermograms between the zero and 24 hour studies. This increase in reactivity is believed to be in line with the work done on flare compositions (2) in which it was ascertained that the reactivity of the mix reaches a maximum at about 0.1% H2O! The structure of the 24 hour thermogram is the same as that of last year's; i.e., a low temperature preignition reaction resulting from the flux action of the water, a NaHCO3 endotherm and a second exotherm due to the reaction of larger particles at the higher temperature. Once again, as time increased and the water content goes down, the reactivity goes down (ignition temperature increases).
Storage at 3.2% RH (Figures 7 and 8, Appendix A) -- In all cases at this humidity this year's ignition temperatures are higher than last year's. Thus, due to the increase in temperature one would expect from kinetics that the reaction go much faster and show only one exotherm and no endotherm. Again, we must stress that we have started this study with a less reactive mix then the one used in last year's study. The structure of the 48 hour thermogram can be explained on the basis that the mix is picking up H₂O and becoming more reactive. Then at 72 hours the water is acting as a recrystallizing solvent rather than as a flux agent and thus the reactivity goes down. The increase in reactivity of the 15 day study is not understood. Finally, as the water content goes up the reactivity goes down.

Storage at 8.5% RH (Figures 9 and 10, Appendix A) -- Note how all the thermograms up through the 72 hour study have the NaHCO₃ (increased reactivity) endotherm which is due to the flux action of water. At 120 hours the water content is so high that recrystallization occurs and results in a decrease in reactivity (increase in ignition temperature).

Storage at 47.2% RH (Figures 11 and 12, Appendix A) -- Again we see that the ignition temperature at first decreases and then increases. This is the first study in which the 31 day ignition temperature is above that of the zero hour sample and can be explained on the basis of recrystallization.

Storage at 88.8% RH (Figures 13 and 14, Appendix A) -- In this study the water content is so high (extreme recrystallization) that the reactivity is greatly decreased and we actually see the NaHCO₃ decomposition begin before the KClO₃ and S start reacting.

Storage at 97.5% RH (Figures 15 and 16, Appendix A) -- Note the appearance of the large water endotherms starting at 24 hours and the disappearance of the NaNCO₃ endotherms. The disappearance of the endotherms is reasonable since the ignition temperatures in this study are below those in the 88.8% R.H. study but why they have decreased is unknown.

Storage at 100% RH (Figures 17 and 18, Appendix A) -- Note the large water endotherms in this study and also the reappearance of the NaHCO₃ endotherm in the 72 and 120 hour studies. Again we see that the ignition temperature in this study increases with time to a level well above the 170°C zero-hour temperature.
### TABLE 2

Effect of Storage at Varying Humidities on Ignition Temperatures (1967)

<table>
<thead>
<tr>
<th>Time</th>
<th>0%</th>
<th>3.2%</th>
<th>8.5%</th>
<th>47.2%</th>
<th>88.8%</th>
<th>97.5%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 hrs.</td>
<td>170</td>
<td>170</td>
<td>170</td>
<td>170</td>
<td>170</td>
<td>170</td>
<td>170</td>
</tr>
<tr>
<td>24 hrs.</td>
<td>145*</td>
<td>166</td>
<td>155*</td>
<td>160</td>
<td>187</td>
<td>178</td>
<td>175</td>
</tr>
<tr>
<td>48 hrs.</td>
<td>185</td>
<td>152*</td>
<td>155*</td>
<td>158</td>
<td>180</td>
<td>185</td>
<td>170</td>
</tr>
<tr>
<td>72 hrs.</td>
<td>170</td>
<td>166</td>
<td>133*</td>
<td>130</td>
<td>178</td>
<td>170</td>
<td>187</td>
</tr>
<tr>
<td>120 hrs.</td>
<td>162</td>
<td>157</td>
<td>170</td>
<td>145*</td>
<td>182</td>
<td>170</td>
<td>181</td>
</tr>
<tr>
<td>15 days</td>
<td>163</td>
<td>148*</td>
<td>168</td>
<td>168</td>
<td>190</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>31 days</td>
<td>168</td>
<td>168</td>
<td>170</td>
<td>175</td>
<td>190</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

### TABLE 3

Effect of Storage at Varying Humidities on Ignition Temperature (1966-after 17°C recalibration correction)

<table>
<thead>
<tr>
<th>Time</th>
<th>0%</th>
<th>3.2%</th>
<th>8.5%</th>
<th>47.2%</th>
<th>88.8%</th>
<th>97.5%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 hrs.</td>
<td>164</td>
<td>164</td>
<td>164</td>
<td>164</td>
<td>164</td>
<td>164</td>
<td>164</td>
</tr>
<tr>
<td>24 hrs.</td>
<td>152*</td>
<td>157</td>
<td>142*</td>
<td>147*</td>
<td>147*</td>
<td>172</td>
<td>177</td>
</tr>
<tr>
<td>48 hrs.</td>
<td>147</td>
<td>137*</td>
<td>152*</td>
<td>137*</td>
<td>157</td>
<td>172</td>
<td>172</td>
</tr>
<tr>
<td>72 hrs.</td>
<td>172</td>
<td>147*</td>
<td>172</td>
<td>157</td>
<td>152*</td>
<td>182</td>
<td>177</td>
</tr>
<tr>
<td>120 hrs.</td>
<td>152</td>
<td>147*</td>
<td>142*</td>
<td>162</td>
<td>162</td>
<td>167</td>
<td>197</td>
</tr>
<tr>
<td>15 days</td>
<td>177</td>
<td>147*</td>
<td>172</td>
<td>162</td>
<td>157</td>
<td>192</td>
<td>182</td>
</tr>
<tr>
<td>31 days</td>
<td>162</td>
<td>152*</td>
<td>172</td>
<td>177</td>
<td>177</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Comparing the zero hour and 31 day temperatures between the two tables we see that the final (31 day) temperatures for the 0% and 3.2% studies are less than the beginning temperatures, that the beginning and final temperatures for the 8.5% study are nearly the same, and that
the final temperatures for the 88.8%, 97.5%, and 100% studies are greater than the beginning temperatures.

Also note that in every case, except the 1966 study at 88.8%, where the ignition temperature is 155°C or below (marked by *) the thermograms have the highly structural pattern of a preignition exotherm followed by a decomposition endotherm of the NaHCO₃ followed by a second exotherm. In the case of the 1966 study at 88.8% RH (marked by *) we do not see the above pattern but we do note that their structure is very much different for those observed for ignition temperatures of 160°C or above.

Whether or not the above observation can be interpreted as meaning a detonation might occur if the ignition is raised above 160°C, is to say the least, dubious, but certainly it is more possible at the higher temperature.

Some confirmation of our findings about the effect of moisture has just been reported by Freeman and Rudloff(17) whose conductivity-temperature measurements on KClO₃ pellets showed high conductivity of pellets containing moisture in the 25-125°C range compared to dried pellets measured in a vacuum.

E. Ignition and Rates of Burning

The onset of an exothermic reaction with enough liberation of energy*is called ignition. Sensitivity to ignition is a measure of reactivity and in fact ignition temperature data have been used to calculate a "quasi activation energy." See reference 2. Also in reference (2) these data have been critically reviewed and two novel applications of the data presented (S.I.T. min. and S.I.T. max.).

The authors believe that it is of utmost importance in research on solid state reactions and reactivity that an analytical model of the ignition mechanism be developed and defined. A search of the literature was carried out.

*See reference (2) for a definition of ignition.
The results of this search are listed in Appendix C of this report.* As might be expected because of its immense practical interest in the past decade, most of the theoretical work on ignition has been carried out by workers in the solid propellant area. We have reviewed this literature thoroughly and could not find a comprehensive derivation of the equations. In consequence, therefore, we performed such a derivation and have added some ideas with the expectation that our ideas can be developed still further and result in considerable progress.

D.M. Johnson(18) has made a theoretical approach to ignition of pyrotechnic compositions in which he defines Ti (ignition temperature) as that temperature to which a given solid composition must be heated to ignite and continue to combust without further heating by an external source. Johnson's approach starts with the basic equation for heat transfer derived as follows:

The basic equation for heat transfer

\[ \frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2} \quad (1) \]

can be derived as follows:

Consider a slab ABCD of substance bounded by a region of high temperature \( T_2 \) and a region of low temperature \( T_1 \)

*It should be noted that although we heard from three different sources that Professor G.B. Kistiakowsky had solved this problem, a search by government personnel at the Ballistics Research Laboratory Library, and of the "open" literature gave negative results. The authors wrote to Professor Kistiakowsky and posed the question and he replied that he had no recollection of ever doing anything pertinent to our problem. Although the following treatment is in its outline and direction due principally to D.M. Johnson,(18) the authors take responsibility for its extensions, mathematical analysis and expository additions.
Heat flows into the slab from AB to CD because of the temperature difference. Thus the change in heat content of the slab with time \( t \) must be the difference in the heat flow in and the heat flow out or

\[
-KA \frac{\partial T}{\partial x} \bigg|_x + KA \frac{\partial T}{\partial x} \bigg|_{x+\Delta x} = \frac{\partial H}{\partial t} \tag{2}
\]

where \( K = \text{coeff. of thermal conductivity} \)

but

\[
\frac{\partial H}{\partial t} = (\rho A \Delta x C) \frac{\partial T}{\partial t} \tag{3}
\]

where \( \rho = \text{density} \)

\( A = \text{area} \)

\( \Delta x = \text{thickness} \)

\( C = \text{specific heat} \)

Substituting eq. (3) into eq. (2) yields

\[
-KA \frac{\partial T}{\partial x} \bigg|_x + KA \frac{\partial T}{\partial x} \bigg|_{x+\Delta x} = (\rho A \Delta x C) \frac{\partial T}{\partial t} \tag{4}
\]

Performing a Taylor's Series expansion of the second term on the left hand side of eq(4) we get

\[
-KA \frac{\partial T}{\partial x} \bigg|_x + KA \left[ \frac{\partial T}{\partial x} \bigg|_x + \frac{\partial^2 T}{\partial x^2} \Delta x \right] = (\rho A \Delta x C) \frac{\partial T}{\partial t} \tag{5}
\]

Cancellation and rearrangement of (5) gives

\[
KA \frac{\partial^2 T}{\partial x^2} \Delta x = (\rho A \Delta x C) \frac{\partial T}{\partial t}
\]

\[
K \frac{\partial^2 T}{\partial x^2} = \int C \frac{\partial T}{\partial t}
\]

\[
\frac{\partial T}{\partial t} = \frac{K}{\rho C} \frac{\partial^2 T}{\partial x^2} \tag{6}
\]
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Let \( \frac{K}{\rho c} \) be the diffusivity, then (6) becomes

\[
\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2} \quad (1) \text{ the heat equation.}
\]

If we assume ideality of ignition, i.e. the entire surface of the slab is ignited simultaneously and that there are no radiant losses of heat and the container does not contribute to the conduction of heat, then it should be possible to determine the temperature of the slab at any given time by constructing a solution to the heat equation.

A solution to the heat equation is as follows: Let the temperature (T) of the slab be a function of some variable (y) so that

\[ T = T(y) \quad (7) \]

and let y be defined as

\[ y = x t^n \quad (8) \]

where "x" is a position coordinate and "t" is time.

Calculating \( \frac{\partial T}{\partial x} \) and \( \frac{\partial^2 T}{\partial x^2} \) and equating them through the "heat equation" (1) with the restriction that any \( X t \) products that appear may be made some power of y. Thus

\[
\frac{\partial T}{\partial t} = \left( \frac{\partial T}{\partial y} \right) \left( \frac{\partial y}{\partial t} \right) \quad (9)
\]

but \( \frac{\partial y}{\partial t} = n x t^{n-1} \) \( (10) \) substituting (10) in (9)

\[
\frac{\partial T}{\partial t} = \frac{\partial T}{\partial y} \cdot n x t^{n-1} \quad (11)
\]
Now calculating \( \frac{\partial^2 T}{\partial x^2} \)

\[
\frac{\partial T}{\partial x} = \left( \frac{\partial T}{\partial y} \right) \left( \frac{\partial y}{\partial x} \right) \quad (12)
\]

\[
\frac{\partial^2 T}{\partial x^2} = \left( \frac{\partial^2 T}{\partial y^2} \right) \left( \frac{\partial y}{\partial x} \right)^2 + \left( \frac{\partial T}{\partial y} \right) \left( \frac{\partial^2 y}{\partial x^2} \right) \quad (13)
\]

\[
\frac{\partial y}{\partial x} = t^n \quad (14)
\]

\[
\left( \frac{\partial y}{\partial x} \right)^2 = t^{2n} \quad (15)
\]

and \( \frac{\partial^2 y}{\partial x^2} = 0 \) (refer to (14) and (10)) (16)

Making the appropriate substitutions of (16) and (15) into (13) then:

\[
\frac{\partial^2 T}{\partial x^2} = \left( \frac{\partial^2 T}{\partial y^2} \right) t^{2n} + 0 \quad (17)
\]

Now substitute (17) and (11) into the "heat equation"

\[
\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2} \quad (1)
\]

\[
\left( \frac{\partial T}{\partial y} \right) n \times t^{n-1} = \alpha \left( \frac{\partial^2 T}{\partial y^2} \right) t^{2n} \quad (18)
\]

Rearranging equation (18) and collecting the "t" terms

\[
\left\{ \frac{\partial T}{\partial y} \right\} = \left( \frac{\partial^2 T}{\partial y^2} \right) \left( \frac{\alpha t^{2n}}{n \times t^{n-1}} \right) = \left\{ \frac{\partial T}{\partial y} \right\} = \left( \frac{\partial^2 T}{\partial y^2} \right) \left( \frac{\alpha}{n \times t^{n-1}} \right) \quad (19)
\]
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In the second half of equation 19 there is an $X_t$ product and $X$ is to the 1st power. Since the restriction was placed that all "$X_t$" products be powers of $y$ then this "$X_t$" product is the 1st power of $y$ and therefore the exponents of the "$t$" terms must be equal.

$$n = -n - 1$$
$$2n = -1$$
$$n = -\frac{1}{2} \quad (20)$$

Substituting equation (20) into equation (19) and rearranging yields:

$$\frac{\partial T}{\partial y} = \frac{\partial^2 T}{\partial y^2} - \frac{\alpha}{\sqrt{2\pi} t^{-\frac{1}{2}}} \quad (21)$$

and inasmuch as $y = x^n$ then (21) becomes

$$\frac{\partial T}{\partial y} = -\frac{\partial^2 T}{\partial y^2} \frac{2\alpha}{y} \quad (22)$$

or

$$\frac{\partial^2 T}{\partial y^2} = -\frac{y}{2\alpha} \left( \frac{\partial T}{\partial y} \right) \quad (23)$$

Define $P$ as $P = \frac{\partial T}{\partial y}$ then

$$\frac{dP}{dy} = -\frac{y}{2\alpha} P \quad \text{and rearranging gives}$$

$$\frac{dP}{dy} = -\frac{y}{2\alpha} dy \quad (24)$$

integration gives

$$\ln P = -\frac{y^2}{4\alpha} + C, \quad (25) \quad \text{or}$$

$$P = C e^{-\frac{y^2}{4\alpha}} \quad (26) \quad \text{or}$$

$$\frac{dT}{dy} = C e^{-\frac{y^2}{4\alpha}} \quad \text{which upon integration gives}$$

-35-
\[ T = C_1 \int_{m}^{n} e^{-y/\sqrt{\alpha}} \, dy + C_2 \quad (27) \]

Let \( z = \frac{y}{\sqrt{\alpha}} \) and \( \bar{z} = \frac{y}{2 \sqrt{\alpha}} \) and substitute
\[ y = x \bar{t}^{n} = x \bar{t}^{-\frac{n}{2}} \quad \text{then;} \]
\[ z = \frac{x}{2 \sqrt{\alpha \bar{t}}} \quad (28) \]

Substitute (28) into (27)
\[ T = C_1 \int_{m}^{n} e^{-\bar{z}} \, d\bar{z} + C_2 \quad (29) \]

The values of "m" and "n" are obtained by the analysis of (28) as follows:
- as \( t \to \infty \), \( \bar{z} \to 0 \)
- as \( t \to 0 \), \( \bar{z} \to \infty \)
- as \( x \to 0 \), \( \bar{z} \to 0 \)
- as \( x \to \infty \), \( \bar{z} \to \infty \)

Therefore the lower limit "m" = 0 and "n" can have any value from 0 to \( \infty \), namely, \( \frac{x}{2 \sqrt{\alpha \bar{t}}} \).

Equation (29) becomes
\[ T = C_1 \int_{0}^{\infty} e^{-\bar{z}} \, d\bar{z} + C_2 \quad (30) \]

It is now necessary to evaluate the constants \( C_1 \) and \( C_2 \).

As the time(t) \( \to \infty \) then \( T \to T_i \) (ignition temperature) or
\[ T_i = C_1 \int_{0}^{\infty} e^{-\bar{z}} \, d\bar{z} + C_2 \quad (31) \]

where the upper limit has been replaced by zero because
\[ \lim_{\bar{z} \to 0} = 0 \quad \text{as} \quad t \to \infty \]
and Ti must be equal to C₂.

\[ T_i = C_2 \]  \hspace{1cm} (32)

Equation (30) now becomes

\[ T = C_1 \int_0^{\sqrt{2}\sqrt{t}} e^{-\frac{z}{t}} d\frac{z}{t} + T_i \]  \hspace{1cm} (33)

If the time (t) \( \rightarrow 0 \) then the temperature \( T = T_a \) (ambient temperature) and

\[ \lim_{t \rightarrow 0} z = \infty \hspace{1cm} \text{as} \hspace{1cm} t \rightarrow 0 \]

Using these boundary conditions, equation (33) becomes

\[ T_a - T_i = C_1 \int_0^{\infty} e^{-\frac{z}{t}} d\frac{z}{t} \]  \hspace{1cm} (34)

\[ C_1 = \frac{T_a - T_i}{\int_0^{\infty} e^{-\frac{z}{t}} d\frac{z}{t}} \]  \hspace{1cm} (35)

Proceeding to evaluate \( \int_0^{\infty} e^{-\frac{z}{t}} d\frac{z}{t} \) by transforming into polar coordinates.

Let \( \int_0^{\infty} e^{-\frac{z}{t}} d\frac{z}{t} = \int_0^{\infty} e^{-x^2} dx = \int_0^{\infty} e^{-y^2} dy \)  \hspace{1cm} (36)

then

\[ \left[ \int_0^{\infty} e^{-z^2} d\frac{z}{t} \right]^2 = \left( \int_0^{\infty} e^{-x^2} dx \right) \left( \int_0^{\infty} e^{-y^2} dy \right) \]  \hspace{1cm} (37)

Rearrange (37) to

\[ \left[ \int_0^{\infty} e^{-z^2} d\frac{z}{t} \right]^2 = \int_0^{\infty} dy \int_0^{\infty} e^{-(x^2+y^2)} dx \]  \hspace{1cm} (38)
Substitute polar for cartesian coordinates

\[
\left[ \int_0^\infty e^{-z^2} \, dz \right]^2 = \int_0^\infty \int_0^\infty e^{-(x^2 + y^2)} \, dx \, dy
\]

\[
= \int_0^\infty \int_0^\infty e^{-r^2} \, r \, dr \, d\theta
\]

\[
= \int_0^{\pi/2} \int_0^\infty e^{-r^2} \, r \, dr \, d\theta \quad (39)
\]

The angle \( \theta \) can be any value between 0 and \( \pi/2 \), and \( r \) can have any value between 0 and \( \infty \). Thus equation (39) becomes

\[
\left[ \int_0^\infty e^{-z^2} \, dz \right]^2 = \int_0^{\pi/2} \int_0^\infty e^{-r^2} \, r \, dr \, d\theta \quad (40)
\]

Performing the required integrations and then evaluating them yields:

\[
\left[ \int_0^\infty e^{-z^2} \, dz \right]^2 = \left. \theta \right|^{\pi/2}_0 \cdot \left. \left( \frac{\pi}{2} \right) \right|_{0}^{\infty} e^{-r^2} \bigg|_0^\infty
\]

\[
= \left( \frac{\pi}{2} \right) \left( \frac{\pi}{2} \right) (0-1)
\]

\[
= \frac{\pi}{4} \quad \text{and}
\]

\[
\int_0^\infty e^{-z^2} \, dz = \frac{\sqrt{\pi}}{2} \quad (41)
\]

From equations (41) and (35)

\[
C_1 = \frac{T_a - T_\infty}{\sqrt{\frac{\pi}{2}}} = \frac{2 \left( T_a - T_\infty \right)}{\sqrt{\pi}} \quad (42)
\]
Substituting (42) into (33)

\[ T - T_i = 2 \left( \frac{T_a - T_i}{\sqrt{\pi}} \right) \int_0^\infty e^{-z^2} \, dz \quad (43) \]

\[ \frac{T - T_i}{T_a - T_i} = \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{z}{\sqrt{4\pi \alpha t}} \, e^{-\frac{z^2}{4\alpha t}} \, dz \quad (44) \]

where \( T_i \) = ignition temperature

\( T_a \) = ambient temperature

\( T \) = the temperature at some point between \( x \) and \( x + \Delta x \) in the slab and at some time \( t \).

\( T_a < T < T_i \)

\( x \) = distance in cm.

\( \alpha \) = diffusivity = \( \frac{k}{c_p} \)

\( t \) = time in seconds

Equation (44) is exact agreement in Johnson's equation (2) page 2 of reference (18) and the required solution to the heat equation

\[ \frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2} \quad (1) \]

To complete this mathematical analysis and prove that equation (44) is a solution to the heat equation it is only necessary to differentiate (44) and see if it satisfies the heat equation. See Appendix B for this proof.

Johnson in his report (18) solves his equation (2) for \( T \) and differentiates to get \( \frac{\partial T}{\partial x} \) the temperature gradient in the mix.

\[ \frac{\partial T}{\partial x} = \frac{(T_a - T_i)}{\sqrt{\pi \alpha t}} \, e^{-\frac{x^2}{4\alpha t}} \quad (1, 3) \]

where \( t > 0 \)

and \( 0 < x < L \)

\( (L = \text{length of composition}) \)
from the one dimensional heat flow equation

\[ q_{in} = -K A \frac{\partial T}{\partial x} = \frac{\partial H}{\partial t} \]  

(J.4) substitution of the temperature gradient produces:

\[ q_{in} = KA \left( T_i - T_a \right) e^{-\frac{x^2}{4 \alpha t}} \]  

(J.5)

Let \( C \) be the specific heat of the composition and defined as

\[ C = -\frac{1}{m} \frac{\partial H}{\partial T} \]  

(J.6)

and the mass \( (m) \) as

\[ m = \int A \times \]  

(J.7)

The appropriate substitutions into (J.4) yields

\[ \frac{\partial x}{\partial t} = \frac{K}{\rho c_x} = \frac{\alpha}{x} \]  

(J.8)

It can be seen that equation (J.8) states that the rate of burning of the composition is directly proportional to the diffusivity \( \alpha = k/pc \) and inversely proportional to the distance \( (x) \) from the heat source.

Integrating (J.8) between limits \( x_0 \) to \( x \) and \( t_0 \) to \( t \) where \( x \gg x_0 \) and \( t \gg t_0 \) produces

\[ x^2 \approx 2 \alpha t \]  

(J.9)

Substitution of the value for \( x^2 \) from (J.9) into (J.5) yields

\[ q_{in} = \frac{K A \left( T_i - T_a \right)}{\sqrt{\pi \epsilon \alpha t}} \]  

(J.10)

Solving (J.10) for \( t \) (the time to ignite) from a constant heat flow \( (q_{in}) \) gives:

\[ t = \frac{k^2 A^2 \left( T_i - T_a \right)}{\pi \epsilon \alpha q_{in}^2} \]  

(J.11)
but substituting \( \alpha = \frac{K}{\rho c} \) into (J.11) gives

\[
  t = \frac{K\rho c A^2 (T_i - T_a)^2}{\pi e q \omega^2} \tag{J.12}
\]

Defining ignition energy, \( E \), of a system as

\[
  E = q \omega^2 \cdot t \tag{J.13}
\]

and substituting into (J.12) yields

\[
  E = \frac{K\rho c A^2 (T_i - T_a)^2}{\pi e q \omega^2} \tag{J.14}
\]

Equation J.12

\[
  t = \frac{K\rho c A^2 (T_i - T_a)^2}{\pi e q \omega^2}
\]

when subjected to a dimensional analysis balances out.

A physical analysis presents the following:

a. time to ignite is longer if thermal conductivity is high.
b. time to ignite is longer if density is high.
c. time to ignite is longer if specific heat is large.
d. time to ignite is longer if area to be ignited is large.
e. time to ignite is longer if temperature of ignition is high.
f. time to ignite is shorter if igniter output is high.

In view of the above it is quite obvious why the Henkin-McGill(13) times have little chance to be very accurate, because the area and density terms play an important and variable role in this test.

Neither Johnson nor the authors make any claim that the above equation or its modifications are the full story. As a matter of fact, it would be necessary to add some additional terms to the equation to make it more useful. Before proceeding to make this analysis it should be pointed out that the equation does have some application to the field of pyrotechnics as it now stands.

The first of these applications is the difference in ignition energy necessary to ignite a given mix at the extremes in temperature met in munition use.
For a given mix or solid state reaction with a Ti = 300°C, then the time required for ignition at 30°C compared to the time for ignition at -50°C are shown:

\[
\frac{t_{30}}{t_{-50}} = \frac{(300-30)^2}{(300+60)^2} = \frac{72900}{129600} = 0.56
\]

which shows that only 56% of the energy required at -50°C is required at 30°C.

This effect of temperature on ignition sensitivity has been found to be true for impact tests as well as been shown by Rideal and Robertson\(^{(19)}\) and by Ubbelohde \textit{et al.}\(^{(20)}\). In fact, the 50% chance of explosion for varying temperatures is shown as follows for NH\(_4\)NO\(_3\).

<table>
<thead>
<tr>
<th>T°C</th>
<th>25</th>
<th>75</th>
<th>100</th>
<th>150</th>
<th>175(molten)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kg-inches</td>
<td>62</td>
<td>56</td>
<td>54</td>
<td>54</td>
<td>24</td>
</tr>
</tbody>
</table>

Returning to ignition by heat source and equation J.12 it can be seen that there is an additional effect of ambient temperature. If a first fire or starting composition is used or if a small portion of the mix itself is ignited, the rate of burning or heat supply to the unignited mass will be much slower at the lower temperatures. The ignition equation shows that if the rate of q.in is decreased to one half, the ignition time would be increased by a factor of four. Thus, if the two effects are combined, ignition times and ignition energies could be changed by a factor of 600% in the example chosen.

Ignition temperature determinations, by means of the Henkin-McGill technique viewed in the light of the ignition equation, give much more reliable and reproducible values. For example, using the data of Johnson (reference 18) on BaCrO\(_4\) - B mix the differences due to sample size, rate of heat application, nature of the container and the test apparatus can be removed to a large extent.

Using the following data:

<table>
<thead>
<tr>
<th>Bath Temperature °C</th>
<th>Time to Ignition (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>702</td>
<td>25.6</td>
</tr>
<tr>
<td>682</td>
<td>35.6</td>
</tr>
<tr>
<td>673</td>
<td>39.4</td>
</tr>
<tr>
<td>659</td>
<td>73.5</td>
</tr>
</tbody>
</table>
Heat flow through the boundary layer of molten metal

\[ q_1 = \frac{K_1 A (T_B - T_1)}{X_1} \]  \( J.16 \)

- \( K_1 \) = thermal conductivity metal
- \( T_B \) = bath temperature
- \( T_1 \) = temp. of boundary
- \( X_1 \) = thickness of molten metal

\[ q_2 = \frac{K_2 A (T_1 - T_{ign})}{X_2} \]  \( J.17 \)

where the subscript 2 applies to the cup wall

Rearranging these equations gives

\[ T_B - T_1 = \frac{q_1 x_1}{K_1 A} \]  \( J.18 \)

\[ T_1 - T_{ign} = \frac{q_2 X_2}{K_2 A} \]  \( J.19 \)

Adding \( J.16 \) and \( J.19 \)

\[ T_B - T_{ign} = \frac{q_{in.}}{A} \left[ \frac{X_1}{K_1} + \frac{X_2}{K_2} \right] \]  \( J.20 \)

Substitution of \( H \) for \( q_{in.} \) in equation \( J.12 \) yields

\[ t = \frac{H^2}{(T_{ign} - T_a)^2} K e C A^2 \]  \( J.21 \)

and similarly, substitution of \( H \) for \( q_{in.} \) in \( J.20 \) yields equation \( J.22 \)

\[ t = \frac{H}{K(T_B - T_{ign})} \left[ \frac{X_1}{K_1} + \frac{X_2}{K_2} \right] \]  \( J.22 \)

Combining these two equations by multiplying gives equation \( J.23 \).

\[ t = \left[ \frac{H^3 T_{ign} e}{K P C A^3 (T_B - T_1) (T_{ign} - T_a)} \right] \left[ \frac{X_1}{K_1} + \frac{X_2}{K_2} \right] (J.23) \]
which for the type of data obtained in these experiments reduces to

$$t^2 (T_B - Tign) = B, \ (J.23 \ \text{(Mod.)})$$

where $B = \left[ \frac{H^3 \pi c}{K_p C A^2 (T_{qm} - T_1)^2} \right] \left[ \frac{x_1}{K_1} + \frac{x_1}{K_2} \right]$

and is a system constant.

By changing bath temperatures $T_{B1}$ and $T_{B2}$ two equations are obtained

$$t^2 (T_{B1} - Tign) = B \quad (J.24)$$

$$t^2 (T_{B2} - Tign) = B \quad (J.25)$$

Equating $(J.24)$ and $(J.25)$ gives an equation which can be solved for $Tign$ as follows:

$$Tign = \left( \frac{t_1^2 (T_{B1} - Tign)}{t_1^2 - t_2^2} \right) - \left( \frac{t_2^2 (T_{B2} - Tign)}{t_1^2 - t_2^2} \right)$$

Using the data from the BaCrO$_4$ - B system cited above $Tign$ can be calculated.

$$Tign = \frac{(25.6)^2(702) - (35.6)^2(682)}{(25.6)^2 - (35.6)^2} = \frac{(655.36)(702) - (1267.36)(682)}{612} = \frac{460091 - 864367}{-612} = -404276 = 661 \degree$$

In a similar manner

$$Tign = \frac{(35.6)^2(682) - (39.4)^2(673)}{(35.6)^2 - (39.4)^2} = \frac{652 \degree C}{-612}$$
and again Tign = 6536 for an average of 655°C. Yet various laboratories report a spread of some 40°C in Tign determinations on this system.

If a plot is made with these data to get the old standard 5 sec Tign (see reference (1) and (2) ) the value obtained is approximately 780-790°C which is well over the value obtained from the modified ignition equation.

If a plot of (SIT min. is made (see reference 2) the value obtained is ca 645°C and compares very favorably with the 655°C obtained from the ignition equation.

There is one more application of the ignition equation which is worth mentioning; namely, ignition sensitivity. Calculating Tign from equation (1) and noting that B (Tign - Tamb)² = (Energy factor)³.

Calculations made from this equation setting the energy factor ("E") for black powder as 1.00 are as follows:

<table>
<thead>
<tr>
<th>Tign °C</th>
<th>&quot;E&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black powder</td>
<td>321</td>
</tr>
<tr>
<td>McLain Starter</td>
<td>458</td>
</tr>
<tr>
<td>B - PbO₂-viton</td>
<td>300</td>
</tr>
<tr>
<td>B - BaCrO₄</td>
<td>655</td>
</tr>
</tbody>
</table>

Earlier experimental work by McLain and Frahm(22) had shown that McLain Starter was more sensitive to ignition spark than black powder although its ignition temperature is considerably higher than that of black powder.

As stated previously Equation(J.12) with its various modifications is not the complete answer to the ignition problem. It needs amplification and amendment in order to make it more general and more precise. Price et al(23) have published a review of "Theory of Ignition of Solid Propellants" in which they concluded that, "while possessing certain drastic simplifications in common, the various quantitative models differ so conspicuously in their assumptions regarding external initiating stimulus as to make quantitative comparisons or tests of validity impossible." These authors did not proceed to make any constructive suggestions as to further refinement.

These same criticisms can be levelled against the ignition equation contained herein although even in its present rudimentary state it is very useful in systems design. Perhaps it can be made more useful with some refinement and additions.

Firstly, it seems quite obvious to us as it has to others before (Appendix C, reference 26) that ignitability must be intimately related to the energy of activation of the system.
Secondly, and not so obvious, but we believe to be important, is the role of burning rate in the theory of ignition. Ignition by definition requires that a substance must be started to combust and started well enough to continue to combust. Therefore, after the outside heat source is expended, the reaction must supply the necessary heat energy at a fast enough rate to conduct down the tube and activate the subsidiary layers of the mix. This heat energy is dependent upon the \( \Delta H \) of the reaction and its rate of burning. Its rate of burning is dependent upon its energy of activation, its coefficient of thermal transfer and its \( \Delta H \) of reaction.

The importance of these two additions to the theory will need much further study but at least the qualitative effect of them can be discussed.

Returning to equation (1.8)

\[
\frac{dx}{dt} = \frac{K}{\rho C} (1.8)
\]

which states that the rate of burning of the composition is directly proportional to the diffusivity \( (\alpha = K/\rho C) \) and inversely proportional to the distance \( (x) \) from the heat source, this equation should be modified to include the heat of reaction of the composition and its energy of activation and read something like the following:

\[
\frac{dx}{dt} = \frac{K}{\rho C} \frac{\Delta H \text{ reaction}}{E_a} \tag{W1}
\]

Integration of (W1) between limits \( x_0 \rightarrow x \) and \( t_0 \rightarrow t \) where \( x >> x_0 \) and \( t >> t_0 \) produces

\[
x^2 = 2 \frac{K}{\rho C} \frac{\Delta H t}{E_a} \tag{W2}
\]

substituting \( \alpha = K/\rho C \) in (W2) gives

\[
x^2 \equiv 2\alpha \frac{\Delta H t}{E_a} \tag{W3}
\]
Substitution of the value of $X^2$ from (W.3) into (J.5) yields

$$q_{in} = \frac{KA(T_{ign} - Ta)}{\sqrt{\pi \alpha t} e^{\Delta H/Ea}}$$

(W.4)

Solving (W.4) for $t$ (the time to ignite) from a constant heat flow ($q_{in}$.) gives:

$$t = \frac{KA^2(T_{ign} - Ta)}{\pi \alpha e^{\Delta H/Ea} q_{in}^2}$$

and remembering that $\alpha = \frac{K}{\rho C}$ then

$$t = \frac{K \rho C A^2(T_{ign} - Ta)}{\pi q_{in}^2 e^{\Delta H/Ea}}$$

Some justification for equation W.1 and an explanation of the assumptions made must be given.

First of all $\frac{\partial X^2}{\partial t}$ which is the rate of burning is certainly proportional to the heat of reaction. (See references 32, 33 and 34). Secondly, the rate of burning must be inversely proportional to $Ea$ (the energy of activation) from kinetic theory.

Justification of the use of this functionality is not too clear. However, the following can be said. Use of the $\frac{\Delta H}{Ea}$ fraction has some advantages:

1. Dimensionless calories $\frac{1}{\pi}$ calories
2. Mass independent in that both $Ea$ and $\Delta H$ are in units of energy per mole.
3. There is an intuitive objection to the use of a fraction such as $\frac{\Delta H}{Ea}$ because the rate of the reaction very definitely depends upon the $Ea$ in a logarithmic manner. Whether this is also true of the $\Delta H$ or not remains to be seen.
Spice and Staveley (Reference 32) give the modified Maillard and the Chatelier rate equation for exothermic reactions as

\[ V = \frac{4q}{k_c \cdot P (T_i - T_o)} \]  

(S.1)

where

- \( V \) = rate of burning in cm sec \(^{-1} \)
- \( c \) = specific heat
- \( k \) = thermal transfer coefficient
- \( P \) = density
- \( q \) = heat or reaction
- \( T_i \) = burning temperature
- \( b \) = reaction zone width
- \( T_o \) = ambient temperature

which certainly shows the influence of \( \Delta H \) on the rate. Also, Cottrell and Hill (reference 33) have obtained excellent results with this same equation. Nakchara (reference 34) has also used the \( \Delta H \) but he has so many constants in his equation it is difficult to analyze for functionality.

There is some room for questioning the integration of equation J.8  

\[ \frac{\partial x}{\partial t} = \frac{k_c}{P} \frac{\partial c}{\partial x} \]

\( \frac{\partial x}{\partial t} \) is clearly the rate of burning but is \( x \) the same as in \( \frac{\partial x}{\partial t} \)? The equation states that the rate of burning is inversely proportional to a linear distance called a burning zone, and as a test of this equation some data was substituted into the equation and the burning zone width did come out to a few millimeters.

Furthermore, Spice and Staveley's rate equation, (S-1 above) shows very plainly that \( T_i \) is a "predominant factor in determining the rate of burning." The converse is certainly also true; rate of burning plays a prominent role in the determination of the \( T_i \).

In fact an interesting substitution of equation S-1 can be made in J.12.

\[ t = \frac{K \cdot c \cdot A^2 \left( T_i - T_o \right)^2}{P \cdot e \cdot \frac{g_m}{2}} \]  

(J.12)

but from S-1  

\[ \left( T_i - T_o \right)^2 = \left( \frac{K \cdot A^2}{b \cdot c^2 \cdot P \cdot V} \right) \]
therefore 
\[ t = \frac{kPC\Delta A^2}{\pi \epsilon qm^2} \left( \frac{k(\Delta H)}{bC^3\nu} \right)^2 \] 

and 
\[ t = \frac{k^3A^2(\Delta H)^2}{\pi \epsilon qm^2 b^2C^3\nu^2} \] 

which introduces the \( \Delta H \) or heat of reaction of the system to the time for ignition equation.

However, if the assumption is made that \( q_{in} \), (the heat input of eq. J-10) is the \( \Delta H \) of reaction during propagation another interesting manipulation can be performed from S-1 
\[ \Delta H = bC^2 \sigma (T_{ign} - T) \nu \]

from J-10 
\[ q_{m} = \frac{KA}{\sqrt{\pi \epsilon \alpha t}} \] \text{ AND IF } \Delta H \geq q_{in} \text{ DURING PROPAGATION}

then 
\[ bC^2 \sigma (T_{ign} - T) \nu = \frac{KA}{\sqrt{\pi \epsilon \alpha t}} \]

solving for \( t \) yields 
\[ t = \frac{KA^2}{\pi b^2C^3\nu^2} \]

Although the preceding theory has been developed for application to ignition times and temperatures for pyrotechnic reactions with particular attention given to the role of the rate of burning to these important
parameters, we should point out that much of the ignition theory can be applied to the interesting problem of rates of burning. The problem is much too complex to be discussed in detail in this report. However, one derivation should be given which we hope may stimulate some further work along these lines.

Using the Spice and Staveley velocity equation,

\[ V = \frac{\Delta H}{b c^2 \sqrt{\frac{T_{ign} - T_a}} (T_{ign} - T_a)} \]

and \( J-10 \)

\[ q_{in} = \frac{KA}{\sqrt{\pi e \alpha t}} \]

and assuming

as before that \( q_{in} \) in \( J-10 \) is just the \( \Delta H \) of continuing reignition for successful propagation, then;

\[ V = \frac{KA}{\sqrt{\pi e \alpha t}} \left( \frac{1}{b c^2 \sqrt{T_{ign} - T_a}} \right) \]

\[ = \frac{KA}{(\sqrt{\pi e \alpha t})(b c^2 \sqrt{T_{ign} - T_a})} \] (W.10)

and

\[ V^2 = \frac{K^2 A^2}{(\pi e \alpha t)(b c^2 \sqrt{T_{ign} - T_a})^2} \]

but \( \alpha = \frac{K q}{c} \)

therefore

\[ V^2 = \frac{K A^2}{\pi e \alpha \sqrt{b^2 c^3 f^3}} \] (W.11)

Using the \( \frac{\Delta H}{E_a} \) concept

\[ V^2 = \frac{K A^2}{\pi b^2 \sqrt{c^3 f^3} e^{\Delta H/E_a}} \] (W.12)
This equation compares somewhat with other treatments of the theory of rate of burning, particularly that of Hill, Sutton, Temple and White[35] derived by integrating the following equation:

$$Vg \frac{\partial \rho e}{\partial x} + k \frac{d^2 T}{dx^2} - Vg \rho c \frac{dT}{dx} = 0 \quad (H.1)$$

Equation (H-1) expressed the balance, in a thin section, of heat generated by reaction, heat gain or loss by conduction and heat loss by material movement relative to the reaction zone where $V$ is the rate of

$$\begin{align*}
T & \quad \text{propagation, } x \text{ the linear coordinate, } q \text{ the heat of reaction per gram, and } \rho \text{ the density of unburnt material, } e \text{ the fraction reacted of the component not in excess, } k \text{ the thermal conductivity, } T \text{ the temperature and } c \text{ the specific heat of the unburnt material. At } T_0 \text{ (initial temperature) there is no reaction thus:}

Vg \rho e + k \frac{d^2 T}{dx^2} - Vg \rho c (T-T_0) = 0 \quad (H.2)

This equation can be solved only if:

(1) $T$ is a known function of $x$.

(2) $e$ is a known function of $x$.

(3) $de$ is a known function of $e$ and $T$.

Procedure (3) has been followed by Bell[36] who assumed zero or first order kinetics and by Boys and Corner[37] who assume first or second order kinetics.

If first order is assumed ($de = B (1 - e) \exp\frac{-Ea}{RT}$)

then

$$V^2 = \frac{\left[ \frac{k B}{c P} - \frac{Ea}{RT} \right]}{\left[ \frac{Ea}{R T_0^2} \right]} \quad (H.3)$$
where $T_2$ is the final temperature, $E_a$ = activation energy and $B$ is another parameter.

An earlier and less general treatment is based on the assumption that there is an ignition temperature $T_i$ below which $dE$ and $e$ are negligible and equation H-2 gives

$$V = \frac{h}{c} \left( \frac{1}{T' - T_0} \right) \left( \frac{dT}{dt} \right)_T$$  \hspace{1cm} (H.4)

wherein $T'$ is any temperature below $T_i$. Also since $V = \frac{dx}{dt}$

$$V^2 = \frac{h}{c} \left( \frac{1}{T' - T_0} \right) \left( \frac{dT}{d\tau} \right)_T$$  \hspace{1cm} (H.5)

Maillard and LeChatelier made the further assumption:

that $\frac{dT}{d\tau} = \frac{T_2 - T_1}{\Delta x}$ where $T_2$ is the maximum temperature and $\Delta x$ is the width of the reaction zone.

Equation H-5 then becomes

$$V^2 = \frac{h}{c} \left( \frac{T_2 - T_1}{T_1 - T_0} \right) \left( \frac{1}{\Delta T} \right)$$

the "time width" of the reaction zone and is equal to the time to ignition from one layer to another.

The $t$ term in equation (J.11) which is

$$t = \frac{k^2 A^2 (T_{ign} - T_a)^2}{\pi e \alpha q_m}$$  \hspace{1cm} (J.11)

can be replaced by its value from H-6 and the following equation is obtained.

$$\frac{\alpha}{V^2} \left( \frac{T_2 - T_1}{T_1 - T_0} \right) = \frac{k^2 A^2 (T_{ign} - T_a)^2}{\pi e \alpha q_m}$$  \hspace{1cm} (H.7)
Writing $T_{\text{Max}}$ for $T_2$, $T_{\text{ign}}$ for $T_1$ and $T_a$ for $T_0$ and rearranging yields

$$V^2 = \frac{\pi \alpha^2 e q_m^2 \left( \frac{T_{\text{Max}} - T_{\text{ign}}}{T_{\text{ign}} - T_a} \right)}{\kappa^2 A^2 \left( T_{\text{ign}} - T_a \right)^2} \quad (1.8)$$

but $\alpha^2 = \frac{k^2}{\beta^2 c^2}$ and finally

$$V^2 = \frac{\pi e q_m^2 \left( T_{\text{Max}} - T_{\text{ign}} \right)}{\beta^2 \beta c^2 A^2 \left( T_{\text{ign}} - T_a \right)^3}$$

therefore

$$V = \frac{\Delta h \sqrt{\pi e}}{\beta c A \left( T_{\text{ign}} - T_a \right)^{3/2}}$$

F. Defects

The experimental work on the determination of the effect of defects on the reactivity of the KCIO$_3$ - S system as well as the PbO - Si system was performed during the first two years of this grant and is to be found in references (1) and (2).

However, inasmuch as this is a final report, a brief summary of the results obtained is provided as follows:

1. Inherent Defects
   
   A. Crystallization conditions of KCIO$_3$

   (1) Congo Red solution
   (2) "Dreft" solution
   (3) KMnO$_4$ solution

   All of these showed that the crystal structure of the KCIO$_3$ was important to the reaction rates and temperature of the preignition reaction.

2. Doping
   
   A. KCIO$_3$

   Doping of KCIO$_3$ with Cu(ClO$_3$)$_2$ resulted in massive changes in the reactivity of the system as evidenced
by DTA and ignition experiments. AgClO₃ doping gave considerable effect as well.

B. Sulfur

Doping of sulfur with lead (PbS) resulted in minor changes in reactivity of the system.

3. Burning Rate Studies

A great deal of experimental time in the first two years of this grant was spent in trying to determine the effect of defects on burning rate of the fuel composition (KClO₃-S-NaHCO₃) the results of which are reported in references (1) and (2).

In summarizing these results it can be said that no pronounced changes were found. These negative results can be explained in part by the wide variation experienced in burning rates even with the same samples which would obscure the effects found by more sensitive methods.

For further discussion of these results see this report page 56.

G. Mechanical Activation and Thermal Treatment

Freshly ground and mixed samples of sulfur and KClO₃ gave lower ignition temperatures and sharper P.I.R. slopes than those stored after mixing at 65°C. (1)

Figures 23, in reference (2) showed that there were pronounced differences in the behavior of KClO₃-S mixes with varying storage and mixing procedures. These differences made themselves evident on DTA traces by differences in the temperature of the onset of the P.I.R., as well as considerable difference in the shape of the exotherm.

Attempts to determine effects of grinding and heated storage on the KClO₃-S-NaHCO₃ by means of burning rate measurements were unsuccessful. However, burning rate measurements on the PbO-Si system were able to show a 20% increase in rate of the ground PbO over the unground. The reasons for the lack of success in measuring mechanical and thermal treatment effects by burning rates for the KClO₃-S-NaHCO₃ system is believed to be due to the wide variation in burning pressures in the small tubes used in this investigation and is explained in more detail in the following. See Section IV, H below.
H. Confinement

The influence of K factor (ratio of burning surface to nozzle area) on the burning rate of pressure-sensitive mixes was discussed in reference (2).

Since that time some quantitative data have been received on the influence of pressure on KCIO₃-S type mixes, which is summarized below.(38)

Strand burnings in the Crawford bomb showed that the KCIO₃ based fuel-agent mixes obey the familiar solid propellant burning rate expression \( r = C \rho^n \) where \( r \) = rate of burning in inches/sec., \( C \) is a constant and equal to \( 3.9 \times 10^{-3} \), and \( n = 0.55 \) for this formulation. Rates of burning at various pressures are shown below.

<table>
<thead>
<tr>
<th>Pressure in atmospheres</th>
<th>Rate of Burning (in sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.018</td>
</tr>
<tr>
<td>3</td>
<td>0.035</td>
</tr>
<tr>
<td>10</td>
<td>0.060</td>
</tr>
</tbody>
</table>

It was also found that the burning temperature of the mix increases with the ambient pressure in an exponential manner.

These data explain the detonations that occurred in the burning rate experiments performed and reported in reference (2) inasmuch as the slag formed during the burning sometimes caused a large increase in K factor and thus a large increase in rate of burning and pressure which led to a runaway reaction.

V. DISCUSSION

A. Hedvall Effect and Tammann Temperature

1. A very important application of the Hedvall Effect was exemplified by the KCIO₃-S system. The experimental determinations of ignition temperatures showed very clearly that these temperatures coincided with the liquid phase transition of sulfur (the \( \lambda \rightarrow \eta \) transition). In fact, it was this finding which led to the reaction mechanism proposed in the first year and confirmed by later work.

2. The role of Tammann temperature was ascertained by thermoconductimetric analysis on the PbO-Si system(2) and on doped potassium chlorates. As can be seen from the data, Cu⁺⁺ doped KCIO₃ has a melting point of 333°C or 606°K. Its Tammann temperature would therefore be 303°K, 30°C, or 86-88°F. Cu⁺⁺ doped KCIO₃ should be capable of reacting with sulfur at room temperature which was observed in two experiments and reported in
In this connection it is interesting to note that Freeman and Rudloff have observed that both Cu$^{++}$ and Fe$^{+++}$ doped KClO$_3$ react at room temperatures.\(^{(39)}\)

**B. Thermoconductimetric Analysis**

One of the primary goals of the grant was realized when a cell was designed and built which could be used for high temperature (Ca 500°C) conductivity measurements. This cell gave reproducible results and proved itself on several systems to be more sensitive in discerning of pre-melting ion mobility than any other method. It is our belief that a very useful tool in investigation of solid-solid reaction has been designed and tested.

**C. Moisture**

The role of moisture in the KClO$_3$-S reaction has been demonstrated to be a very important one. It has been proven that the rate of reaction is a maximum at some low percentage of moisture but exactly what that percentage is cannot be stated at this time.

Baldwin and Wooldridge\(^{(38)}\) stated that this reaction "is probably activated by the generation of small amounts of water---which lowers the initiation temperature of the KClO$_3$-S reaction."

All that can be said at present about the effect of moisture is that the reaction when "bone" dry or when quite wet (over 0.5%) reacts more slowly and has a higher temperature of ignition than when a relatively small amount of moisture is present.

**D. Ignition and Rates of Burning**

A large portion of the effort in the third year was devoted to the derivation of a semi-empirical "Ignition Equation" and its evaluation.

This derivation is a mathematically rigorous one up to the point where the energy of activation and burning rates were included. To our knowledge, this is the first time that this derivation has ever been published in a complete and rigorous form.

An important part of this work was the definition of "ignition temperature" and the proof that the energy of activation and rate of burning must be included in
such a definition. In fact, one of the significant outgrowths of the derivation of the ignition equation was that the rate of burning which fell out of this work checked very closely with that of Maillard and LaChatelier as reported by Spice and Staveley(32) and by Cottrell and Hill.(33)

As pointed out in the preceding section, the modified ignition equation has not been evaluated due to lack of time; however, it does show application to:

(1) Difference in energy required to ignite at different temperatures.

(2) Refinement of the data from Henkin-McGill determinations from different laboratories.

(3) Theoretical justification of the minimum spontaneous ignition temperature (S.I.T. min) (See reference 2).

(4) Theoretical assessment of ignition sensitivity, which is quite different than ignition temperature.

After writing the section of this report dealing with ignition theory, we happened upon two pertinent papers(40),(41) which we believed necessary to include. Although the main purpose of (40) was to explain the effect of surface heat release on combustion stability, the approach to their problem was begun with the equation governing heat conduction in the solid phase namely:

\[
\frac{\partial T}{\partial t} = \lambda(\ell) \frac{\partial^2 T}{\partial x^2} + K \frac{\partial^2 T}{\partial x^2} \quad (M.1)
\]

where \( \lambda = \alpha e^{-E_a/RT} \)

\( x = \text{linear distance} \)

and all others their usual significance.

The second of these papers, (41) entitled "An Approximate but Complete Model for the Ignition Response of Solid Propellants" was attempting to prove the need for a term in the equation to express the regression of surface of the propellant in the theoretical treatment of ignition. These authors start with the following equation

\[
\frac{\partial^2 u}{\partial \tau^2} - R_{\text{reg}} \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} \quad (3.1)
\]
in which $U = \frac{RV}{E}$ = dimensionless solid temperature

$T = \left(\frac{Rb}{Ex}\right)^2t$ = dimensionless time

$X = \frac{RbX}{Ex}$ = dimensionless distance from surface

$R_{ex} = \frac{E\rho c}{Rb}$ $r$ = dimensionless regression rate

In the above $U$ is absolute temperature, $t$ is time, $X$ is distance from the surface, $r$ the solid velocity, $E/R$ the activation energy for surface reactions, $Y = (K\rho c)^{1/2}$ where $K, \rho, c$ have their usual significance and $b$ is the dimensionless parameter converting surface heat flux, $f$, to a dimensionless flux $F$, ($F = f/b$).

A comparison of equations (M1) and (Bl) show that they are virtually the same except that in Bl the coefficient of $\frac{\partial U/\partial x}{Rb}$ is $-E \rho c$ and in M1 the similar coefficient of $\frac{\partial T/\partial x}{Rb}$ is $-E/RT$. As can be seen both equations contain the concept of activation energy. It is important to note that (Bl) also includes the concept of the rate of burning applied to the concept of ignition as was proposed by us on page 46 of this report. Indeed, reference (41) makes the following statement; "Early theories of ignition, describing events leading to a bootstrapping exothermic reaction, cannot be extended to describe the complete ignition process terminating in its steady deflagration. The complete description requires consideration of surface regression." Thus, these authors are saying that a definition of ignition must include steady state combustion and that the rate of burning of the ignited material is important, and they also included a term for the heat flux generated by the chemical reactions at or near the surface.

E. Defects

A large portion of the first year's work was given to modification of the $KC\text{ClO}_3$ crystals either by:

(1) Crystallization from various dye solutions
(2) Crystallization from various detergent solutions
(3) Incorporation of dopants by crystallization
Similar work was done on sulfur but to a much smaller extent.

A spectacular demonstration of increasing the sensitivity of crystals occurred in the first year's work when sulfur mixed with a Cu$^{2+}$ doped KClO$_3$ detonated on standing at 100oC temperature. This was repeated with similar results to confirm our findings.

This is of importance to the industry, inasmuch as it has been standard procedure in pyrotechnic plants to require, bronze, brass or copper, screens and tools.

All future safety manuals, which deal with KClO$_3$ mixes, should specifically state that no copper or copper alloy should be used. Stainless steel should be specified in their stead.

F. Mechanical Activation, Hardness and Thermal Treatment

One of the outgrowths of this research was the finding by McLain and Lewis(I) and confirmation by McLain and McClure(2) that freshly ground and mixed S-KClO$_3$ mixtures gave lower ignition temperatures and sharper preignition reaction slopes than stored mixtures. Annealing tests were carried out by McLain and McClure(2) and it was found that the freshly ground materials could be returned to their less active state by storage above the Tammann temperature.

Activation by grinding of reactants should be affected by hardness characteristics of the materials. Any diffusion controlled reaction, such as solid-solid or liquid-solid, should also be affected by the hardness as such is beyond the scope of this grant, general devotion to the problem of solid state chemistry makes it almost obligatory to mention briefly as an area that deserves further study.

One of the few references to hardness in the current literature is that of Sirdeshmukh (reference 24) who performed microhardness indentation measurements on the following three nitrates; Pb(NO$_3$)$_2$, Sr(NO$_3$)$_2$ and Ba(NO$_3$)$_2$. Contrary to previous expectations based on melting point, solubility, thermal expansion, Gruneisen constant, elastic constants, and Raman intensities, Ba(NO$_3$)$_2$ was found to be considerably softer than the other two. Yet all three are face centered cubes. It has been an experimental fact
for many years that Ba(NO₃)₂ is much more reactive in flare and primer mixes than the other two, but as mentioned, its melting point, etc., should not allow this. The hardness data would account for this remarkable reversal. Perhaps then hardness can be and should be a specification measurement, particularly if some theoretical grounds can be established for the effect of hardness in pyrotechnic reactions. Experience has shown that present specifications for the purchase of chemical ingredients of starter mixtures (MnO₂, Fe₂O₃, PbO₂, BaCrO₄, et al) do not insure the correct material for performance in the end item. Some of this problem has been solved by writing a performance specification, but this is not completely satisfactory because the vendor is usually loath to get into the art of primer mixing and because in a two or three component mix it is very difficult to standardize on the other components. It is certain that the reactivity of solid materials is dependent upon the nature and number of defects. If hardness is so dependent, some measure of reactivity can be ascertained.

A brief literature search on hardness was performed. The more important references found by the search are (25) (26) (27) (28) (29). Based upon this search and some fundamental structural analysis, the hardness of crystals was found to be dependent upon the following:

1. Lattice energy
   a. crystal habit
   b. ionic charge

2. Cationic and anionic field strength

3. Extent and type of defects

4. Radius ratio

5. Size of the microcrystals making up the macro-mosaic and the extent of departure from perfect alignment.

These are not listed in order of importance and indeed, numbers 3 and 5 are not readily measureable with any real degree of certainty. It was found, however, in this survey that to a first approximation the hardness of members of a homologous series was affected in a predictable manner by their radius ratio.

It was also found that micro-indentation hardness testing, by means of a Tukon tester or equivalent, gi-
reproducible and meaningful values and shows great promise as another measurement of value in predicting solid state reactivity. Hardness measurements should be of particular importance in the determination of physical effects of doping and the choice of suitable dopants based upon ionic radius data.

In an attempt to anneal out strains induced by grinding, the KC\textsubscript{3}O\textsubscript{3} was subjected to varied temperature conditions after grinding. The results were not very conclusive in that annealing did not show stabilization; however, freshly ground material was always more reactive than unground or ground material which was stored for a month or two.

G. Rates of Burning and Confinement

Considerable effort was spent on attempts to measure the effect of various additives, dopants and other modifications of KC\textsubscript{10} and sulfur on the rate of burning of the fuel mix (KC\textsubscript{10}3-S-NaHC\textsubscript{3}O\textsubscript{3}).

We were forced to conclude at the end of the second year and after several detonations while burning this mix during experimental runs that this method was not sufficiently sensitive to these variables but was exceedingly sensitive to pressure variation. See reference 38 for confirmation of these findings.

The reason for the detonations, beyond any doubt, was the effect of a variable K factor during burning. Thus, as burning progressed down the tube, slag formation made the throat area smaller which increased the pressure causing more mix to burn at a faster rate and this happened progressively until detonation resulted.

It was pointed out that this same condition can occur during the pressing operation at a loading plant and under such conditions would not be merely a fire or rapid combustion but would be a detonation and very hazardous to the personnel operating the press.

VI. Conclusions

The following conclusions can be drawn from the results of the three years of study.

A. The mechanism of the KC\textsubscript{10}3-S reaction is independent of the decomposition of the KC\textsubscript{10}3. It is, however,
dependent upon the lattice "looseness" of the KC1O3 and its permeability to the sulfur molecules. Untreated KC1O3 reaches the required looseness at the temperature at which sulfur undergoes a liquid-liquid phase transition.

B. Copper and copper alloy tools and screens should be removed from KC1O3 operations as a safety measure.

C. Thermoconductimetric measurements are of real value in the study of reactivity of solids.

D. Burning rate measurements are of little value in the study of reactivity of this system.

E. The previous treatment of the constituents (notably KC1O3) such as mechanical and thermal treatment, and defects of all types play a measurably important role in the stability of the system.

F. The moisture content of the system is extremely important. The rate of the KC1O3-S reaction is a maximum at some low percentage of moisture (0.5±0.3%).

G. The hardness of crystalline solids should be studied further to serve as an indicator of reactivity.

H. The growth of burning to detonation of fuel mix (KClO3-S-NaHCO3) is profoundly enhanced by a large K factor in the munition.
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APPENDIX B

The general method for the differentiation of a definite integral is as follows. Let \( F(\xi) \) be defined as

\[
F(\xi) = \int_{\alpha(\xi)}^{b(\xi)} f(x, \alpha) \, dx
\]  

(1)

then \( \frac{dF}{d\alpha} \) is given by

\[
\frac{dF}{d\alpha} = \int_{\alpha(\xi)}^{b(\xi)} \frac{d}{d\alpha} f(x, \alpha) \, dx + \frac{db}{d\alpha} f(b(\xi), \alpha) - \frac{da}{d\alpha} f(a(\xi), \alpha)
\]  

(2)

We note that in our solution (eq'n 44) the \( e^{-z^2} \) is not a function of the variables \( x \) and \( t \), nor is it the lower limit of the integral. Therefore, we can drop the first and third terms in equation 2 to get

\[
\frac{dF}{d\alpha} = \frac{db}{d\alpha} f(b(\xi), \alpha)
\]  

(3)

Applying equation 3 to calculate \( \frac{\partial T}{\partial t} \) and \( \frac{\partial^2 T}{\partial x^2} \) we get

\[
\frac{\partial T}{\partial t} = \frac{2}{\sqrt{\pi}} \left( \frac{-1}{2} \right) \left( \frac{x}{2\alpha^{1/2} t^{3/2}} \right) e^{-\frac{x^2}{4\alpha t}}
\]  

(4)

and

\[
\frac{\partial T}{\partial x} = \left( \frac{2}{\sqrt{\pi}} \right) \left( \frac{1}{2\alpha^{1/2} t} \right) e^{-\frac{x^2}{4\alpha t}}
\]

(5)

\[
\frac{\partial^2 T}{\partial x^2} = \alpha \left( \frac{2}{\sqrt{\pi}} \right) \left( \frac{1}{2\alpha^{1/2} t} \right) \left( -\frac{2x}{4\alpha t} \right) e^{-\frac{x^2}{4\alpha t}}
\]  

(5)

If we multiply equation 5 by \( \alpha \) we get

\[
\alpha \left( \frac{\partial^2 T}{\partial x^2} \right) = \alpha \left( \frac{2}{\sqrt{\pi}} \right) \left( \frac{-x}{4\alpha^{1/2} t^{3/2}} \right) e^{-\frac{x^2}{4\alpha t}}
\]

(6)

Comparing equation 6 to equation 4 we see that they are the same and thus equation 44 is proven to be a solution of the heat equation.
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ABSTRACT
The effects of phase changes, defect structure, mechanical treatment, moisture content and doping of the constituents of the potassium chlorate-sulfur system on the reactivity of the system was investigated by means of differential thermal analysis, thermoconductimetric analysis and burning rate studies. The effect of confinement during burning of the fuel mix (potassium chlorate, sulfur and sodium bicarbonate) was also investigated.

It was found that the mechanism of the KC103-S reaction is independent of the decomposition of the KC103, but is dependent upon the lattice "looseness" of the KC103 and its permeability to the sulfur molecules. It was also found that previous treatment of the constituents such as mechanical and thermal treatment or the formation of certain defect structures have an important effect on the stability of the system. Burning rate studies indicated that the growth of burning to detonation in the fuel mix is profoundly enhanced by a large K factor in the munition.
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