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A fringe detector was constructed to detect fringes from a Michelson stellar interferometer and to relate these measurements to the characteristics of the source of illumination. A rotating reflector, a single slit, and a phototube were combined to transform the spatially-varying intensity pattern of the fringe field into a time-varying voltage signal displayed on an oscilloscope face. The oscilloscope trace was photographed and analyzed to determine fringe contrast.

The maximum sensitivity of the detector was determined to be equivalent to a source providing $10^{-10}$ W/cm² at a fringe contrast of 1 and a signal-to-noise ratio of 1. Modifications can provide a factor of 500 to 1000 improvement in detector sensitivity. The interferometer was determined to have potentially better resolution than a single-mirror telescope because it can electrically filter the effects of ambient background illumination and turbulence. The use of an interferometer to measure the angular size of a pie-shaped source was studied and found to be not particularly suited to this purpose.

The action of apodized and unapodized lens systems on the field due to an extended background and a small source was analyzed. The emphasis of the analysis was to consider such a system as linear in the mutual coherence function. The results indicate that no particular advantage in terms of contrast enhancement can be obtained by apodizing.
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SECTION I
INTRODUCTION

This is the final report on Contract AF 19(628)-5145. The effort was conducted in three phases: (1) a study of electronic methods of detecting fringes from a Michelson stellar interferometer and the relation of these measurements to the characteristics of the source of illumination; (2) the characteristics of a pie-shaped figure as a source of illumination; and (3) a study of unconventional techniques for detecting illumination sources in the presence of ambient background illumination. The project objectives included: (1) the establishment of the feasibility of an electronic fringe detector; (2) the design, construction, operation, and testing of a prototype; (3) the determination of the best method for optimizing the fringe detector output; (4) the evaluation of atmospheric noise inputs; (5) the evaluation of the use of an interferometer to study pie-shaped sources; and (6) the examination of the general problems of daylight tracking with the methods of modern optical theory.

The original phase of this contract included only the electronic fringe detector study. When it became apparent that the sensitivity and accuracy of the techniques of phase one were adequate, phase two was initiated to study pie-shaped sources. After the first two phases were underway, the third phase was initiated to study the general problem of daylight tracking. The first two phases of this effort were reported in detail in Scientific Report No. 1 (AFCRL-66-767) entitled "Investigation of Electronic Fringe Detector for A Stellar Interferometer," dated 7 November 1966. This report reviews the more important results presented in Scientific Report No. 1 and presents the details of the daylight tracking study. For the details of phases one and two, the reader is referred to Scientific Report No. 1.

The specific type of Michelson stellar interferometer studied is called a Fizeau interferometer and consists of two apertures that produce a fringe pattern when illuminated by an incoherent source in the far field of that source. The fringe contrast can be directly related to the shape of the source and its distance from the detector by the van Cittert-Zernike prediction of the mutual coherence function. This prediction holds only in the far field of the source.

Photographic and visual measurements of fringe contrast fail when the fringes vibrate because of image motion or atmospheric turbulence. Electronic fringe-contrast measurements are superior to visual and photographic measurements because the noise produced by fringe motion and other noise sources can be electrically filtered out of the signal. These electronic fringe-contrast measurements are accomplished by converting the intensity vs position relation of the fringe field to a voltage vs time relation through the use of a grating of the same frequency as the fringes that moves relative to the fringes. The transmission of the grating is monitored by a phototube that yields the desired voltage vs time signal.

For symmetric source distributions, the fringe contrast vanishes for particular separations of the input apertures. The usual determination of the angular source size relies on determination of the zero contrast separation by visual examination of the fringe field. With electronic detection, this zero point must be determined by extrapolation since it represents a point of zero signal level. We have demonstrated this capability and have shown that the angular source can be predicted from a single
measurement of the contrast function with an accuracy limited only by the available energy. This requires, of course, that the geometrical configuration and orientation of the source be known so that the general form of the coherence function can be predicted.

For this purpose we conducted a study of the mutual coherence function that exists in the far field of a pie-shaped incoherent source. We did this for selected axes by a computer study and verified the results experimentally by obtaining the optical Fourier transform of a pie-shaped source from which a full two-dimensional mapping of the coherence function could be deduced. The results show that high contrast levels can be expected only over small aperture separations and only along specific axes. This means that a brighter pie-shaped source will be needed to achieve the accuracy represented by the axially symmetric source studied under this program.

The electronic fringe detector operated well and its performance agreed well with the limitations predicted from energy and noise considerations. Its design necessarily involves some compromises, since an optimum device would have involved a level of effort incommensurate with the objectives of this contract. However, the operating characteristics of an improved device can be predicted from the same type of analysis that was used successfully on the experimental model.

The electronic fringe detector has several advantages over a single-mirror telescope. Fundamentally, of course, it can make size determinations beyond the diffraction limit of such a telescope. It is also less affected by atmospheric turbulence, image motion, and ambient background illumination, since these noise sources can be electrically filtered in the output of the electronic fringe detector.

The method we employed in analyzing the daylight discrimination problem was to formulate the effect of a lens system on a field described by its coherence function and then to attempt to find a spatial filter configuration that would optimize the contrast for a given set of conditions. Although the operation of such a filtered system differed from that of the conventional telescope, its ultimate limitations were the same. We concluded that none of the proposed techniques offered any real advantage over more conventional methods.

Sections II and III outline the results presented in Scientific Report No. 1 on the electronic fringe detector and the pie-shaped source analysis. Section IV presents the study performed on the daylight discrimination problem. Section V is a summary of the results and conclusions of all phases of this effort.
SECTION II
ELECTRONIC FRINGE DETECTOR

The basic aim of this phase of the program was to establish the feasibility of an electronic fringe detector that would operate in conjunction with a Michelson stellar interferometer. For convenience we shall refer to the combination of these two instruments as a fringe detector. This chapter is a condensation of the research and results of the fringe detector study presented in Scientific Report No. 1. The more important results are summarized, while details of the theoretical treatment, instrument calibration, and instrument fabrication have been omitted. In the first section, "Background," we discuss the basic theory of the interferometer, outline the functions the fringe detector must perform, and present the basic considerations in converting a fringe field into an electrical signal. Under "Fringe Detector Design" we discuss the design considerations, the design constructed, and alternate systems considered. In "Theoretical and Experimental Analysis of the Fringe Detector" we outline the study of the fringe detector and present the evaluation of its performance. "Sources of Outside Noise" treats the performance of the fringe detector under operational conditions and, finally, in "Comparison of Telescope and Interferometer" we treat the relative advantages of the interferometer.

BACKGROUND

The general theory of the Michelson stellar interferometer is given in Scientific Report No. 1. For our purposes, this interferometer will be considered to consist of two slits, or entrance apertures, that combine with an optical system to focus a set of fringes at a distance from the optical system equal to one focal length, as shown in Figure 1. Here the width of the central envelope of the fringes is inversely proportional to the width of the slits. The width of the central envelope of the fringes is inversely proportional to the width of the slits.

Figure 1. Fizeau Interferometer
proportional to the width of one of the slits (when the two slits are of the same width) and the width of one of the fringes is inversely proportional to the slit separation. Thus, both the spatial fringe frequency and the number of fringes in the central envelope are proportional to the aperture separation. As the aperture separation increases for a circular source, the contrast of the fringes decreases until the contrast reaches zero, as shown in Figure 2. For this source, this separation, called "extinction separation," is a measure of the angular size of an incoherent source in the far field of that source, where "angular size" means the simple angle the source subtends as viewed by the interferometer. For circular sources, the extinction separation varies inversely as the angular size of the source. Generally, for nonsymmetric sources, a well-defined extinction separation does not exist. The positions and magnitude of maximum and minimum fringe contrast, however, vary as the source is rotated. Thus, the object of this program reduces to studying electronically the inflections in the fringe pattern as a function of aperture separation and orientation.

The fringe detector must perform two functions to determine the angular size of a source: (1) It must provide for measurements made at different slit separations and (2) it must demodulate the fringe field to yield a measure of fringe contrast. This is obtained by measuring the values of the envelopes of the peaks, $I_{\text{max}}$, and the valleys, $I_{\text{min}}$, of the intensities of the fringe field at an arbitrary point in the field:

$$FC = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}.$$  

For our purposes, $I_{\text{max}} - I_{\text{min}}$ will be considered to be the strength of an ac signal riding on top of a dc signal given by $I_{\text{max}} + I_{\text{min}}$.

Several techniques were investigated to detect and measure fringe contrast: nonlinear surface detectors, measurement of intensity levels at a single value of $I_{\text{max}}$ and a neighboring value of $I_{\text{min}}$, and conversion of the field by a spatial filter. The first two were rejected because they were less sensitive and less efficient than the third, which yields a continuous signal. For a continuous signal it is possible to filter out the noise from atmospheric sources, resulting in much better sensitivity. For these reasons this method was chosen. In this context several types of gratings including cosine, square wave, and moiré fringe gratings were studied. The single slit was studied as a special case of the square wave grating.

In demodulating the fringe field with a grating, we placed the grating in the plane of the fringes and moved the grating and the fringes relative to each other in a direction perpendicular to the fringes in the plane of the fringes. This yielded a time-varying transmission of the grating, which is a function of the peak-to-peak intensity difference of the fringes, $I_{\text{max}} - I_{\text{min}}$. A measure of $I_{\text{max}} + I_{\text{min}}$ can be found by chopping the signal. The transmission of the grating was then monitored by a photomultiplier tube whose output could be studied by conventional techniques.
Figure 2. Fringe Contrast $|\gamma_{12}|$ As a Function of Slit Separation
FRINGE DETECTOR DESIGN

For a fixed-focal-length system, a Fizeau interferometer generates a spatial fringe frequency that varies as the slit separation. To obtain a constant fringe frequency, the possibility of using a "zoom" lens system that changes focal length by a factor of 10 was considered but discarded because of the difficulty in designing an appropriate system without either pincushion or barrel distortion. Other optical combinations to retain a constant fringe frequency would involve large changes in the optical path length. Thus, it became necessary to work with a fringe field with changing spatial fringe frequency. This led to the use of a single slit instead of a grating in front of the phototube to demodulate the field and to the use of a rotating reflector to provide linear fringe motion and chopping. The variable-separation apertures were designed to maintain the aperture height at a constant percentage of the aperture separation. This facilitated calibration by keeping the energy per fringe constant and maintaining constant degradation of the fringe contrast due to the finite height of the slits.

The arrangement of the components of the electronic fringe detector is shown schematically in Figure 3. The components are mounted on a flat aluminum plate that serves as the bottom of a light-tight box. Light enters the system only through the entrance apertures, passes through the lenses, and is reflected from one face of the rotating reflector onto the single slit in front of the phototube. In the plane containing the single slit, the light from the two apertures interferes and creates

Figure 3. Schematic Diagram of Fringe Detector
spatial fringe field. If the reflector is rotating, the fringes pass by the slit and cause the light passing through the slit to vary as a function of the contrast of the fringe field. The transmission of the slit is monitored on a phototube the output from which is displayed on an oscilloscope. Here the spatial intensity distribution is observed as a voltage vs time relation. One can then determine the fringe contrast by drawing envelopes of \( I_{\text{max}} \) and \( I_{\text{min}} \) on the picture of the scope trace. Since the envelopes constitute a graphical average over many fringes, the accuracy of this measurement is greater than the measurement of the contrast of a single fringe. Two views of the fringe detector are shown in Figure 4.

![Figure 4. Electronic Fringe Detector](image)

Several alternate system configurations were considered. While they may prove to be useful in an optimum system, they did not serve the objectives of this feasibility study. Two of the more important systems studies are presented here to indicate possible courses of development for the design of components of an ultimate fringe detector. The performance of these configurations can be directly predicted from the results of this study.

Another version of the grating-phototube combination selected is to put the single slit or grating inside the phototube. Here the focusing coil generates a magnetic field that focuses the electrons coming off the photoemissive surface onto the plane of the grating. The electric field plates then deflect the electrons so that the representation of the fringe pattern formed by the electrons is swept across the grating. The current transmitted by the grating is then amplified in the usual manner with further dynoee stages. Intrinsically, this system is similar to the system in which the phototube is placed behind the grating; however, the effective area of the
photoemissive surface is equal to the area of the slit since only the "dark current" electrons from that portion of the photoemissive surface focused on the slit are amplified by the dynode chain. This has the potential advantage of a better signal-to-noise ratio than the grating-phototube combination since the signal-to-noise ratio is, in general, inversely proportional to the square root of the cathode or photoemissive surface area. All the results of this effort can be applied directly to a specialized phototube once it has been designed and the noise figures determined.

A pair of long slits parallel to a cylindrical lens is an aperture-lens combination that produces a fringe pattern containing a larger amount of energy. This results in a tall fringe pattern (same height as slits) in a direction parallel to the slits. Under these conditions, alignment of the fringe field with a grating constitutes a severe problem. Thus, such a system does not appear practical if the slit separation is to be changed. Such a system may be useful, however, if only a single measurement of fringe contrast is required. Several such systems operating in parallel could provide measurements of fringe contrast at several conditions of aperture separation. In principle, such a system can be made arbitrarily sensitive since sensitivity will increase with increasing slit length within practical limits. If a very sensitive system is required, this solution may provide the best results.

THEORETICAL AND EXPERIMENTAL ANALYSIS OF THE FRINGE DETECTOR

THEORETICAL RESEARCH

Scientific Report No. 1 treated two subjects of particular interest theoretically. The first subject was the manner in which a grating transforms the spatial intensity fluctuations of the fringe field into time-intensity fluctuations suitable for monitoring with a phototube. The second was a sensitivity analysis treating the fringe-detecting ability of the fringe detector as a whole in terms of the intensity predicted by the angular source.

The conversion of the spatially distributed fringe field into a time-varying intensity can be performed by a spatial filter by moving the filter relative to the fringes in the plane of the fringes. Mathematically, this is equivalent to convolving the spatial filter with the fringe field. Since the fringe field is periodic in one dimension, the spatial filter is selected to be periodic in one dimension (i.e., grating). Letting \( x \) be position, \( v_g \) the grating frequency in cycles per unit length, \( I(x) \) the intensity of the fringe field at any point, and \( v \) the relative velocity of the fringes and the grating normalized to the grating frequency, we obtain the transmitted intensity as a function of time, \( I(t) \):

\[
I(t) = \int_{-L}^{L} I(x) \left( v_g x - vt \right) dx ,
\]
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where \( L \) is one half the length of the grating in a direction perpendicular to the fringes. The fringe field may be described in one dimension by

\[
I(x) = I_0 \left( 1 + FC \cos \nu_x x \right) ,
\]

where \( I_0 \) is the average intensity, \( FC \) is the fringe contrast with a value between 0 and 1, and \( \nu_x \) is the spatial fringe frequency. In solving for \( I(t) \), we obtain an expression of the form

\[
I(t) = K \left( 1 + D \cdot FC \cdot \cos vt \right) .
\]

Here, \( D \) is the modulation index, which is a function of the grating, and \( K \) is a constant proportional to \( I_0 \) and the average transmission of the grating.

Based on such an approach, Scientific Report No. 1 considered the theory of fringe demodulation by gratings including moiré fringe, cosine, and square wave gratings. The single slit, a degenerate case of the square wave grating, was also considered. The modulation index for the single slit was found to be

\[
\sin \left( \frac{\pi c \nu_t}{c \nu_f} \right) ,
\]

where \( c \) is the slit opening in cm and \( \nu_f \) is the fringe frequency in cycles per centimeter.

The usefulness of an electronic fringe detector is directly related to its sensitivity. Scientific Report No. 1 included a sensitivity analysis of the fringe detector to provide a better understanding of how the fringe detector could be constructed as well as to point out the techniques for analysis in such an instrument. The result of this analysis was that the energy density on the fringe detector required for the detection of fringes with a fringe contrast of 1 is

\[
\text{required energy density} = \frac{E_\text{NI} \sqrt{\Delta f}}{0.2 (\Delta s)^2} \times \frac{1}{D} \times \frac{1}{p} ,
\]

where \( D \) is the modulation index of the single slit, \( p \) is the portion of the energy in a single fringe transmitted by the slit, \( E_\text{NI} \) is the equivalent noise input of the phototube, \( \Delta s \) is the width of the entrance aperture, and \( \Delta f \) is the bandwidth of the electrical filtering process. The height of the entrance apertures was maintained at 0.1 times the aperture separation and as such does not appear in the above equation. Using the above equation, we calculated the minimum detectable signal to be \( 2.8 \times 10^{-10} \text{ W/cm}^2 \) incident on the interferometer. The minimum detectable signal was measured to be \( 4 \times 10^{-10} \text{ W/cm}^2 \).
EXPERIMENTAL RESEARCH

The experimental work was concentrated on three problems — noise, instrument calibration, and the performance of the fringe detector. A large portion of the experimental research concerned obtaining the proper electrical filter for an acceptable signal-to-noise ratio. The problem of electrical noise was somewhat more involved than anticipated. It has become clear that almost all the fundamental problems encountered in constructing an electronic fringe detector are ultimately noise problems and may be treated as such. This includes not only the standard sources of electrical noise, but also the effects of atmospheric turbulence, fluctuations in source brightness, vibrations in the fringe detector, background illumination, and target motion. For the majority of our measurements, however, the noise limit was set by the shot noise in the phototube.

The electrical filter that gave the best results was a 250 Hz low-pass filter. Once this electrical filter was obtained, the calibration of the instrument and the evaluation of the performance of the fringe detector proceeded without delay. For details of the filter investigations and the calibration procedures, the reader is referred to Scientific Report No. 1.

To evaluate the performance of the fringe detector, collimated light from a lens–pinhole combination was used to obtain sources with angular dimensions suitable for use with the interferometer. Lenses with focal lengths of 48 in. and 15 in. were used in various combinations with a 25 μ and a 52 μ pinhole to yield source sizes of 1.96 x 10^-5, 4.28 x 10^-5, 6.55 x 10^-5, and 1.36 x 10^-4 rad. Figure 5 combines all the measurements of angular source size on a single scale for comparison. As the source size (intensity) increases, the point of fringe extinction separation becomes more clearly defined because the larger sources are brighter and, hence, the signal-to-noise ratios are better. For the 6.55 x 10^-4 rad case, the data started on the second maximum of fringe contrast. The measured fringe contrast is lower than the theoretical value near the first maximum because the fringe contrast is degraded by the finite size of the entrance apertures, and the demodulation of the fringes by the detection slit is less than 1. In the region near the first maximum, noise was generally not significant. At the second maximum, the measured fringe contrast was high because of the contribution of the noise to the measured signal. The false fringe contrast measured at extinction separation is a measure of the noise level of the system.

For the measurements made, the signal-to-noise ratio can be shown to be

\[
\frac{S}{N} = \frac{FC \sqrt{S_e}}{k \sqrt{\Delta f}},
\]

where FC is the fringe contrast, \(S_e\) is the signal of the envelope, and \(k\) is a constant of the phototube in question. Using this formula we plotted the solid line in Figure 6 as a prediction of the noise level for each level of incident radiation in...
Figure 5. Fringe Contrast As a Function of Slit Separation for Several Angular Source Sizes
watts per centimeter squared. We derived this from the known brightness of the mercury arc source as specified by the manufacturer and from the noise level at extinction separation for the $1.96 \times 10^{-5}$ source. This noise level is the fringe contrast in watts per centimeter squared that can be detected at a signal-to-noise ratio of 1. Any combination of fringe contrast and watts per centimeter squared lying in the upper right-hand part of the graph can be detected with this system. The circled data points are the noise levels for various intensities measured with different-sized sources. These data points seem to be in excellent agreement with the predicted curve. To further support these data, we studied the $6.55 \times 10^{-5}$ source with 0.3, 0.8, and 1.6 neutral density filters in front of it. The results here are also shown as circled points in Figure 6. The dotted line in the figure represents what can be done with the best available phototube (cooled, and so forth), which would be better than our tube by about a factor of 20.

Figure 7 shows the fringe contrasts at an entrance aperture separation of 0.67 cm measured for various-sized sources. This demonstrates that the angular source size can be predicted from a single measurement of fringe contrast. This, of course, allows the use of a fixed aperture separation and, hence, a constant spatial fringe frequency, which in turn would lead to improved sensitivity for the instrument since a grating could be used instead of a slit.
Sources of Outside Noise

The five types of outside-noise sources considered were atmospheric turbulence, vibration or movement of the detector, image motion, brightness fluctuations in the target, and background illumination.

Atmospheric turbulence, movement of the detector, and image motion are similar in that they all produce phase modulation of the ac signal coming out of the phototube. All three sources of noise cause apparent image motion, which causes the fringe field to move about on the slit. The frequency and amplitude of this unwanted fringe motion is transformed by the rotating reflector and the detection slit into a phase modulation of the signal. The bandwidth of the fringe detector with respect to these phase modulations, however, is much less than the quoted value of 250 Hz (electrical filter bandwidth) because of the manner in which the fringe contrast was measured. As previously discussed, the fringe contrast given by the oscilloscope trace is determined by locating the envelope of $I_{\text{max}}$ and $I_{\text{min}}$ and measuring the fringe contrast from this envelope rather than trying to resolve the contrast of single fringes. There is no direct way in which the phase modulation can affect the envelope of the amplitude of the ac signal, although phase modulation can affect the apparent contrast of a single fringe.
Fluctuations in brightness of the source are a nonlinear source of noise, since the signal-to-noise ratio is proportional to the square root of the source brightness. Brightness fluctuations will also create false fringes in that the dc signal output of the phototube will change with the source brightness fluctuations. It is clearly possible for source brightness fluctuations of the proper frequency to generate a fringe pattern where the fringe contrast is actually equal to zero. This production of apparent fringes may be combated by discrimination techniques that independently monitor the brightness of the source with a second channel and electronically correct the fluctuating intensity of what should be the dc part of the signal coming from the phototube. The fluctuating signal-to-noise ratio will still be present, however, and will contribute to inaccuracies in the measurement related to those frequency components of the fluctuating signal that are within the electrical bandwidth of the system.

Background illumination introduces noise in the form of an increase in the dc component of the signal and an increase in the shot noise of the phototube. The increase in the dc signal is proportional to the background illumination. The increase in the dc component can be compensated in the same manner as the fluctuating source intensity with an additional channel to monitor the background illumination. This additional channel can also compensate for fluctuating background illumination. The increase in shot noise has the apparent effect of increasing the equivalent noise input (ENI) of the phototube, thus reducing the sensitivity. Designing the fringe detector with the smallest detecting area consistent with other requirements limits the field of view of the instrument and, hence, reduces the effects of background illumination to a minimum.

COMPARISON OF A TELESCOPE AND THE INTERFEROMETER

This section reviews the known advantages of the single-mirror telescope and the Michelson stellar interferometer and defines those parameters that must be measured to establish the relative usefulness of each type of instrument, with particular attention to adverse atmospheric effects.

Although a single-mirror telescope can obtain the same information as the interferometer, the interferometer has several advantages. The most obvious is in the measurement of sources with images smaller than the diffraction limit of the telescope. In this case no measurement can be made by the telescope. The interferometer has no such limit and could therefore measure the angular size and position of any incoherent source within the practical limits dictated by mechanical stability and energy losses.

In the common range of measurement, the interferometer is again advantageous when the measurement must be made through a turbulent medium such as the atmosphere because the effects of the medium on the interferometer are of a different character than those on the telescope. We can broadly divide the atmospheric effects into three categories: (1) fluctuations of the image intensity, (2) fluctuations in the image size, and (3) fluctuations in the apparent position of the image. These variations are characterized by their amplitude and frequency distribution.
Fluctuations in the intensity represent a fluctuating signal for both instruments. With the interferometer, the fluctuation represents a noise source resulting in a decrease in sensitivity. In the telescope, the measurement accuracy will be maintained unless the fluctuations are either of such a magnitude or occur at such a rate as to cause operator fatigue.

Changes in apparent image size are due to distortions in the wavefront as it transverses the medium. These changes allow only a measurement of the average size. The interferometer is not susceptible to this difficulty directly but will be affected by changes in the correlations of the fields at a pair of points. It is difficult to compare the relative magnitudes of these effects since relatively little information is available on the latter problem.

Changes in the apparent image position can be caused by either the turbulent medium or improper tracking. The problem is one of relative motion, and the discussion of the effects applies for either cause. In the interferometer, this noise source can be effectively filtered. In the telescope, both the frequency and amplitude of the fluctuations will affect the degree of degradation and, since no filtering is available, no measurement can be made if the fluctuations have components faster than the resolution time of the eye.

A final effect of atmospheric transmission is the loss of contrast with range. Since the ambient level does not depend on the target range, this loss of contrast reflects a loss in signal energy. This energy is unavailable regardless of the type of instrument used.

To establish the relative usefulness of the two instruments, atmospheric-induced source motion, reduction in spatial coherence, ambient background illumination, and brightness fluctuations must be studied. For a proper comparison, tracking accuracy must also be considered.
SECTION III
INVESTIGATION OF PIE-SHAPED SOURCES

The method of measuring angular sizes of small circular sources with a Michelson stellar interferometer (by measuring the beam separation for which the fringe contrast goes to zero) is well established. However, while a similar analysis may be applied to pie-shaped sources, it is considerably more complicated because of the rotational asymmetry of the source and other factors such as orientation and a nonuniform intensity distribution. Hence, this investigation was undertaken to determine the feasibility of using a Michelson stellar interferometer to study pie-shaped sources. In particular, calculations of the fringe contrast or equivalent \(|\gamma_1\gamma_2^*|\) were made and verified experimentally.

The background mathematics, the computer program, the experimental program, and the results were discussed in detail in Scientific Report No. 1. Here we briefly summarize the theoretical and experimental treatment of the problem and present the results for the case of uniform illumination of the cone.

Theoretically, \(|\gamma_1\gamma_2^*|\) may be calculated by application of the van-Cittert-Zernike theorem. According to this theorem, if the dimensions of the source and the separation of the apertures of the Michelson stellar interferometer are small compared to the distance between the interferometer and the source, the degree of coherence \(|\gamma_1\gamma_2^*|\) is given by the absolute value of the normalized Fourier transform of the source intensity distribution. The computer calculations consisted of applying the van Cittert-Zernike theorem to a 10 deg cone. The radius of the cone was divided into three segments each of constant intensity (Figure 8). The quantities \(B\) and \(B'\) as functions of the radii \(r_1, r_2,\) and \(r_3\) therefore define the nonuniform intensity distribution. The radii \(r_1\) were fixed at 1/40 \(r_3\) and 39/40 \(r_3\), respectively. The ratio of the relative intensities \(B'/B\) was given values of 1, 10, and 100. The results were found generally to lack well-defined zeros in \(|\gamma_1\gamma_2^*|\) or other characteristics that would permit the geometry of the pie-shaped source to be accurately studied with a Michelson stellar interferometer.

![Figure 8. Intensity Distribution Over the Cone](image)
To verify the calculated values of $|\gamma_{12}|$ for $B'/B = 1$, a 10 deg cone, 0.5 mm high was illuminated coherently with laser light. This illuminated cone was Fourier-transformed by standard optical techniques and the result was recorded on film. Microdensitometer traces of the film were then combined with the calculated data. The results are shown in Figures 9, 10, and 11. In all cases $\alpha$ is the angle measured from the plane passing through the axis of the cone and lying along the line between the source and the interferometer. For $\alpha = 0$ deg and 90 deg, there are no clearly defined maxima. For $\alpha = 90$ deg ± 5 deg, the second maxima have such a low value that it will probably be undetectable. For this application $|\gamma_{12}|^2$ should probably have a value greater than 0.001 at the second maxima since, according to Figure 6, values of $|\gamma_{12}|$ greater than $\sqrt{0.001} = .032$ are detectable only for relatively intense illuminations incident on the interferometer. These unencouraging results are characteristic of the results obtained. The situation did improve somewhat for $B'/B = 100$. In spite of this, the results indicate that pie-shaped sources are not particularly well suited for study by interferometry techniques.
Figure 10. Experimental and Theoretical Results for $|\gamma_{12}|^2$ for $\alpha = 90 \, \text{deg} \pm 5 \, \text{deg}$
Figure 11. Experimental and Theoretical Results for $|\gamma_{ij}|^2$ for $\omega = 90$ deg
SECTION IV
DAYLIGHT DISCRIMINATION

Phase three of the contract dealt with the detection of a small object against an incoherent background. The aim was to improve the detectability of this object by enhancing the contrast between the object and its background. The background illumination was assumed to have the properties of natural skylight.

Our information about either of these sources is contained in their optical field. It is the properties of this field and their relation to the source that must be examined to determine if any contrast enhancement is possible. For example, if each source were polarized in a different direction or if they radiated in different spectral regions, enhancement could be obtained by employing the proper polarizer or spectral filter.

In this investigation we were principally concerned with the coherence properties of the two fields. The coherence function of a field is, in general, a measure of the cross correlation of the field amplitude at different space and time points. By a suitable contraction of its argument it can be shown to yield the field intensity. Its significance can be grasped from a simple experiment. If a piece of photographic film were exposed in front of a lens located some distance from a luminous object, a uniform fogging would be measured. If it were exposed in the image plane we would obtain an image of the intensity distribution of the object. Thus, at the lens, the object information is not carried by the field intensity, which is uniform, but in the field amplitude.

The problem of proper use of imaging systems has been studied for many years by astronomers. Our approach differed from the conventional analysis in that we did not restrict our view of lens systems to be image-forming systems. Rather, we considered them as elements of a linear system. We also studied conventional techniques to compare results.

NONCONVENTIONAL DETECTION TECHNIQUES
UNAPODIZED LENS SYSTEM WITH PARTIALLY COHERENT FIELDS

It is well known that lenses have a qualitatively different response to coherent and incoherent aperture distributions. It has also been established that the degree of spatial coherence in the field of an incoherent source is linearly related to the angular source size. For a source such as natural skylight, the degree of coherence will be small, no greater than the degree of coherence of direct-sun illumination. Thus, the degree of coherence in the field of a 4 to 100 μrad sources is from 100 to 2500 times as great as that of skylight. One can choose the diameter of the objective such that these two fields can be considered incoherent and coherent, respectively. In these extreme cases the operation of an unapodized lens is well known. For the incoherent case an "image" will be produced. Since the sky is essentially a uniform radiator, the image will simply be a uniform illumination of the image plane. For the coherent case an Airy pattern is produced. This pattern is characteristic of the lens and has the form

\[ I(\rho \theta) = I_0 \left[ \frac{2 J_1(k\rho R)}{k\rho R} \right]^2, \]
where \( k = 2\pi/\text{wavelength} \), \( R \) is the radius of the lens, \( \rho \) and \( \theta \) are the coordinates of the image plane, and \( J_1(x) \) is the first-order Bessel function. The total energy in either the coherent or incoherent pattern will be proportional to the lens area. However, the area under the central lobe of the function \( J_1(x) \), which contains 85% of the energy of the pattern, will decrease as \( R^2 \) or in proportion to the aperture, so that for changing aperture \( A \) the respective intensities vary as

\[
\frac{I_{\text{coherent}}}{I_{\text{incoherent}}} = c \frac{A^2}{A} = c A.
\]

This is the known result that to see a star or small object in the daytime you must open the aperture. This result holds only as long as the field of the small object remains coherent over the lens aperture.

The degree of coherence is a measure of the ability of the fields from two spatially separated points to superpose coherently. This can be measured by examining the contrast of fringes produced by interfering the light from these two points. The coherence interval (CI) is that separation for which the contrast becomes zero. For a circular source it is

\[
\text{CI} = \frac{1.22 \lambda}{\alpha},
\]

where \( \alpha \) is the angular size of the source and \( \lambda \) is its wavelength. The coherence interval for the range of angular source size being considered is 0.5 cm to 50.0 cm. Thompson, Shore, and Whitney* have examined the patterns produced by a partially coherent field on a lens as a function of the ratio of the coherence interval/lens diameter. From their results it is seen that for even a moderate telescope aperture we are departing from the region of validity of the previous calculation.

To properly evaluate the case of the clear aperture we must calculate image distribution under more general conditions. For Figure 12, we shall calculate the

![Figure 12. Schematic of the Theoretical Optical System](image-url)
propagation of the mutual coherence function from a small incoherent source of radius \( a \) to the image plane of a lens of radius \( R \) and obtain the total energy in a small area, radius \( a' \), in the center of the image. The integrated intensity over \( a' \) can be written

\[
I_0 \int \delta(x_1-x_2) \frac{e^{ik(\sqrt{x_1^2+y_1^2}+\sqrt{x_2^2+y_2^2})}}{2\pi} \left[ y_1^2 - y_2^2 \right] \left( y_1^2 + z_1^2 - 2y_1z_1\cos\beta_1 - y_2^2 + 2y_2z_2 \cos\beta_2 \right) \, dy_1 dy_2 dz_1 dz_2
\]

Equation (1)

Using the imaging condition \( 1/s + 1/s' = 1/f \), one sees that the quadratic terms in \( y_1 \) and \( y_2 \) cancel identically. Expression (1) simplifies to

\[
I_0 \int \frac{e^{ik(\sqrt{x_1^2+y_1^2}+\sqrt{x_2^2+y_2^2})}}{2\pi} \left[ y_1^2 + z_1^2 - 2y_1z_1\cos\beta_1 - y_2^2 + 2y_2z_2 \cos\beta_2 \right] \, dx_1 dx_2 dx_3 dx_4
\]

Equation (2)

Consider the first and third terms in the exponent:

\[
- \frac{xy_1}{s} \cos(\alpha - \beta_1) - \frac{zy_1}{s'} \cos(\beta_1 - \gamma) = - \left( \frac{xy_1}{s} \cos\alpha + \frac{zy_1}{s'} \cos\gamma \cos\beta_1 \right) \left( - \frac{xy_1}{s} \sin\alpha + \frac{zy_1}{s'} \sin\gamma \sin\beta_1 \right)
\]

Equation (3)
Define $P$ and $\phi$ by:

$$P^2 = x^2 + \frac{z^2}{s^2} + \frac{2xz}{ss'} \cos (\alpha - \gamma) = \left| \frac{x}{s} + \frac{z}{s'} \right|^2$$  \hspace{1cm} (4a)

$$P \cos \phi = \frac{x}{s} \cos \alpha + \frac{z}{s'} \cos \gamma \hspace{1cm} (4b)$$

Using (4a) and (4b) in Expression (2), one obtains

$$= I_0 \int e^{ik \left[ -y_1 P \cos (\phi_1 - \beta_1) + y_2 P \cos (\phi_2 - \beta_2) \right]} y \, dy \, d\beta_1 \, d\beta_2 \, x \, dx \, d\alpha \, dz \, dy$$

$$= I_0 \int R^2 \left[ \frac{J_1(kR \rho \sqrt{\frac{x}{s} + \frac{z}{s'}})}{k \rho} \right]^2 x \, dx \, d\alpha \, dz \, dy$$

$$= I_0 \int R^2 \left[ \frac{J_1(k \rho \sqrt{\frac{x}{s} + \frac{z}{s'}})}{k \rho} \right]^2 \, dx \, dz$$

This remaining integral does not readily lend itself to evaluation except when $a' \ll 1$, i.e., the detection area is very small. In this case the integral is essentially constant for the $z$ integral and the expression reduces to

$$I_0 k^2 2\pi^2 \rho^2 a^2 \int_0^a \left[ \frac{J_1 \left( kR \left| \frac{x}{s} \right| \right)}{k \left| \frac{x}{s} \right|} \right]^2 x \, dx \quad (6)$$

From inspection of the integral one may use the approximation

$$\int_0^x \left[ \frac{J_1(tz)}{z} \right]^2 \, dz \approx A \left( 1 - e^{-By} \right)$$  \hspace{1cm} (7)
Expression (6) may be integrated by parts:

\[
\frac{kR^2}{s} \int_0^\infty z \left( \frac{J_1(z)}{z} \right)^2 dz
\]

\[
= k^2 \int_0^\infty z \left( 1 - e^{-Bz} \right) dz
\]

\[
= - \frac{kaR^3}{s} e^{-B} \left( 1 - e^{-B} \right) + \frac{R^2}{B} \frac{kaR}{s}.
\]

From this expression we may immediately recover the incoherent and coherent limits. We note that \(s/ka\) is proportional to the coherence interval previously mentioned and that the proportionality constant is nearly one. Therefore, \(kaR/s\) is roughly the ratio of the coherence interval to the lens diameter. In case i (coherent or \(kaR/s \ll 1\)), Expression (8) becomes

\[
\propto \left( \frac{k^2 a^2}{2s^2} \right)^4 R^4.
\]

In case ii (incoherent or \(kaR/s \gg 1\), we have

\[
\propto \frac{R^2}{B}.
\]

We may examine the limits of these regions more precisely: \(kaR/s \gg 1\) will hold when

\[
-B \frac{kaR}{s} e^{-x} = e^{-x} < 0.1
\]

and

\[
x e^{-x} < 0.1
\]

The stronger condition is the second one, and this gives \(x > 3.7\) or that the ratio of coherence interval to lens diameter is about 1:7. For \(kaR/s \ll 1\), the limit will be near

\[
e^{-x} > 0.9,
\]

which gives a ratio of coherence interval to lens diameter of 3:1. The value of Expression (8) in the intermediate region was calculated and a plot of central energy density vs the ratio of coherence interval to lens diameter is shown in Figure 13.
Figure 13. Variation of the Image Illumination from a Partially Coherent Field with Lens Aperture
For coherence intervals that are large compared to the lens diameter the central intensity goes as $A^2$ and at the other extreme as $A$. There is an essentially smooth transition between them. The difference in coherence interval between sky illumination and the illumination from a small object will mean that the transition region will occur at different values of the instrument aperture. If we concentrate for a moment on the region where both curves show linear increase with aperture, their separation on the energy scale for a fixed aperture value will be determined by their brightness. In this region both sources would be imaged and image brightness would, at best, equal source brightness. Thus, we can place a new interpretation on an old astronomical rule of thumb: increasing aperture aids discrimination. We are not really increasing the contrast between sky and star but merely recovering the inherent brightness difference that is available. The illumination from a near and a distant source will be different at the telescope aperture but the image brightness of each will be equal to the object brightness.

There are a variety of things that will modify this simple concept in practice. The sky illumination is from a distributed source so that no single plane is really an image plane. Also, the type of detector used will influence the result. Certainly, if the eye is used, then at some point the diffraction disc will become unresolvable and the effect of magnification will have to be included. These points will be further considered in a later section.

At the same time that the analysis was performed the problem was simulated on an optical bench. The experimental arrangement is shown in Figure 14. The sky background was simulated by a diffuse planar source and was folded onto the system axis by a beam splitter. Although this is a departure from the actual conditions, it corresponds more closely to the model used. The small source was a mercury arc image. Both sources were filtered so as to have approximately the same spectral composition.

The image intensity was monitored with a 1P21 photomultiplier, with Panatomic-X film, and visually. The only visual measurement made was the value of the aperture when the small source was first noted and this was done with a clear image plane. The photomultiplier measurements were made through a 10 $\mu$m hole at the center of the pattern. Figure 15 shows the value of the energy measured in this area as a function of aperture for the coherent and incoherent sources. The plot shows log energy density vs log aperture. The slopes are 1.8 for the coherent source and 1.0 for the incoherent source. The discrepancy in the coherent energy can be accounted for by the fact that the fixed 10 $\mu$m aperture measured a different fraction of the central diffraction disc at each aperture. Due to the range of aperture size necessary, no single source could be followed from its coherent to incoherent range. However, the analysis indicates that the slope of the coherent curve shown should begin to decrease at about 100 mm$^2$ of aperture.

The experimental result seems to indicate that the restriction in the analytical approximation of the coherent case was too severe. The limit of visual perception, averaged over many attempts, was 144 mm$^2$, which agrees fairly well. Controlled photographic exposures made over the region of the threshold indicated a similar value. Absolute photometric measurements of each field were made at several positions of the beam and in the focal plane, and the threshold of detection thus determined agreed well with the published curves of Knoll, Tousey, and Hulbert.
100 Watt mercury arc lamp (coherent point source)
Aristo FGG-54 lamp (incoherent background)
32 mm f/1 objective lenses
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Figure 14. Optical System with an Incoherent and Coherent Source
Used for Determining Point Source Visibility
Figure 15. Variation of the Image Illumination from Coherent and Incoherent Sources with Lens Aperture
The experimental basis for this approach was provided by B. J. Thompson, who showed that if an array of apertures is incoherently illuminated, the increase in intensity of the diffraction pattern is proportional to the number of apertures in the array. It is known from the theory of diffraction gratings for a coherently illuminated array that the diffraction pattern intensity increases with the square of the number of apertures. The physical reasoning behind this approach is that a partially coherent field will show an energy variation somewhere between \( N^2 \) and \( N \) as the number of apertures is increased. Again, we wish to take advantage of the widely different coherence interval generated by each source. The solution to the general problem has been formally given by Thompson. However, the analytic form involves weighted sums over pairs of aperture points and is, in general, intractable.

Another way of viewing this method is from the point of view of spatial filtering: we are attempting to maximize the signal-to-noise ratio in a system that is linear in the mutual coherence function. For the background, with its almost negligible coherence interval, the optical system will be, to a good approximation, linear in intensity. This means that the transfer function of the optical system must be an autocorrelation. We are trying to maximize the contrast subject to this constraint.

To further understand the properties of arrays in this connection, a series of experiments were performed. In the first experiment two sources with different coherence intervals were used. Each was made to illuminate first one and then a pair of apertures in front of the lens. The energy density at the center of the pattern was measured for all four cases. The spacing of the apertures was 2.0 mm and the coherence intervals of sources were 30.0 and 4.0 mm, corresponding to a degree of coherence between the apertures of 0.98 and 0.28, respectively. The change in energy was about 3 times greater for the first case and was close to 2 times greater for the second. The exact values deviate from the theoretical values because the energy must be collected over a finite area, which involves averaging over some portion of the distribution. The important observation is that the gain is between \( N \) and \( N^2 \) times the single aperture and is dependent on the coherence interval. The second experiment consisted of adjusting the experiment conditions with the background and a small source just invisible with a clear aperture and then placing several types of arrays over the aperture to determine if the threshold could be lowered. These experiments all yielded a negative result. We then began to analyze the array system in general to attempt to predict an optimum configuration for the types of fields we were using experimentally.

It was obvious that whatever the particular geometry, it would be best to attempt to allow the number of apertures to increase indefinitely. There are some problems in how to take limit \( N \rightarrow \infty \) in the proper way. If one continues to add finite-sized apertures, then ultimately one must have an infinite lens aperture, a decidedly nonphysical result. A more physical method is to place the first pair of apertures at the extremeties of a fixed-diameter lens and then to fill the intervening area. To take the limit subject to a finite area, both the aperture area and the aperture separation must vanish. It is easy to see that the boundary of this operation is a clear aperture. One can also understand how this limit is reached by a physical argument. In the limit \( N \rightarrow \infty \) the spatial frequency is also increasing without limit. This means that in the image plane the side bands are moving toward the edge of the field of view until only the central order is left. Therefore, the spatial filtering mode has the clear aperture as an upper boundary and ultimately the ratio of source brightnesses.
The use of a telescope in visual discrimination has been extensively investigated. We reviewed the established techniques to determine if a spatially filtered presentation in the image would improve any of these, but we do not find that any significant advantage can be obtained this way. In the following section we will briefly review some of general features of this subject.

CONVENTIONAL DETECTION TECHNIQUES

The general problem of detection of small, luminous objects against a bright sky background is a complex one, the solution of which involves the zenith angle of the object, its height, its azimuth from the sun, the condition of the atmosphere, the nature of the detector and detecting equipment, and the spectral range being used. Fortunately, however, most of these factors are fairly well understood and have been measured and analyzed in the literature of photometry and astronomy. Though many of the available derivations were made for the night sky, a carryover to the day sky can usually be made. The close connection between astronomical objects and the objects of interest in this study can be seen from the fact that the latter range from an angular subtend of $4 \times 10^{-6}$ rad (0.8 sec) to $10^{-4}$ rad (20.5 sec). This places them in the size range of the planets whose angular size is given in Table I.

<table>
<thead>
<tr>
<th>Planet</th>
<th>Angular Size (in seconds of arc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mercury</td>
<td>5.0 - 13.0</td>
</tr>
<tr>
<td>Venus</td>
<td>10.0 - 64.0</td>
</tr>
<tr>
<td>Mars</td>
<td>3.5 - 25.1</td>
</tr>
<tr>
<td>Jupiter</td>
<td>32.0 - 47.0</td>
</tr>
<tr>
<td>Saturn</td>
<td>14.0 - 20.0</td>
</tr>
</tbody>
</table>

The objects of interest produce an irradiation on the earth's surface of $10^{-12}$ to $10^{-10}$ W/cm$^2$. Assuming them to be black-body radiators, their peak luminous efficiency cannot exceed 1.14 ligt/Watt. This would occur at 6,600K and would correspond to 96 lu/W. Translated into lumens, therefore, the objects of interest may provide, at the earth's surface, an illumination of up to about $10^{-10}$ to $10^{-8}$ lu/cm$^2$, corresponding to an apparent visual magnitude (m) of m 0.8 to m -4.8. As shown in Table II, this again would place the objects in the range of planetary and stellar objects. If the calculations are valid, however, on reasonably so, it should be pointed out that the objects would appear as rather bright stars or planets when viewed at night with the naked eye and that any difficulty of detection would not be on account of their faintness, but only because of lack of contrast between them and the surrounding daylight sky.
The sky background can be characterized either in the familiar units of luminance (lu/cm$^2$ sr or related units) or in terms of magnitude per unit solid angle. The latter concept is frequently used by astronomers, particularly if the integration time of the detector is long in comparison with the fluctuations due to "seeing" and scintillation. The relationship between the two expressions is given by

\[ m/\text{square second} = 2.37 \times 10^{-25} \log B \text{ lu/cm}^2 \text{ sr}. \]

For a clear-zenith sky, a typical low value of day-sky luminance is 0.2 lu/cm$^2$ sr. Using the above formula, we see that this corresponds to about m 4/sq deg, a value to be used in later calculations. Other day-sky luminance values for many regions of the sky, times of day, and positions of the sun have been measured extensively, for example by Barr.\(^5\)

At least one aspect of the sky background problem has not been considered in the present survey: the relationship between the detectability of the object and its position in the atmosphere if the latter is considered as a three-dimensional scattering medium. In the case of astronomical objects, the atmosphere is clearly between the object and the observer. For the objects of interest in this survey, this may not be true, and certain corrections may have to be applied to the conclusions based on astronomical considerations.

PHOTOMETRY

If one ignores the specific detector type and considers only the lens system, one can see that a few simple expressions determine the photometry. First, if we neglect losses in the glass, the brightness of any image will equal the brightness of the object. Second, the illumination or energy per unit area of image, which is really of interest, is equal to the product of the brightness and the solid angle subtended by the exit pupil at the image. The use of these relations becomes modified by several things, among which are the type of detector and the atmospheric conditions.

The following survey is based on a search of the open literature. For convenience, it will be grouped according to the detectors used, i.e., the eye, photographic film, and photoelectric detectors. An attempt will be made throughout to point out not only the theoretical but also the practical aspects of the problem.
DETECTION

Photoelectric

Photoelectric detection of a small source in a background is a particular type of electrical noise problem. Since the background flux has shot noise statistics, one basically requires a signal level at least equal to the square root of the background level. Beyond this there are considerations of detector noise, spectral response, sensitivity, and bandwidth, which are discussed at some length by Whitford, Baum, and McGee.

Photographic

In photographic detection, a single lens or mirror would normally be used. Here the detectability of the object would depend not only on the object, the sky luminance, the lens, and atmospheric factors, but also on the photographic emulsion and its development. According to Hynek, a combination of atmospheric effects and scattering within the emulsion will prevent the recording of a point source as a point but will record it as a small disc of the order of 50 μ in diameter for telescopes over a large range of focal lengths. Within that range, the diameter of the disc is more or less independent of focal length. Table III shows the angle subtended by the sky at the lens (this is, of course, equal to that subtended by the disc at the lens) for different focal length lenses.

<table>
<thead>
<tr>
<th>Focal Length (in)</th>
<th>Angle (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>130.8</td>
</tr>
<tr>
<td>12</td>
<td>33.0</td>
</tr>
<tr>
<td>50</td>
<td>7.9</td>
</tr>
<tr>
<td>100</td>
<td>3.9</td>
</tr>
<tr>
<td>180</td>
<td>2.2</td>
</tr>
<tr>
<td>300</td>
<td>1.3</td>
</tr>
</tbody>
</table>

One can see from the table that a faint star will be more readily detected by a long-focal-length lens since, in this case, a smaller section of the sky competes with the star radiation within the 50 μ disc. Whitford has shown how the same considerations can be treated quantitatively. Following Whitford, we can derive that

\[ \log L_{\text{star}} = 2 \log D - 0.4 m - 8.97 \tag{9} \]

where \( L_{\text{star}} \) = lumens from the star accepted by the lens, \( D \) = the diameter of the telescope lens, and \( m \) = the visual magnitude of the star.
Similarly, for the clear-zenith day sky referred to previously,

\[ \log L_{\text{sky}} = 2 \log D + 2 \log d/f - 0.5 \]

where \( L_{\text{sky}} \) = lumens from the sky section subtended and accepted by the lens, \( D \) = the diameter of the telescope lens, \( d \) = the diameter of the star image disc (including the effect of emulsion turoidity), and \( f \) = the focal length of the telescope. When the lumens from the star falling within the disc with diameter \( d \) are equal to the lumens arriving in the same area from the sky, we can equate the above equations and solve for the threshold magnitude, obtaining

\[ m = -22.3 - 5 \log d/f \]

We note here that \( D \) has dropped out, that is, that the limiting detectable magnitude does not depend on the diameter of the lens.

Given the focal length of the telescope, we are now in a position to calculate the limiting visual magnitude by looking up the corresponding \( d/f \) value in the last column of Table III and substituting this in the equation for \( m \).

For a 12-in. focal length lens, for instance, we obtain

\[ m = -22.3 - 5 \log 1.6 \times 10^{-4} = -3.3 \]

In line with this, Hynek has reported on the successful photographic recording of several stars such as Capella and Polaris during the day. In the same paper he also briefly discussed the advantages of polarizing filters and the advantages and disadvantages of infrared emulsions compared with high contrast commercial panchromatic plates

Since, in the above calculations, there has been no assumption of a point-source image, the results can evidently be applied to sky objects other than stars, if an estimate can be made of the angular subtend \( d/f \) of their image.

It should be pointed out that Baum has given an interesting theoretical treatment of photographic recording of astronomical objects in terms of the quantum efficiency of emulsions.

Visual Observations — Although certain stars and planets can be seen at twilight, none can be seen without optical aid when the sun is at an altitude of more than about 15 deg above the horizon. In spite of occasional references in the literature to the effect that stars can be seen during the day when viewed from the bottom of a deep shaft, Hynek and Smith showed experimentally (by viewing the sky through a long shaft) that the belief was without any foundation. Weaver calculated on the basis of laboratory experiments involving small, bright discs viewed against an illuminated background that, for a clear-zenith day sky, the star would have to be brighter than \( m = 2.1 \) to be seen with the naked eye. The brightest star, Sirius (m = 1.6), thus narrowly misses being detectable. Siedentopf had quite independently come to an essentially identical conclusion, though he suggested using a safety factor of 10. This would correspond to subtracting 2.5 from the calculated threshold magnitude.
One planet, Venus, can, however, be seen with the naked eye when the atmosphere is very clear, provided that the observer knows exactly where to look.\footnote{17,21} The latter provision arises from the fact that the light-adapted eye attains its full sensitivity only in the central fovea. Since Venus (see Table II) has a magnitude range of \(-4.3\) to \(-3.3\), its visibility might be predicted from the data given in the paragraph above.

The Eye Aided by a Telescope — Tousey and Hulburt\footnote{22} at Washington, D.C., detected six stars ranging from Sirius (\(m\)\,-1.6) to Spica (\(m\)\,+1.2) on a very clear day, using a telescope with high (20X) magnification. In their paper they point out the importance of using the highest possible magnification, \(M\), that will still allow the object to be detected to be seen as a point, that is, that will still allow it to fall on one cone in the retina. This is because up to that magnification, for a given diameter objective, the background visual brightness will be inversely proportional to \(M^2\), while the brightness of the point image will be independent of \(M\). The angle subtended by one cone is approximately 48 sec. If, because of atmospheric conditions, diffraction effects, or the apparent size of the object, this angle is approached, no further gain in detectability will result from an increase in magnification since now the object, too, would appear as an extended source whose apparent brightness would be decreased quadratically with any further increase in \(M\). Bowen,\footnote{24} using older visual threshold contrast data, came to essentially similar conclusions.

In addition to using the "right" telescope, one should, of course, also be aware of the possibility of aiding the observations by use of spectrally selective filters and of polarizing filters, which can frequently reduce the light from the sky.
SECTION V
CONCLUSIONS AND RECOMMENDATIONS

The feasibility of an electronic fringe detector has been firmly established. A fringe detector operating in conjunction with a Fizeau interferometer has been designed, constructed, operated, and tested in the laboratory. Methods for analyzing the detecting system output have been established to optimize the sensitivity of the fringe detector from the standpoint of noise and discrimination techniques. The atmospheric noise inputs that degrade the resolution capabilities of both telescopes and interferometers have been analyzed, and the appropriate atmospheric research required has been defined. The possible use of a Michelson stellar interferometer to analyze the characteristics of pie-shaped sources has been analyzed by both a theoretical computer study and an experimental study. The pie-shaped source proved to have characteristics that are not particularly compatible with a Michelson stellar interferometer. Nonconventional optical techniques were examined to determine whether any gain in contrast between small-source and diffuse backgrounds could be obtained. The analysis of spatial filtering techniques for contrast enhancement indicates that no significant advantage can be gained by their use since their performance is inferior to that of an unapodized lens. The unapodized lens was shown to approach the ratio of source brightnesses as a performance limit.

FRINGE DETECTOR

A Fizeau interferometer-fringe detector combination was constructed with variable-separation apertures that can be adjusted from 0.6 to 6 cm. Aperture height was maintained at 0.1 times the separation. These apertures were in front of a 200 in. focal length optical system, which was used to produce a fringe pattern by superimposing the partially coherent light entering the two apertures. The fringe pattern was reflected by a rotating reflector and focused onto a single slit immediately in front of a phototube. The rotating reflector, single slit, and phototube combine to transform the spatially varying intensity pattern of the fringe field into a time-varying voltage signal displayed on an oscilloscope face. The oscilloscope trace was photographed and analyzed to determine fringe contrast.

The performance capabilities of the fringe detector are shown in Figure 6, which plots the fringe contrast required for detection as a function of watts per centimeter squared incident on the fringe detector. This is a general curve for any source in that the source brightness, size, and source-to-interferometer distance can be combined and expressed as watts per centimeter squared incident on the fringe detector.

There are four ways in which the performance of the fringe detector can be significantly improved in terms of sensitivity. If a grating instead of a slit were used to demodulate the fringes, a factor of 5 to 10 could be gained in sensitivity. A more sophisticated phototube (cooled) could provide a factor of 20 improvement in sensitivity. If the design of the entrance aperture were optimized for the particular...
application of interest, it could provide a factor of 5 improvement. A further gain
in sensitivity could be obtained by using long slits and a cylindrical lens as dis-
cussed under "Fringe Detector Design." This system would be useful only if mea-
urement of fringe contrast at a single aperture separation were required. Overall,
an ultimate fringe detector could be as much as 500 to 1000 times as sensitive as
this instrument.

The following considerations and problems are involved in designing and con-
structing the optimum instrument. The integrals involved in designing the optimum
configuration for the variable-separation apertures could only be evaluated on a
computer, if then. A single grating cannot be used with variable-separation apert-
tures because the optical design required (zoom lens) is impractical over the range
of aperture separations required. Either the grating must be changed or a number
of fringe detectors operating in parallel must be used to measure fringe contrast at
different aperture separations. To maximize phototube sensitivity, the phototube
must be cooled; it must have an optical response matched to the source; and it must
have a photoemissive surface whose area is as small as possible consistent with the
area of the grating. A specially designed phototube such as the phototube with the
grill behind the photoemissive surface as described in "Fringe Detector Design "
may be required. If the interferometer is to operate under conditions where the
brightness of the source is fluctuating, or if there is an ambient background illumina-
tion present, then additional channels will be required as discussed under "Sources
of Outside Noise."

In addition to higher resolution, the interferometer has advantages over the
single-mirror telescope in that it can electrically filter out part of the noise due to
image motion and ambient background illumination. The telescope can probably
equal or surpass the interferometer when the source intensity is fluctuating. The
important atmospheric parameters to study to compare the interferometer to the
telescope are image motion and reductions in the complex degree of coherence due
to atmospheric turbulence as well as ambient sky illumination and atmospheric-
induced image motion.

PIE-SHAPED SOURCES

From the calculated values of fringe contrast, \(|\gamma_{12}|\), we may conclude that the
use of a Michelson stellar interferometer to study pie-shaped sources is more dif-
ficult than for simple circular sources. One reason is that \(|\gamma_{12}|\) does not possess
well-defined zeros, or maxima, which may be directly related to any one source
characteristic such as radial or angular size. Also, even where a distinct and mea-
surable pattern is apparent, which might be related to all the characteristic param-
eters of the source, the wide differences in intensity values or the extreme minute-
ness of detail and the lower overall illumination available (compared to a circular
source) demand a very sensitive recording instrument.
DAYLIGHT DISCRIMINATION

The action of a lens system on the field due to an extended background and a small source was analyzed. The emphasis of the analysis was to consider such a system as linear in the mutual coherence function. The response for fields with arbitrary coherence for both apodized and unapodized systems was considered and it was shown that the apodized systems, which represent a spatial filtering system, have the unapodized case as a limit. A survey of the practical considerations reported in the literature for using a clear aperture instrument was made. Although the presentation of the filtered and clear aperture systems are different, it appears that no particular advantage in terms of contrast enhancement can be obtained by such systems.
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A fringe detector was constructed to detect fringes from a Michelson stellar interferometer and to relate these measurements to the characteristics of the source of illumination. A rotating reflector, a single slit, and a phototube were combined to transform the spatially-varying intensity pattern of the fringe field into a time-varying voltage signal displayed on an oscilloscope face. The oscilloscope trace was photographed and analyzed to determine fringe contrast. The maximum sensitivity of the detector was determined to be equivalent to a source providing $10^{-10}$ W/cm$^2$ at a fringe contrast of 1 and a signal-to-noise ratio of 1. Modifications can provide a factor of 500 to 1000 improvement in detector sensitivity. The interferometer was determined to have potentially better resolution than a single-mirror telescope because it can electrically filter the effects of ambient background illumination and turbulence. The use of an interferometer to measure the angular size of a pie-shaped source was studied and found to be not particularly suited to this purpose.

The action of apodized and unapodized lens systems on the field due to an extended background and a small source was analyzed. The emphasis of the analysis was to consider such a system as linear in the mutual coherence function. The results indicate that no particular advantage in terms of contrast enhancement can be obtained by apodizing.
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