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Iterative maximum-likelihood estimation of the parameters of normal populations from singly and doubly censored samples

BY H. LEON HARTER AND ALBERT H. MOORE

Aerospace Research Laboratories and Air Force Institute of Technology, Wright-Patterson Air Force Base

SUMMARY

Iterative procedures are given for joint maximum-likelihood estimation based on singly and doubly censored samples from a normal population. The simultaneous equations yielding the maximum-likelihood estimates are obtained. Since their algebraic solution is impossible, iterative procedures are proposed which are applicable in the most general case in which both parameters are unknown and in special cases in which either of the parameters is known. The asymptotic variances and covariances are tabulated for 10% censoring intervals. A Monte Carlo investigation of the means and standard deviations of the maximum-likelihood estimators was made for 1000 samples from the standard normal population for \( n = 10 \) and \( n = 20 \). A comparison was then made of best linear unbiased estimators and maximum-likelihood estimators for \( n = 10 \) and \( n = 20 \).

1. INTRODUCTION

The estimation of the parameters of a censored sample from a normal population has been considered by many authors, who have used several different methods including the method of least squares and the method of maximum likelihood.

Lloyd (1962) applied the theory of least-squares estimation to an ordered sample from distributions depending on location and scale parameters only. Gupta (1962) derived best linear estimators \((n \leq 10)\) for the mean and variance using singly censored samples from normal populations and for larger values of \( n \) derived an alternative linear estimator. Sarhan & Greenberg (1956, 1958a, b) estimated the mean and standard deviation of normal populations from singly and doubly censored samples \((n \leq 20)\) by the method of least-squares. Saw (1965) developed simplified unbiased estimators of the mean and variance given a singly censored sample from a normal population \((n \leq 20)\). Dixon (1957, 1960) derived simplified estimators of the mean and standard deviation for complete and censored normal samples which are almost as efficient as the best linear estimators \((n \leq 20)\). Walsh (1956) obtained distribution-free estimators for the population mean and variance for a rather general class of continuous statistical populations using doubly censored samples.

Cohen (1950) used the method of maximum likelihood to estimate the parameters of normal populations from singly and doubly truncated samples. The term 'truncated samples' was used by Cohen in a sense somewhat broader than its present usage and included what are now called 'censored samples'. Cohen was primarily concerned, however, with Type I censoring (at a specified time) rather than Type II censoring (when a specified number of failures have occurred). Gupta (1962) found maximum-likelihood equations for estimators of the parameters of a normal population from a sample censored from above...
(Type II censoring), and determined their asymptotic variances and covariances. Halperin (1952) proved under mild regularity conditions that the maximum-likelihood estimator of a single parameter from singly censored samples is consistent, asymptotically normally distributed, and of minimum variance for large samples and indicated his results could be generalized to several parameters and more general censoring. Breakwell (1953) also obtained maximum-likelihood estimators for singly censored samples, asymptotic distributions of the estimators, and their asymptotic biases. Plackett (1958) showed that maximum-likelihood estimators are asymptotically linear and that the best linear unbiased estimators are asymptotically normal and efficient. Plackett computed a "linearized maximum likelihood" estimator and compared it with the best linear unbiased estimator for the standard deviation of a normal population from censored samples ($n > 10$). In three later papers Cohen (1956, 1959, 1961) extended the results given in his 1950 paper. The present paper in part duplicates the work of Cohen and Gupta but extends the results for Type II censoring to include maximum-likelihood estimation of the parameters of a normal population from a doubly censored sample, together with a completely computerized iterative procedure, and mathematical expressions and tables for asymptotic variances and covariances. The mathematical formulation for maximum-likelihood estimation is given in § 2, the asymptotic variances and covariances of the estimators are given in § 3. A discussion of the iterative procedures for maximum-likelihood estimation is given in § 4. A Monte Carlo study of the maximum-likelihood estimators together with a comparison with the best linear estimator is given, for small samples, in § 5.

2. NORMAL POPULATION—MATHEMATICAL FORMULATION

Consider a random sample of size $n$ from a normal population with mean $\mu$ and standard deviation $\sigma$ and let $X_{r_1+1}, \ldots, X_{n-r_2}$ be the ordered observations remaining when the $r_1$ smallest observations and the $r_2$ largest observations have been censored. The joint probability density function of these order statistics is given by

$$f(x_{r_1+1}, \ldots, x_{n-r_2} ; \mu, \sigma) = \frac{n!}{r_1! r_2!} \left(\frac{1}{\sqrt{2\pi} \sigma}\right)^{n-m} \exp \left[-\frac{1}{2\sigma^2} \sum_{i=r_1+1}^{n-r_2} \left(x_i - \mu\right)^2 \right]$$

$$\times \left[p \left(\frac{x_{r_1+1} - \mu}{\sigma}\right)^{r_1} \left[1 - p \left(\frac{x_{n-r_2} - \mu}{\sigma}\right)^{r_2}\right]\right],$$

where $m = n - r_1 + r_2$.

The natural logarithm of the likelihood function is given by

$$L = \ln \frac{n!}{r_1! r_2!} - \frac{1}{2} m \ln 2\pi - m \ln \sigma - \sum_{i=r_1+1}^{n-r_2} \frac{(x_i - \mu)^2}{2\sigma^2} + r_1 \ln F \left(\frac{x_{r_1+1} - \mu}{\sigma}\right)$$

$$+ r_2 \ln \left[1 - F \left(\frac{x_{n-r_2} - \mu}{\sigma}\right)\right].$$

(2.1)

The likelihood equations are:

$$\frac{\partial L}{\partial \mu} = \frac{1}{\sigma^2} \sum_{i=r_1+1}^{n-r_2} (x_i - \mu) - r_1 f(x_{r_1+1} - \mu) / \sigma - r_2 f(x_{n-r_2} - \mu) / \sigma = 0,$$

(2.2)

$$\frac{\partial L}{\partial \sigma} = \frac{m}{\sigma} + \frac{1}{\sigma^3} \sum_{i=r_1+1}^{n-r_2} (x_i - \mu)^2 - r_1 \frac{f(x_{r_1+1} - \mu) / \sigma}{F(x_{r_1+1} - \mu) / \sigma}$$

$$+ r_2 \frac{(x_{n-r_2} - \mu) / \sigma^2}{1 - F(x_{n-r_2} - \mu) / \sigma} = 0.$$

(2.3)
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If \( m = n \), i.e. \( \tau_1 = \tau_2 = 0 \), these equations have explicit solutions

\[
\hat{\mu} = \sum_{i=1}^{n} x_i/n, \quad \hat{\sigma} = \sqrt{\sum_{i=1}^{n} \frac{(x_i - \mu)^2}{n}}.
\]

The details of the iterative procedure for determining the maximum-likelihood estimates will be given in §5.

3. Asymptotic variances and covariances of normal estimators

Gupta (1962) has given theoretical expressions and a table for the asymptotic variances and covariances of the maximum-likelihood estimators of the parameters of a normal population from singly censored (from above) samples. His results will be extended in this section to the case of doubly censored samples.

The natural logarithm of the likelihood function of a sample of size \( n \) from a normal population with mean \( \mu \) and standard deviation \( \sigma \), the lowest \( r_1 \) and the highest \( r_2 \) sample values having been censored, is given by

\[
L = \ln \frac{n!}{r_1!r_2!} - \frac{1}{2} \ln 2\pi - m \ln n - \frac{n}{2} \sum_{i=r_1+1}^{n} \frac{(x_i - \mu)^2}{\sigma^2} + r_1 \ln F(z_1) + r_2 \ln [1 - F(z_2)],
\]

where

\[
z_1 = \frac{(x_{r_1+1} - \mu)}{\sigma}, \quad z_2 = \frac{(x_{n-r_2} - \mu)}{\sigma},
\]

\[
F(z_1) = \int_{-\infty}^{z_1} f(t)dt, \quad f(z_2) = \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{1}{2}z_2^2\right).
\]

and \( m = n - r_1 - r_2 \). In this notation, the first partial derivatives of \( L \) are given by

\[
\frac{\partial L}{\partial \mu} = \frac{1}{\sigma^2} \sum_{i=r_1+1}^{n} \frac{(x_i - \mu)}{\sigma F(z_i)} - \frac{r_1 f(z_1)}{\sigma} + \frac{r_2 f(z_2)}{\sigma (1 - F(z_2))},
\]

\[
\frac{\partial L}{\partial \sigma} = -\frac{1}{\sigma^2} \sum_{i=r_1+1}^{n} \frac{(x_i - \mu)^2}{\sigma^2 F(z_i)} + \frac{r_1 f(z_1)}{\sigma^2 (1 - F(z_1))} + \frac{r_2 f(z_2)}{\sigma^2 (1 - F(z_2))}.
\]

The second partial derivatives of \( L \) are given by

\[
\frac{\partial^2 L}{\partial \mu^2} = -\frac{m}{\sigma^4} - \frac{r_1 f(z_1)}{\sigma^2 F(z_1)} \left[ \frac{f(z_1)}{F(z_1)} + \frac{r_2 f(z_2)}{\sigma^2 (1 - F(z_2))} \right],
\]

\[
\frac{\partial^2 L}{\partial \mu \partial \sigma} = -\frac{2}{\sigma^2} \sum_{i=r_1+1}^{n} \frac{(x_i - \mu)^2}{\sigma^2 F(z_i)} - \frac{r_1 f(z_1)}{\sigma^2 (1 - F(z_1))} + \frac{r_2 f(z_2)}{\sigma^2 (1 - F(z_2))} \left[ \frac{z_1 + z_2 - f(z_2)}{1 - F(z_2)} \right],
\]

\[
\frac{\partial^2 L}{\partial \sigma^2} = \frac{3}{\sigma^4} \sum_{i=r_1+1}^{n} \frac{(x_i - \mu)^2}{\sigma^2 F(z_i)} - \frac{r_1 f(z_1)}{\sigma^2 (1 - F(z_1))} - \frac{r_2 f(z_2)}{\sigma^2 (1 - F(z_2))} \left[ \frac{z_1 f(z_1)}{1 - F(z_1)} \right],
\]

Now let \( q_1 = r_1/n, q_2 = r_2/n \), and \( p = 1 - q_1 - q_2 = m/n \). As \( n \to \infty \) (\( q_1 \) and \( q_2 \) fixed), \( z_1 \to z \_1 \) where

\[
\int_{-\infty}^{z_1} f(t)dt = q_1, \quad z_1 \to z_2 \text{ where } \int_{z_1}^{z_2} f(t)dt = q_2, \quad E \left( \frac{\sum_{i=r_1+1}^{n} (x_i - \mu)}{\sigma} \right) \to n \int_{z_1}^{z_2} f(t)dt
\]

\[
= -n[f(z_1) - f(z_2)],
\]

and

\[
E \left( \frac{\sum_{i=r_1+1}^{n} (x_i - \mu)}{\sigma} \right) \to n \int_{z_1}^{z_2} z^2 f(t)dt = n[f(z_1^2) - f(z_2^2)].
\]
The elements of the information matrix (multiplied by $\sigma^2/n$) may be written as

$$\lim_{n \to \infty} \frac{\sigma^2}{n} E \left[ \frac{\partial^2 L}{\partial \theta \partial \theta} \right] = p + J(f(\xi_1), \ldots, f(\xi_n)) \left[ \frac{\partial^2 f(\xi)}{\partial \theta^2} \right] = \rho_{11}, \quad \text{(3.7)}$$

$$\lim_{n \to \infty} \frac{\sigma^2}{n} E \left[ \frac{\partial^2 L}{\partial \theta^2} \right] = f(\xi_1) - f(\xi_n) + \xi_1 f(\xi_1) \left[ \frac{\partial^2 f(\xi)}{\partial \theta^2} \right] = r_{12}. \quad \text{(3.8)}$$

$$\lim_{n \to \infty} \frac{\sigma^2}{n} E \left[ \frac{\partial^2 L}{\partial \theta^2} \right] = 2p + \xi_1 f(\xi_1) - \xi_n f(\xi_n) + \xi_1 f(\xi_1) \left[ \frac{\partial^2 f(\xi)}{\partial \theta^2} \right] = r_{22}. \quad \text{(3.9)}$$

The asymptotic variance-covariance matrix for the estimators $\hat{\theta}$ and $\hat{\sigma}$ is then $\sigma^2 [v, \sigma]^T$, where $[v, \sigma]^T = [v, \sigma]^{-1}$. If one drops the terms involving $\xi_1$ from the equations (3.7)–(3.9), the results agree with those given by Gupta for the case of single censoring.

**Table 1. Coefficients of $\sigma^2/n$ in asymptotic variances and covariances of maximum-likelihood estimators of parameters $\mu$ and $\sigma$ of normal population from samples of size $n$ with proportions $q_1$ censored from below and $q_2$ from above**

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$\sigma$ known $n \text{var}(\hat{\mu})/\sigma^2$</th>
<th>$\sigma$ known $n \text{var}(\hat{\sigma})/\sigma^4$</th>
<th>$\mu$ known $n \text{var}(\hat{\sigma})/\sigma^2$</th>
<th>$\mu$ known $n \text{var}(\hat{\sigma})/\sigma^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>1.0000000</td>
<td>0.0000000</td>
<td>1.0000000</td>
<td>0.5000000</td>
</tr>
<tr>
<td>0.0</td>
<td>0.1</td>
<td>1.0209225</td>
<td>0.041336</td>
<td>1.017205</td>
<td>0.512665</td>
</tr>
<tr>
<td>0.0</td>
<td>0.2</td>
<td>1.189299</td>
<td>0.100055</td>
<td>1.065045</td>
<td>0.573736</td>
</tr>
<tr>
<td>0.0</td>
<td>0.3</td>
<td>1.064577</td>
<td>0.179194</td>
<td>1.115476</td>
<td>0.628536</td>
</tr>
<tr>
<td>0.0</td>
<td>0.4</td>
<td>1.026587</td>
<td>0.179194</td>
<td>1.070776</td>
<td>0.602886</td>
</tr>
<tr>
<td>0.0</td>
<td>0.5</td>
<td>1.017205</td>
<td>0.179194</td>
<td>1.053876</td>
<td>0.612186</td>
</tr>
<tr>
<td>0.0</td>
<td>0.6</td>
<td>1.0000000</td>
<td>0.0000000</td>
<td>1.0000000</td>
<td>0.5000000</td>
</tr>
<tr>
<td>0.0</td>
<td>0.7</td>
<td>1.0000000</td>
<td>0.0000000</td>
<td>1.0000000</td>
<td>0.5000000</td>
</tr>
<tr>
<td>0.0</td>
<td>0.8</td>
<td>1.0000000</td>
<td>0.0000000</td>
<td>1.0000000</td>
<td>0.5000000</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9</td>
<td>1.0000000</td>
<td>0.0000000</td>
<td>1.0000000</td>
<td>0.5000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>1.0350011</td>
<td>0.0000000</td>
<td>1.0350011</td>
<td>0.702692</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>1.070045</td>
<td>0.041336</td>
<td>1.041336</td>
<td>0.847357</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3</td>
<td>1.041120</td>
<td>0.100055</td>
<td>1.056336</td>
<td>0.812100</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4</td>
<td>1.041120</td>
<td>0.100055</td>
<td>1.056336</td>
<td>0.942375</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1.054228</td>
<td>0.179194</td>
<td>1.054228</td>
<td>1.040385</td>
</tr>
<tr>
<td>0.1</td>
<td>0.6</td>
<td>1.079170</td>
<td>0.179194</td>
<td>1.079170</td>
<td>1.149336</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7</td>
<td>1.079160</td>
<td>0.179194</td>
<td>1.079160</td>
<td>1.098986</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>1.079160</td>
<td>0.179194</td>
<td>1.079160</td>
<td>1.149336</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>1.079160</td>
<td>0.179194</td>
<td>1.079160</td>
<td>1.149336</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>1.085399</td>
<td>0.0000000</td>
<td>1.085399</td>
<td>1.052478</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3</td>
<td>1.162848</td>
<td>0.128712</td>
<td>1.162848</td>
<td>1.140370</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4</td>
<td>1.275301</td>
<td>0.306557</td>
<td>1.275301</td>
<td>1.032793</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>1.584477</td>
<td>0.306557</td>
<td>1.584477</td>
<td>1.171567</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>2.301737</td>
<td>0.807104</td>
<td>2.301737</td>
<td>1.240641</td>
</tr>
<tr>
<td>0.2</td>
<td>0.7</td>
<td>5.184839</td>
<td>8.237227</td>
<td>5.184839</td>
<td>2.310625</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3</td>
<td>1.188673</td>
<td>0.0000000</td>
<td>1.188673</td>
<td>1.196336</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4</td>
<td>1.285167</td>
<td>0.273011</td>
<td>1.285167</td>
<td>1.232793</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
<td>1.565444</td>
<td>0.389841</td>
<td>1.565444</td>
<td>1.654242</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6</td>
<td>2.089726</td>
<td>0.239785</td>
<td>2.089726</td>
<td>1.172790</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
<td>1.323265</td>
<td>0.0000000</td>
<td>1.323265</td>
<td>1.473987</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5</td>
<td>1.569965</td>
<td>0.070903</td>
<td>1.569965</td>
<td>2.847974</td>
</tr>
</tbody>
</table>

Interchanging $q_1$ and $q_2$ leaves variances and absolute value of covariances unchanged, but changes sign of covariances.
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The computation of the elements $c_{ij}$ of the information matrix (multiplied by $\sigma^2/n$), as given by equations (3-7)–(3-9), and the inversion of this matrix to obtain the coefficients of $\sigma^2/n$ in the variance covariance matrix were performed on the IBM 1620 computer. The resulting coefficients of $\sigma^2/n$ in $\text{var}(\hat{\mu})$, $\text{cov}(\hat{\mu}, \hat{\sigma})$, $\text{var}(\hat{\sigma})$, $\text{var}(\hat{\sigma}^2)$ and $\text{var}(\hat{\sigma}|\mu)$ are given in Table 1 for all combinations of $q_1$ and $q_2$ which are integral multiples of 0-1 and which are such that $q_1 + q_2 < 1$, and $q_1 < q_2$. Only half of the table is given since interchanging the values for $q_1$ and $q_2$ would produce no change in the tabular values except that $\text{cov}(\hat{\mu}, \hat{\sigma})$ changes sign. Values are given to six decimal places. The results for single censoring from above (first ten lines of Table 1), when rounded to five decimal places, agree with those of Gupta, except for slight discrepancies in the case $q_1 = 0-0$, $q_2 = 0-9$.

4. Iterative Estimation Procedure

The likelihood equations (2-3) and (2-4) have explicit solutions only in the case of complete samples ($m = n$). For censored samples, however, iterative procedures have been developed for finding the joint maximum-likelihood estimators. These involve estimating the parameters, one at a time, in the cyclic order $\mu$, $\sigma$, omitting a parameter if it is assumed to be known. One starts by choosing initial estimate(s) for the unknown parameter(s). At each step, the rule of false position (iterative linear interpolation) is used to determine the value of the parameter then being estimated which satisfies the appropriate likelihood equation, in which the latest estimate (or known value) of the other parameter has been substituted. Iteration continues until the results of successive steps agree to within some assigned tolerance. Experience has shown that the rate of convergence is quite rapid if the initial estimates are reasonable and the amount of censoring is not excessive.

5. Monte Carlo Study of Maximum-Likelihood Estimators from Small Samples

There is no known analytic method of determining the variances and covariance of the joint distribution of the maximum-likelihood estimators $\hat{\mu}$ and $\hat{\sigma}$ from small samples. Furthermore, these estimators, while asymptotically unbiased, are known to be biased for small samples (except $\hat{\mu}$ when censoring is absent or symmetric), though analytic expressions for the bias are known only in the case of estimation from the complete sample ($m = n$). In order to obtain information about the small-sample properties of these estimators, a Monte Carlo study was performed on the IBM 7094 computer. For $n = 10$ and for $n = 20$, one thousand random samples of $n$ standard normal deviates were generated, and the $n$ deviates in each sample were arranged in order from smallest to largest. The iterative procedure described in §4 was used to compute the estimates $\hat{\mu}$ and $\hat{\sigma}$, also $\hat{\mu}|\sigma$ and $\hat{\sigma}|\mu$, from the $m$ order statistics remaining in each sample after proportions $q_1$ and $q_2$ had been censored from below and from above, respectively, where $q_1$ and $q_2$ were taken at intervals of 0-1, subject to the restrictions $q_1 \leq q_2$ and $m \geq 2$. The means, variances, and covariances of the estimates from 1000 samples of size $n = 10$ are given in Table 2, and similar results for $n = 20$ are given in Table 3. There is no loss of generality associated with the restriction $q_1 \leq q_2$, since interchanging $q_1$ and $q_2$ would produce no change in the expected tabular values except that of reversing the signs of the mean of $\hat{\mu}$ and the covariance of $\hat{\mu}$ and $\hat{\sigma}$. The rows of Table 2 (and likewise Table 3) are not statistically independent, since they are based on the same samples (with different proportions censored).
Table 2. Means, variances, and covariances of maximum-likelihood estimates of mean and standard deviation of standard normal population ($\mu = 0$, $\sigma = 1$) from 1000 samples of size $n = 10$ with proportions $q_1$ censored from below and $q_2$ from above

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$\mu(\hat{\mu})$</th>
<th>$\sigma(\hat{\mu})$</th>
<th>$V(\hat{\mu})$</th>
<th>$V(\hat{\sigma})$</th>
<th>$V(\hat{\mu}, \hat{\sigma})$</th>
<th>$V(\hat{\mu}, \sigma)$</th>
<th>$V(\hat{\sigma}, \mu)$</th>
<th>$V(\hat{\sigma})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.041</td>
<td>0.044</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0</td>
<td>0.040</td>
<td>0.046</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0</td>
<td>0.039</td>
<td>0.049</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0</td>
<td>0.038</td>
<td>0.052</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0</td>
<td>0.037</td>
<td>0.055</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
</tbody>
</table>

Table 3. Means, variances, and covariances of maximum-likelihood estimates of mean and standard deviation of standard normal population ($\mu = 0$, $\sigma = 1$) from 1000 samples of size $n = 30$ with proportions $q_1$ censored from below and $q_2$ from above

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$\mu(\hat{\mu})$</th>
<th>$\sigma(\hat{\mu})$</th>
<th>$V(\hat{\mu})$</th>
<th>$V(\hat{\sigma})$</th>
<th>$V(\hat{\mu}, \hat{\sigma})$</th>
<th>$V(\hat{\mu}, \sigma)$</th>
<th>$V(\hat{\sigma}, \mu)$</th>
<th>$V(\hat{\sigma})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.041</td>
<td>0.044</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0</td>
<td>0.040</td>
<td>0.046</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0</td>
<td>0.039</td>
<td>0.049</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0</td>
<td>0.038</td>
<td>0.052</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0</td>
<td>0.037</td>
<td>0.055</td>
<td>0.016</td>
<td>0.009</td>
<td>0.018</td>
<td>0.038</td>
<td>0.019</td>
<td>0.023</td>
</tr>
</tbody>
</table>

$\mu(\hat{\mu})$ = mean value of M.L.E. $\hat{\mu}$ (true unknown);
$V(\hat{\mu})$ = variance of M.L.E. $\hat{\mu}$ (true unknown);
$\mu(\hat{\sigma})$ = mean value of M.L.E. $\hat{\sigma}$ (true unknown);
$V(\hat{\sigma})$ = variance of M.L.E. $\hat{\sigma}$ (true unknown);
$V(\hat{\mu}, \hat{\sigma})$ = mean value of M.L.E. $\hat{\mu}$ and $\hat{\sigma}$;
$V(\hat{\mu}, \sigma)$ = variance of M.L.E. $\hat{\mu}$ and $\hat{\sigma}$;
Table 4. Comparison of measures of precision of best linear unbiased estimators (blue) and maximum-likelihood estimators (M.L.E) of parameters of normal population from samples of size \(n = 10\) with proportions \(q_i\) censored from below and \(q_i\) from above.

<table>
<thead>
<tr>
<th>(q_i)</th>
<th>(q_i)</th>
<th>(V(\hat{\mu})) ((S^2))</th>
<th>(M.S.E.)</th>
<th>(\text{AV}(\hat{\mu})) ((S^2))</th>
<th>(M.S.E.)</th>
<th>(\text{AV}(\hat{\sigma^2})) ((S^2))</th>
<th>(M.S.E.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
</tr>
</tbody>
</table>

Table 5. Comparison of measures of precision of best linear unbiased estimators (blue) and maximum-likelihood estimators (M.L.E) of parameters of normal population from samples of size \(n = 20\) with proportions \(q_i\) censored from below and \(q_i\) from above.

<table>
<thead>
<tr>
<th>(q_i)</th>
<th>(q_i)</th>
<th>(V(\hat{\mu})) ((S^2))</th>
<th>(M.S.E.)</th>
<th>(\text{AV}(\hat{\mu})) ((S^2))</th>
<th>(M.S.E.)</th>
<th>(\text{AV}(\hat{\sigma^2})) ((S^2))</th>
<th>(M.S.E.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
<td>0.007 0.007</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
<td>0.009 0.009</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
<td>0.011 0.011</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
<td>0.013 0.013</td>
</tr>
</tbody>
</table>

\(V(\hat{\mu})\) = Exact Variance of blue \(\hat{\mu}\);
\(\text{M.S.E.}(\hat{\mu}) = \) Mean square error of \(\hat{\mu}\) if \(n\) times samples (unknown);
\(\text{AV}(\hat{\mu}) = \) Variance of \(\hat{\mu}\) if \(\mu\) given by asymptotic formula (unknown);
\(\text{AV}(\hat{\sigma^2}) = \) Variance of \(\hat{\sigma^2}\) if \(\hat{\mu}\) given by asymptotic formula (unknown);
\(\text{AV}(\hat{\mu}) = \) Exact variance of blue \(\hat{\mu}\);
\(\text{M.S.E.}(\hat{\mu}) = \) Mean square error of \(\hat{\mu}\) if \(n\) times samples (unknown);
\(\text{AV}(\hat{\sigma^2}) = \) Variance of \(\hat{\sigma^2}\) given by asymptotic formula (unknown).

\(\text{M.S.E} = \) Mean square error; \(\text{AV} = \) variance; \(\hat{\mu} = \) estimate of \(\mu\); \(\hat{\sigma^2} = \) estimate of \(\sigma^2\).
The following tentative conclusions may be drawn from Tables 2 and 3: (1) When \( q_1 < q_2 \), the estimates \( \hat{\mu} \) and \( \hat{\sigma} \) are negatively biased. (By symmetry, these estimates are positively biased when \( q_2 > q_1 \) and unbiased when \( q_1 = q_2 \).) (2) The estimates \( \hat{\sigma} \) and \( \hat{\sigma} | \mu \) are negatively biased regardless of the relative magnitude of \( q_1 \) and \( q_2 \). (3) The bias in estimating either parameter is much smaller when the other parameter is known than it is when both parameters are being estimated simultaneously. (4) The bias of \( \hat{\sigma} \) (\( \mu \) unknown) is approximately equal to \(-1/m\).

It would be desirable to compare the variances of \( \mu \) and \( \sigma \) from samples of sizes 10 and 20 with the values which one would obtain by substituting \( n = 10 \) and \( n = 20 \) in the asymptotic values given in Table 1, as well as with the variances of the best linear unbiased estimators \( \mu^* \) and \( \sigma^* \). Direct comparison of variances of estimators is appropriate, however, only when all the estimators are unbiased. In order to compensate for the bias in the maximum-likelihood estimators, the mean square errors of \( \hat{\mu} \), \( \hat{\sigma} \), \( \hat{\sigma} | \mu \), and \( \hat{\sigma} | \mu \) were computed. These were compared with the variances of the best linear unbiased estimators given by Sarhan & Greenberg (1962, Table 10 C 2) and with the variances of the maximum-likelihood estimators given by the asymptotic formula, which were obtained by dividing by \( n \) the values given in Table 1. The results are shown in Tables 4 and 5 from which the following tentative conclusions may be drawn: (1) The precision of the maximum-likelihood estimator \( \hat{\mu} \), when proper allowance is made for bias, closely approximates that predicted by the asymptotic formula for the variance of \( \hat{\mu} \), even for \( m \) as small as 2, except in cases of strongly asymmetric censoring. (2) The precision of the maximum-likelihood estimator \( \hat{\sigma} \), when proper allowance is made for bias, closely approximates that predicted by the asymptotic formula for the variance of \( \hat{\sigma} \), except when \( m \) is quite small and/or censoring is strongly asymmetric. (3) Maximum-likelihood estimators tend to be somewhat more precise than best linear unbiased estimators. The difference is greatest for estimates of \( \mu \) in cases of strongly asymmetric censoring and for estimates of \( \sigma \) when \( m \) is small and/or censoring is strongly asymmetric.

Approximate corrections for the bias of the maximum-likelihood estimators \( \hat{\mu} \), \( \hat{\sigma} \), \( \hat{\sigma} | \mu \), and \( \hat{\sigma} | \mu \) for \( n = 10 \) and \( n = 20 \) can be made by use of the means found in the Monte Carlo study and recorded in Tables 2 and 3.

The authors are indebted to the referee for suggesting a number of improvements in the original draft of this paper.
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