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Introduction

The mathematical concept of a mechanical system as a system of mass-points whose behavior is determined by elementary laws of motion has a venerable history. The classical formulation of this concept first appeared in the work of Kepler, Galileo, and Newton, and has engaged the attention of nearly every major mathematician since [2]. By 1900 a formidable body of literature, stretching over some three centuries, bore witness to the intensity of the effort invested in the development of this concept. At that time it was quite generally felt that the foundations were so securely established, both theoretically and experimentally, that all that remained to do was to refine the existing experimental techniques and calculating procedures to bring them into ever closer agreement.

Subsequent refinements in techniques and procedures, however, disclosed discrepancies between theory and experiment in both the macrocosmic and the microcosmic world. These discrepancies could be resolved in the one case by rewriting the laws of motion, but could be resolved in the other only by reconstructing the foundations of the theory. The first part of our century has seen the advent of a quantum formulation of the concept of a mechanical system, whose principal features are by now a matter of general agreement, and whose claim to its throne is as well established within its realm as is that of the classical formulation.

The two formulations of the concept of a mechanical system are quite distinct, and neither of them includes the other. Nevertheless, as one passes from the macrocosmic to the microcosmic world, one passes from one to the other via a form of correspondence principle, which holds that all the relevant elements of structure in the old formulation find corresponding elements in the new. In modern textbooks devoted to these subjects, the correspondence principle is embodied in a single phrase, viz., “replace Poisson brackets with commutator brackets throughout” [19].

To a mathematician this principle suggests immediately that there must be an abstract formulation of the concept of a mechanical system which contains both of the accepted formulations as special cases. The description of such a structure would clarify the relations between the two and illuminate the role of the correspondence principle in passing from one to the other.

It is the purpose of this paper to provide such an abstract formulation and to derive its most elementary properties. In sections 1 and 2 we review the common features of classical and quantum mechanics which are relevant to this purpose. In section 3 we set forth an abstract formulation of these common features in terms of a system of axioms. Section 4 is devoted to a discussion of the axioms, with a
review of possible alternatives. In section 5 we show that the structure described in section 3 always admits a representation in terms of operators on a suitably constructed Hilbert space, and that the Heisenberg uncertainty relations are obtained in consequence. In section 6 we verify that the structure of both classical and quantum mechanics satisfy our axioms. We then go on to show that any other form of mechanics which satisfies our axioms must be reducible either to classical mechanics, or to quantum mechanics, or to a suitable combination of the two; no essentially different structures are possible within this framework.

In section 7 we classify all the representations of the abstract structure in terms of operators on Hilbert spaces, assuming that the associated kinetic energy operator is well behaved in a suitable sense. We show that every such representation must be a direct sum of those commonly adopted for the classical and quantum mechanical structures.

In section 8 we present certain extensions of the structure, and prepare the ground for section 9.

In section 9 we describe briefly the dynamical behavior of the theory. Here we show that every infinitesimal canonical motion of the structure is determined by an appropriate generating function through the canonical bracket operation, and that this generating function may be obtained from an appropriate variational problem. In this way we are able to extend to our abstract mechanics, at least in principle, most of the dynamical properties commonly shared by both classical and quantum mechanics. In sections 10 and 11 we discuss briefly statistical aspects and the problem of constraints in the theory.

The study of the foundations of mechanics has not been neglected in recent literature. From our point of view the best presentation of the structure of classical mechanics is the treatise of Whittaker [25], while its counterpart for quantum mechanics is that of von Neumann [16]. Various reformulations of the structure of quantum mechanics are to be found in the book of Weyl [24] and the papers of Jordan, von Neumann, and Wigner [8], and Segal [20], and Mackey [14]. A formulation which also includes the structure of classical mechanics but which differs considerably from ours appears in the recent papers of Jordan and Sudarshan [9, 25, 27, 30]. The work most nearly akin to ours is a paper on the formulation of quantum field theory by Wightman [23], which provided the nucleus for our development.

It is a pleasure to record here our debt to George Mackey and Irving Segal for their numerous comments and suggestions.
1. Classical Mechanics

We give here a brief description of the structure of classical mechanics in order to emphasize those features which admit an abstract formulation. Only the simplest properties of the simplest types of systems will be considered. We shall not pretend to include within these few pages the whole content of this formidable subject.

We shall assume that we have a system of mass-points, finite in number, whose behavior is determined by the forces acting upon them according to the laws of classical mechanics. At any instant in time, the state of the system is completely determined by a knowledge of the canonical coordinates, and all quantities of physical interest may, at least in principle, be expressed in terms of these coordinates.

Thus, in order to determine the state of the system at any instant in time, it suffices to determine the values of the canonical coordinates. This amounts to effecting a measuring process. If the measuring process is ideal, in the sense that no uncertainties, ambiguities, or errors are introduced into the values of the coordinates, then the measurement assigns a precise value to each coordinate, and in this way determines the state of the system.

No known measuring process, however, is completely free from uncertainties. No known measuring process can guarantee an accuracy beyond a few significant figures, even in the classical domain, and it seems likely that none ever will. This is perhaps an expression of the limitations of man’s capability to know nature. In any case it is desirable to include the effects of uncertain measuring processes in our description of classical mechanics.

An uncertain measuring process will assign, not a single value, but a distribution of values to each of the canonical coordinates of the system. We can interpret this statement in the sense of probability, saying that the measurement of the system in a given state will assign a given value or range of values to each coordinate with a prescribed probability; or in the sense of frequency, saying that repeated measurements of the system in the same given state will assign a given range of values to each coordinate a prescribed fraction of the time. An engineer might say that the measuring process is corrupted with noise. In any case we can incorporate the effects of the uncertainties of the measuring process by agreeing that the measuring process assigns to each canonical coordinate a probability distribution taken over all admissible values.

These considerations lead us to the following arrangement. Let \( x_1, \ldots, x_{2n} \) denote the canonical coordinates, even in number, of the system, and \( E_{2n} \) the Euclidean space of admissible \( 2n \)-tuples of values for the coordinates. A measuring process will determine a probability distribution, or measure, \( \mu \), on \( E_{2n} \).
which determines the state of the system in the sense described above. The
average, or expected, value of the $i$th coordinated, as determined by the measuring
process, is just $m_i = \int_{E_{2n}} x_i \, d\mu$, while the variance from this average value is just
$\sigma_i^2 = \int_{E_{2n}} (x_i - m_i)^2 \, d\mu$. Moreover, the average value of any quantity of physical in-
terest, whose expression in terms of the canonical coordinates is given by
$f = f(x_1, \ldots, x_{2n})$, is just $\int_{E_{2n}} f \, d\mu$. In this way the knowledge of $\mu$ determines the
state of the system.

The entire framework of classical mechanics can be constructed along these
lines. But for our purposes it is more convenient to transcribe these results into
different form. We first recall that every (suitably restricted) measure on $E_{2n}$ is
completely determined by the values of its joint moments. More precisely, if we de-
define, for each $n$-tuple $(k_1, k_2, \ldots, k_{2n})$ of integers, the joint moment
$m(k_1, k_2, \ldots, k_{2n})$ of $\mu$ via
\begin{equation}
(1.1) \quad m(k_1, k_2, \ldots, k_{2n}) = \int_{E_{2n}} x_1^{k_1} x_2^{k_2} \cdots x_{2n}^{k_{2n}} \, d\mu
\end{equation}
and if these moments are all finite and not too badly unbounded, then they com-
pletely determine the measure $\mu$ [21]. This means that a knowledge of the joint
moments determines the state of the system.

To rephrase it again, we define for every polynomial $f(x_1, \ldots, x_{2n})$ in the
$x_i$ the average value
\begin{equation}
(1.2) \quad \omega(f) = \int_{E_{2n}} f \, d\mu,
\end{equation}
and record the following properties:
\begin{equation}
(1.3) \quad (1) \quad \omega(1) = 1,
(2) \quad \omega(af + \beta g) = a\omega(f) + \beta \omega(g),
(3) \quad \omega(f^*f) \geq 0.
\end{equation}
Here $a$ and $\beta$ are any complex scalars, and $f^*$ is the complex conjugate of
$f$. Thus the average value operation $\omega$ is a positive linear functional on the algebra of all polynomials with complex coefficients in the $x_i$. If $\omega$ is finite on all polynomials and not too badly unbounded, it completely determines $\mu$, and hence the state of the system.

2. Quantum Mechanics

We now turn to the structure of quantum mechanics, again emphasizing those features which admit an abstract formulation.

Again we assume that we have a system of mass-points, finite in number,
whose behavior in time is determined by the forces acting upon them according
now to the laws of quantum mechanics. At any instant in time the state of the sys-
tem is completely determined by a knowledge of the canonical coordinates, and all
quantities of physical interest may, in principle, be expressed in terms of these coordinates. In order to determine the state of the system at any time, it suffices to determine the values of the canonical coordinates by means of a suitable measuring process.

The measuring processes of quantum mechanics, like their classical counterparts, introduce uncertainties in the values which they assign to the canonical coordinates. But the uncertainties of quantum measurements, unlike those of classical measurements, are constrained by the uncertainty relations of Heisenberg. These relations require, roughly speaking, that the variance in the value of any coordinate, multiplied by the variance in the value of its conjugate coordinate, must always exceed a prescribed lower bound.

From our point of view, these relations are best thought of as a property of the measuring processes of quantum mechanics. We shall not attempt here to explain them in physical terms. Rather we shall accept them as a fundamental property of quantum mechanics, and proceed to show that all the usual results of quantum mechanics are consequences.

The requirements of the Heisenberg uncertainty relations lead us to the following arrangement: Let $x_1, \ldots, x_{2n}$ denote the canonical coordinates of the system, now considered as noncommuting variables, and let $\mathcal{H}$ be a Hilbert space upon which the $x_i$ are represented as noncommuting operators. A measuring process will determine a vector $z$ in $\mathcal{H}$, such that the average, or expected, value of the $i$th coordinate, as determined from the measuring process, is just $m_i = (x_i z, z)$, while the variance from this average value is just $\sigma_i^2 = ((x_i - m_i)^2 z, z)$. In this way the knowledge of $z$ determines the state of the system.

The entire framework of quantum mechanics can now be constructed along these lines. But for our purposes it is again more convenient to transcribe these results into functional form. To do so, we need an analogue of the classical result that a probability distribution $\mu$ on $\mathbb{E}_{2n}$ is determined by its joint moments. Thus we need to know that a vector $v$ in the Hilbert space $\mathcal{H}$ is determined by its "joint moments". Under suitable restrictions this is in fact the case, as we shall show below. Thus we may now define for each polynomial $f$ in the coordinates $x_i$ with complex coefficients the average value $\omega(f)$

\begin{equation}
\omega(f) = (fv, v)
\end{equation}

and record the following properties:

\begin{align*}
(2.2) \quad & (1) \quad \omega(1) = 1, \\
& (2) \quad \omega(af + bg) = a\omega(f) + b\omega(g), \\
& (3) \quad \omega(f^*f) \geq 0.
\end{align*}
Here $\alpha$ and $\beta$ are any complex scalars, and $f^*$ is the operator adjoint to $f$ on $\mathcal{H}$. In this way we are lead again to a positive linear functional $\omega$ on the algebra of all polynomials with complex coefficients in the canonical coordinates $x_i$. Moreover, if $\omega$ is finite on all polynomials and not too badly unbounded, then it completely determines $\mathcal{H}$ and $z$, and hence the state of the system (cf. section 7).

3. Abstract Mechanics

The preceding sections have shown that in both classical and quantum mechanics each state of a mechanical system is determined by a distribution of admissible values assigned to the canonical coordinates of the system, and that this distribution is in turn determined by its "joint moments". We now proceed from this observation to construct the framework of an abstract form of mechanics.

Once again we assume that we have a system of mass-points, finite in number, whose behavior in time is determined by the forces acting upon them according to an appropriate generalization of the laws of classical and quantum mechanics. At any instant in time the state of the system is completely determined by a knowledge of the canonical coordinates, and the knowledge of these coordinates is determined by means of a suitable measuring process. The measuring process in fact assigns to each of the canonical coordinates a distribution of possible values, and the properties of this distribution are determined by its "joint moments".

With this description in mind, we denote by $x_1, \ldots, x_{2n}$ the canonical coordinates of the system, even in number; and we consider the set $A$ of all polynomials $f(x_1, \ldots, x_{2n})$ with these coordinates as generators. We shall not assume that the generators commute in these polynomials, so that the order of the factors is an essential part of each polynomial. The elements of $A$ may be added and multiplied together according to the usual rules for polynomials in noncommutative variables, and with these definitions $A$ forms a noncommutative algebra over the complex scalars, with unit element $f \equiv 1$.

The structure of any such algebra may be completely described in terms of the polynomial relations satisfied by its generators. Rather than specify these relations among the generators directly, however, we shall require instead that the algebra satisfy two additional conditions, necessary for our purpose, from which the structural relations may then be derived.

The first of the conditions we shall require is that $A$ admit a conjugation operation, denoted by $*$, which assigns to each polynomial $f$ in $A$ a conjugate polynomial $f^*$ in $A$. Roughly speaking, the conjugation operation reverses the order of the multiplication and complex-conjugates the coefficients. More precisely, it must have the following properties:
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(3.1) \[(af + \beta g)^* = \overline{af}^* + \overline{\beta g}^*,\]

(3.2) \[(fg)^* = g^* f^* ,\]

(3.3) \[(f^*)^* = f.\]

These properties determine the conjugation operation uniquely in terms of its action on the canonical generators. For them we stipulate

(3.4) \[x_i^* = x_i.\]

With respect to this conjugation operation we shall say that a polynomial \(f\) is Hermitian if \(f = f^*\), and positive if \(f = \Sigma g_i^* g_i\) for suitable polynomials \(g_i\) in \(A\). We denote the set of Hermitian polynomials by \(H\), and the set of positive polynomials by \(P\). We note that \(H\) forms a linear space over the real scalars, and that \(P\) forms a cone in this space. Every polynomial \(f\) in \(A\) is a linear combination of polynomials in \(H\); in fact \(f = (f + f^*)/2 + i(f - f^*)/2i\). Moreover, every polynomial \(f\) in \(H\) is a linear combination of polynomials in \(P\); in fact, \(f = (f + 1)^2/4 - (f - 1)^2/4\). Thus the linear combinations of positive polynomials span the algebra \(A\).

The second of the conditions we shall require of our algebra \(A\) is that it admit a bracket operation, denoted by \(\{,\}\), which assigns to each pair of polynomials \(f, g\) in \(A\) a third polynomial \(h = \{f, g\}\) in \(A\). This operation is to form the natural generalization of both the Poisson bracket of classical mechanics and the commutator bracket of quantum mechanics. In particular, it must have the following properties:

(3.5) \[(af + \beta g, h) = a\{f, h\} + \beta \{g, h\},\]

(3.6) \[\{fg, h\} = \{f, h\}g + f\{g, h\},\]

(3.7) \[\{f, g\} + \{g, f\} = 0.\]

These properties imply that the bracket operation must be bilinear and skew-symmetric. Moreover, they determine the bracket operation uniquely in terms of its action on the canonical generators. For them we require

(3.8) \[\{x_i, x_j\} = \lambda_{ij}1\]

where the \(\lambda_{ij}\) are real scalars.

We now stipulate that the real skew-symmetric matrix \(\lambda_{ij}\), which completes the definition of the bracket operation, be nondegenerate. It is known [24] that this requires that the number of canonical generators be even, and that in this case a new set of generators \(x'_1, \ldots, x'_{2n}\) may be chosen for \(A\) such that

(3.9) \[\{x'_i, x'_j\} = \lambda'_{ij}1\]

where
We shall find it convenient to denote this new basis by \( p_1, \ldots, p_n, q_1, \ldots, q_n \) 
\((i = 1, \ldots, n)\), with

\[
(3.11) 
\]

\[
P_i = x_i^p, \quad q_i = x_i^q + i
\]

As we have already indicated, the imposition of these two conditions upon the algebra \( A \) forces a particular form upon its structure. Not every polynomial algebra in \( 2n \) generators admits a consistent combination of the conjugation and bracket operations. The determination of those algebras which do so is the business of section 6.

We now turn to the problem of assigning probability distributions to the canonical coordinates of our system. We have learned from sections 1 and 2 that in both classical and quantum mechanics these distributions may be defined in terms of their "joint moments", i.e., in terms of certain linear functionals on the polynomial algebra generated by the canonical coordinates. Hence in order to assign probability distributions to the canonical coordinates of our abstract mechanics, we shall consider \( A \) as the moment algebra generated by these coordinates, and consider the positive linear functionals on \( A \) as moment sequences.

A linear functional \( \phi \) on \( A \) is a functional which assigns to each polynomial \( f \) in \( A \) a complex scalar \( \phi(f) \), such that

\[
(3.12) 
\]

We shall say that \( \phi \) is Hermitian if

\[
(3.13) 
\]

that \( \phi \) is positive if

\[
(3.14) 
\]

and that \( \phi \) is normalized if

\[
(3.15) 
\]

We denote by \( A' \) the set of linear functionals on \( A \), by \( H' \) the Hermitian functionals, by \( P' \) the positive functionals, and by \( \Omega \) the normalized positive functionals. The conjugation operation \( * \) on \( A \) induces a conjugation operation, also denoted by \( * \), on \( A' \), via the relation

\[
(3.16) 
\]

In particular, if \( \phi \) is Hermitian, then \( \phi^* = \phi \). Every linear functional \( \phi \) in \( A' \) is a linear combination of Hermitian functionals; in fact, \( \phi = (\phi + \phi^*)/2 + i(\phi - \phi^*)/2i \).

It is apparently not known whether every Hermitian functional is a difference of positive functionals, and we shall not assume so in the development presented here.
We now have at hand all of the elements of structure necessary for our formulation of abstract mechanics. We proceed to describe this formulation as an *axiom system*, consisting of the following components:

1. A set \((x_1, \ldots, x_n)\) of possibly noncommuting variables (the canonical coordinates of the system).
2. The algebra \(A\) of all polynomials in these variables (the moment algebra of the system).
3. The conjugation \(*\) and bracket \(\{\ ,\ \}\) operations on this algebra.
4. The set \(\Omega\) of normalized positive linear functions on this algebra (the state space of the system).

These components are to satisfy the axioms necessary for their various definitions, and nothing more.

We have completed our formulation of abstract mechanics. We shall devote the rest of this paper to an investigation of its consequences.

4. Discussion

In this section we shall examine critically the individual components of our formulation of mechanics and attempt to justify their structure on physical grounds. We shall also attempt to compare our formulation with those others in the literature which are known to us, and to review possible alternatives. Our conclusions here are necessarily tenuous, since they are based, on the one hand, on an imperfect understanding of nature, and on the other, on an imperfect understanding of man.

In the first place, we observe that the individual components of our formulation are few and simple; that each has a well-understood mathematical structure which requires no elaborate elucidation, and that each is essential to the whole. Yet together they are sufficient to embody the entire framework of both classical and quantum mechanics, at least in their statistical aspects, without any further hypothesis. The fact that both classical and quantum mechanics do appear as special cases follows directly from the discussion of sections 1 and 2 and requires no additional argument here.

Next we assert that these two special cases are essentially the only ones: any other mechanical system which admits a description in our formulation is necessarily a suitable combination of these two. Our assertion follows directly from the results of section 6. It implies that our formulation of mechanics essentially *characterizes* the two universally recognized forms of mechanics and admits no others.

Turning now to the individual components of our formulation, we observe that the search for a common description of classical and quantum mechanics led us to
the introduction of the canonical variables and their joint moments. The canonical variables, labeling the states of the system, seem to be inherent in any description of a mechanical system and admit a direct physical interpretation as the coordinates of the system.

The polynomial algebra generated by these variables, on the other hand, is not so easily interpreted. What physical meaning is to be attached to an arbitrary polynomial in the canonical variables? We have taken the position that these polynomials represent linear combinations of the joint moments of the canonical variables, and hence that their interpretation is to be primarily a statistical one.

In order to develop this train of thought a little, let us introduce a new operation, \( v^2 : A \to A \), into \( A \): To each polynomial \( f \) in \( A \) we assign a new polynomial \( v^2(f) \) defined by

\[
(4.1) \quad v^2(f) = \lambda f^* f.
\]

Then \( v^2 \) satisfies the following consistency relations:

\[
(4.2) \quad v^2(\lambda f) = |\lambda|^2 v^2(f),
\]

\[
(4.3) \quad v^2(f + g) + v^2(f - g) = 2(v^2(f) + v^2(g)),
\]

\[
(4.4) \quad v^2(v^2(m)f + v^2(n)f) = v^2(2m)f + 2v^2(m+n)f + v^2(2n)f
\]

where \( v^2(m)(f) \) denotes the \( m \)-fold iterate of \( f \), with \( v^2(0)(f) = 1 \).

Now \( v^2 \) readily admits a physical interpretation: If \( f \) is any Hermitian polynomial in \( A \) and \( \omega \) any positive linear functional on \( A \), then \( \omega(f) \) is the average value assigned to \( f \) by the measuring process when the system is in the state associated with \( \omega \), and \( \omega(v^2(f) - \omega(f)) \) is its variance. For this reason we shall speak of \( v^2 \) as the variance operator on \( A \).

In order to determine the statistical distributions assigned to the canonical variables, we shall certainly need to know variances as well as averages. This means that we shall need to know the averages of all polynomials obtainable from the canonical variables by repeated application of the operations of addition, scalar multiplication, and variance.

But the least subset of \( A \) which contains the canonical variables and is closed under these operations is \( A \) itself. In fact, if \( f \) and \( g \) are in this subset, then so is \( f* g \), since

\[
(4.5) \quad 4f* g = v^2(f + g) - v^2(f - g) - iv^2(f + ig) + iv^2(f - ig).
\]

In particular, if \( f \) is in this subset, so is \( f^* \) (put \( g = 1 \)) and so is \( fg \) (replace \( f \) by \( f^* \)). It follows that all the polynomials of \( A \) are in this subset, as asserted.

It is possible to define the algebra \( A \) as the least complex linear space containing the canonical variables and admitting a variance operator satisfying the
relations (4.1)–(4.4). It can then be shown that \( A \) becomes an associative algebra with multiplication and conjugation defined by (4.5). We have chosen a simpler course, and shall not pursue this development here.

A similar objection can be leveled against the conjugation operation, that it has no direct physical interpretation. But we can answer in the same way, that the conjugation operation is necessary in the consistent determination of variances, as shown by the fact that it may be derived from the variance operator via (4.5).

A similar objection can be leveled against the use of the complex numbers as the scalar field. Multiplication by real numbers can be interpreted in terms of changes of scale, but non-real numbers present a special problem. What is the significance of a multiplication by \( \sqrt{-1} \)? Again we can answer in the same way, by saying that a consistent determination of variances in general requires the use of an algebraically closed scalar field. This is not true in the special case of classical mechanics, where real scalars are sufficient, but it is true in the special case of quantum mechanics, where the commutation relations of the canonical variables involve \( \sqrt{-1} \) directly. Attempts to formulate quantum mechanics over the field of real numbers alone have not heretofore been completely successful. The difficulty seems to be that the conjugation operation, already shown to be essential, must act nontrivially on the algebra if the canonical variables do not commute, since it reverses the order of multiplication. In particular, if \( p \) and \( q \) are canonical variables with \( pq - qp = \lambda I \), then the properties of the conjugation operation require that \( \lambda \) be purely imaginary. This conclusion seems unavoidable.

We turn now to the bracket operation. The bracket operation is the agency through which the development in time of the system is to be expressed. We know that in both classical and quantum mechanics the equations of motion of the system can be completely described in terms of the associated bracket operation. Moreover, these two bracket operations are closely related through the correspondence principle. We have set out to develop a framework which contains both of these operations as special cases, and have therefore included a bracket operation in our formulation.

The properties we have required of our bracket operation are common to both special cases, and are based on the following considerations: We assume that the system admits a complete set of infinitesimal motions of the form \( f \to f + \delta f \), each of which is determined by the canonical coordinates \( x_i \) and a prescribed generating function \( h \) in \( A \), according to a relation of the form

\[
\delta f = F(h, f).
\]

We assume that this relation is linear in \( h \),

\[
F(\alpha h + \beta k, f) = \alpha F(h, f) + \beta F(k, f),
\]
and that \( h \) is a constant of the motion,

\[
F(h, h) = 0.
\] (4.8)

From the properties of infinitesimal motions we conclude that

\[
F(h, \alpha f + \beta g) = \alpha F(h, f) + \beta F(h, g)
\] (4.9)

and that

\[
F(h, fg) = F(h, f)g + fF(h, g).
\] (4.10)

It follows that \( F(h, f) \) is bilinear and skew-symmetric on \( A \times A \), and is completely determined in terms of its action on the canonical variables.

For these values we specify that if \( h = x_i \), then the resulting motion is an infinitesimal translation:

\[
\delta x_i = F(x_i, x_j) = \lambda_{ij} 1
\] (4.11)

with \( \lambda_{ij} \) a skew-symmetric matrix of real numbers. If all translations are to be admissible as motions, then it follows that the matrix \( \lambda_{ij} \) must be nondegenerate.

These properties suffice to identify \( F \) with the bracket operation. Thus we see that the properties of the bracket operation are necessary if the system is to admit a complete set of infinitesimal motions. In section 9 we shall see that these properties are also sufficient.

The same general considerations which gave rise to the moment algebra of all polynomials in the canonical variables have led us to introduce the state space of all positive linear functionals on this algebra. These functionals are best interpreted as assigning expectation values to the moments of the canonical variables, and their properties are all immediate consequences of this role.

One might ask here whether every positive linear functional on the moment algebra can in principle be realized as a state of the system. In order to answer this question, let us consider the set \( S \) of all functionals which can be so realized, and try to determine the structure of \( S \). We expect that \( S \) must have at least the following properties:

(i) \( \phi, \eta \in S \iff \lambda \phi + (1 - \lambda) \eta \in S \), \( 0 < \lambda < 1 \),

(ii) \( \phi \in S \implies \sigma^* \phi \in S \) for all translations \( \sigma \) of \( A \),

(iii) \( \omega_n \in S \) and \( \omega_n \to \omega \implies \omega \in S \).

The first of these is simply an expression of the strong superposition principle. The second says that \( S \) is invariant under all translations \( \sigma: x_i \to x_i + \lambda I \) of \( A \). The third says that \( S \) is closed under the taking of (weak) sequential limits.

Now it can be shown that in the two special cases of classical mechanics and quantum mechanics these properties suffice to ensure that \( S \) contain every positive linear functional on \( A \). In the general case this result is no longer true.
If we also require, however, that $A$ be simple, in the sense that it contains no two-sided ideals which are stable under the conjugation and bracket operations, then it will follow from the results of section 6 that $A$ is isomorphic with the moment algebra of either classical or quantum mechanics, and hence that $S$ must contain all the positive linear functionals on $A$.

We shall now attempt to compare our formulation of mechanics with some of the others which have appeared in the literature in recent years. We are concerned here only with those formulations which can be presented entirely in mathematical terms, and shall not undertake to examine questions of physics or philosophy.

The recognition that classical mechanics may be formulated in terms of functions of the canonical variables seems to be due to B. O. Koopman [12] who observed that the motion of the classical system is determined by the motion of the Hilbert space of all square-integrable functions on the phase space. This formulation has provided a starting point for much of the subsequent work on classical statistical mechanics, and has made it possible to compare classical and quantum mechanics on the same footing. As we shall see, this formulation is easily derived from ours under the additional assumption that all the canonical variables commute.

The most widely recognized and generally accepted formulation of quantum mechanics is due to von Neumann [16] who observed that the diverse descriptions of Heisenberg and Schrödinger of the motion of a quantum system could be recast in terms of the motion of the Hilbert space of all square-integrable functions on the configuration space. This formulation remains the basis of nearly all subsequent developments, in spite of intensive efforts to find a superior alternative. It, too, is easily derived from ours under the additional assumption that the canonical variables satisfy the familiar Heisenberg commutation relations.

Both of these formulations are usually presented in terms of Hilbert spaces. From our point of view the concept of a Hilbert space is too complicated and too far removed from human experience to serve as a fundamental component of any description of nature. For this reason we have replaced in our formulation the concept of a Hilbert space by that of a statistical distribution, whose properties seem to us more properly fundamental to a statistical theory, and more easily justifiable on physical grounds. The Hilbert space is still intrinsic in our formulation, but now appears as a mathematical construction derived from the fundamental components, rather than as a fundamental component in itself.

Another difference in point of view centers around the concept of observables. In von Neumann's formulation of quantum mechanics, as well as in its classical counterpart, every bounded Hermitian operator on the Hilbert space is taken as an observable entity, on the grounds that every such operator is a function of the canonical variables. From our point of view, only the joint moments—the polynomials—
in the canonical variables, together with certain preassigned functions—the generators of the infinitesimal motions—are necessarily observable, on the grounds that only these functions can be assigned a direct interpretation. All other functions are still intrinsic in our formulation, but do not appear as fundamental.

Several attempts have been made to find a description of quantum mechanics that does not involve the concept of Hilbert space from the outset. In particular, Jordan, Wigner, and von Neumann [8] have tried to base a description upon the Jordan algebra of bounded observable operators. This attempt was vitiated, however, by the discovery of the existence of exceptional Jordan algebras, which do not admit representations as operators on a Hilbert space. No systematic way of excluding the exceptional Jordan algebras from their description has yet been discovered.

Irving Segal [20] has restated their description in terms of $C^*$ algebras, and has developed an extensive and highly ingenious theory which illuminates the darker corners of von Neumann’s original description. But Segal’s work is open to the objection that the concept of a $C^*$ algebra is even more sophisticated and less familiar than that of a Hilbert space, and moreover excludes the canonical variables themselves from the domain of definition.

George Mackey [14] has devised an alternative formulation of quantum mechanics based on the lattice of all projection operators on the underlying Hilbert space. He has given persuasive arguments in support of his view that the projection lattice is a natural consequence of the physical specifications of quantum mechanics. Yet it seems to us here that the projection lattice is also a complicated structure, and does not characterize the essential features of quantum mechanics. Moreover, no way to exclude those lattices which cannot be represented by projections on a Hilbert space has yet been found.

T. F. Jordan and E. C. G. Sudarshan have recently presented a framework for both classical and quantum mechanics and discussed its various representations [9, 30]. This framework takes as its fundamental component the Lie algebra generated by functions of the canonical variables under the bracket operation. This Lie algebra, however, is infinite dimensional, and its structure has not been worked out. In particular, the authors have not ruled out the possibility of representations which have nothing to do with mechanics. Nevertheless, their formulation has several points in common with ours. (See also [25, 27].)

Finally, we mention that A. S. Wightman has given a description of quantum field theory in terms of the expectation values of the fields, and shown that the theory can be recovered from a knowledge of these expectation values [23]. This description can be rewritten for both the classical and quantum mechanics of particles, and provides an elegant approach to the statistical aspects of both.
Our formulation was first suggested by the work of Wightman, and owes much of its character to his ideas.

In summary, we assert that the formulation of mechanics presented here offers the advantages of simplicity, compactness, and relevance over previous formulations appearing in the literature. Moreover, it encompasses both classical and quantum mechanics, and characterizes them as essentially the only admissible systems. Its greatest strength, however, is at the same time its greatest weakness: Our formulation can account only for those features of either system which are common to both.

5. Preliminary Consequences

In this section we shall derive from the axiom system of section 3 the first consequences. We shall show first that each positive linear functional on $A$ assigns to each Hermitian polynomial in $A$ a distribution of possible values, which may be interpreted as the probability distribution of obtaining those values in a single measurement. We shall show next that each positive linear functional on $A$ determines a representation of $A$ as operators on a Hilbert space, such that the action of the functional on $A$ can be recovered from the structure of the Hilbert space. Finally we shall show that the uncertainty inherent in the joint distribution assigned to any pair of Hermitian polynomials by the functional is bounded below by the modulus of the expected value of their commutator. These results are all an integral part of the statistical aspects of both classical and quantum mechanics, and must be obtainable from the fundamental components of any formulation of mechanics which encompasses both.

**Theorem 5.1.** For each $\omega \in \Omega$ and Hermitian $f \in A$, there exists a probability measure $\mu$ on the real line $E_1$ such that

\begin{equation}
(5.1) \quad \omega(f^n) = \int_{E_1} \xi^n \, d\mu(\xi), \quad n = 0, 1, 2, \ldots.
\end{equation}

**Proof.** Let $P(\xi)$ be any polynomial with complex coefficients in the one variable $\xi$ on $E_1$, and assign to $P(\xi)$ the element $P(f)$ in $A$. Now observe that this assignment defines a homomorphism $\iota$ of the algebra $A(\xi)$ of all polynomials in $\xi$ on $E_1$ onto the subalgebra $A(f)$ of all polynomials in $f$ in $A$. The adjoint $\iota^*$ of this homomorphism maps the adjoint space of all linear functionals on $A(f)$ into the adjoint space of all linear functionals on $A(\xi)$ via the formula

\begin{equation}
(5.2) \quad (\iota^* \phi)(P) = \phi(\iota P).
\end{equation}

In particular, it assigns to $\omega$ a functional $\iota^* \omega$ which is positive on all polynomials of the form $Q^* Q$, since $(\iota^*\omega)(Q^* Q) = \omega(\iota(Q^* Q)) = \omega((\iota Q)^* (\iota Q)) \geq 0$. Now it is well known that any polynomial $P(\xi)$ which is positive for all values of $\xi$ can always be expressed in the form $Q^* Q$. It follows that if $P(\xi) \geq 0$ for all $\xi$,
then \((\mathbb{t}^* \omega)(P) \geq 0\).

Thus we are in the situation described by the celebrated Hamburger moment problem [21]. According to its solution, there exists a finite measure \(\mu\) on \(E\) such that
\[
(5.3) \quad (\mathbb{t}^* \omega)(P) = \int_{E_1} P(\xi) d\mu(\xi)
\]
for all polynomials \(P\) in \(A(\xi)\). If we take \(P(\xi) = \xi^n\) and use (5.2) we get (5.1).

In this way \(\omega\) assigns to each Hermitian \(f\) a probability distribution \(\mu\) of real numbers. This distribution has a simple interpretation: The probability that the value obtained for \(f\) in a single measurement will lie in a given interval is just the \(\mu\)-measure of that interval. In particular, if the \(\mu\)-measure of that interval is zero, then the probability of obtaining in a single measurement a value for \(f\) which lies in that interval is zero. Thus, if the measure \(\mu\) consists entirely of a sum of isolated point measures, then the values obtained for \(f\) in a single measurement must fall at one of the points determined by the point measures. This is a restatement of the conventional requirement, valid for both classical and quantum mechanics, that the values obtained from a single measurement be eigenvalues of the associated operator. In the present context it appears not as an eigenvalue problem but as a property of the statistics.

The measure \(\mu\) obtained from \(\omega\) in this way need not be unique, since in general the solution of the moment problem is not unique. A sufficient condition for uniqueness is given in the following corollary:

**Corollary 5.2.** The measure \(\mu\) associated with \(\omega\) in Theorem 5.1 is unique if \(\omega\) satisfies
\[
(5.4) \quad \sum_{n=0}^{\infty} \frac{\omega(f^{2n})}{(2n)!} < \infty.
\]

**Proof.** This follows from the usual sufficiency condition for uniqueness of the solution of the moment problem [21].

It is tempting to try to extend this result to obtain joint distributions for several commuting variables. The proof would proceed exactly as in Theorem 5.1 and lead to a moment problem in several dimensions. It is known, however, that a polynomial in several real-valued variables which is positive for all values of the variables is not necessarily expressible as a sum of polynomials of the form \(Q^*Q\) [1]. Thus \(\omega\) is not necessarily positive on such polynomials, and the conditions for the solution of the moment problem are not necessarily satisfied. By requiring a little more of \(\omega\), however, we can establish the desired extension of Theorem 5.1.

**Definition 5.3.** Let \(A(f_1, \ldots, f_k)\) be a subalgebra of \(A\) generated by the \(k\) commuting Hermitian elements \(f_1, \ldots, f_k\) of \(A\). Let \(\omega\) be a positive linear
functional on \( A \). Then \( \omega \) is strictly positive on \( A(f_1, \ldots, f_k) \) if \( \omega(P(f_1, \ldots, f_k)) \geq 0 \) for all polynomials \( P \) of \( k \) variables for which \( P(\xi_1, \ldots, \xi_k) \geq 0 \).

**Theorem 5.4.** Let \( \omega \in \Omega \) and \( f_1, \ldots, f_k \in A \) with \( f_i \) Hermitian and \( f_if_j = f_jf_i \) for all \( i, j = 1, \ldots, k \). If \( \omega \) is strictly positive on \( A(f_1, \ldots, f_k) \), then there exists a probability measure \( \mu \) on \( E_k \) such that

\[
\omega(P(f_1, \ldots, f_k)) = \int_{E_k} P(\xi_1, \ldots, \xi_k) d\mu(\xi_1, \ldots, \xi_k)
\]

for all polynomials \( P(f_1, \ldots, f_k) \) in \( A(f_1, \ldots, f_k) \).

**Corollary 5.5.** The measure \( \mu \) is unique if \( \omega \) satisfies the condition

\[
\sum_{n=0}^{\infty} \frac{\omega(h^2n)}{(2n)!} < \infty
\]

where \( h^2(f_1, \ldots, f_k) = f_1^2 + \cdots + f_k^2 \).

The proofs of these results are exact analogues of the proofs of Theorem 5.1 and its corollary, and will be omitted here.

Not every positive linear functional on \( A \) is necessarily strictly positive on \( A(f_1, \ldots, f_k) \) (see [26], p. 330). It is possible to show, however, that if \( \omega \) satisfies the condition (5.6), then it must be strictly positive on \( A(f_1, \ldots, f_k) \) [15]. This condition, while sufficient, is certainly not necessary, and the exact situation remains obscure.

If the \( k \) elements \( f_1, \ldots, f_k \) of \( A \) do not commute, then \( \omega \) can no longer be represented in the form (5.5). It is possible, however, to represent it in terms of the inner product on a certain Hilbert space. The next theorem makes this statement precise.

**Theorem 5.6.** Let \( \omega \in \Omega \) and \( f_1, \ldots, f_k \in A \), with \( f_i \) Hermitian. Then there exists a Hilbert space \( \mathcal{H} \) with a distinguished vector \( v \) and a representation \( \rho \) of \( A(f_1, \ldots, f_k) \) as an algebra of operators on \( \mathcal{H} \) with common dense domain, such that

\[
\omega(P(f_1, \ldots, f_k)) = \langle \rho(P(f_1, \ldots, f_k)v, v) \rangle
\]

for all polynomials \( P(f_1, \ldots, f_k) \) in \( A(f_1, \ldots, f_k) \).

For the proof of this theorem we need the following lemmas:

**Lemma 5.7.** For all \( \phi \in P' \) and all \( f, g \in A \),

\[
|\phi(f^*g)|^2 \leq \phi(f^*f)\phi(g^*g).
\]

**Proof.** This is just an unfamiliar form of the familiar Schwarz inequality. The proof runs as follows: For any scalars \( \alpha \) and \( \beta \) we have

\[
0 \leq \phi((\alpha f - \beta g)^* (\alpha f - \beta g)) = |\alpha|^2 \phi(f^*f) - \overline{\alpha}\beta \phi(f^*g) - \overline{\beta} \alpha \phi(g^*f) + |\beta|^2 \phi(g^*g).
\]
If we choose \( a = (\phi(g^* g)\phi(f^* g))^\frac{1}{2} \) and \( b = (\phi(f^* f)\phi(g^* f))^\frac{1}{2} \) then, using the fact that \( \phi \) is Hermitian, we find

\[
0 \leq (\phi(f^* f)\phi(g^* g))^\frac{1}{2} - (\phi(f^* g)\phi(g^* f))^\frac{1}{2}
\]

from which (5.8) follows.

**Lemma 5.8.** For all \( \phi \in P' \), \( \phi(1) = 0 \) implies \( \phi = 0 \).

**Proof.** For all \( f \in A \), we have \( 0 \leq |\phi(f)|^2 = |\phi(1^* f)|^2 \leq \phi(1^* 1)\phi(f^* f) = 0 \), which implies \( \phi(f) = 0 \).

**Lemma 5.9.** For any \( f \in P' \) let \( J = \{f: \phi(f^* f) = 0\} \). Then \( J \) is a left ideal in \( A \).

**Proof.** We must show that if \( f, g \in J \) and \( h \in A \), then \( hf, f + g, \) and \( hf \) lie in \( J \). That \( \lambda f \) lies in \( J \) is obvious. For \( f + g \), observe that \( (f + g)^*(f + g) + (f - g)^*(f - g) = 2(f^* f + g^* g) \), from which it follows that \( 0 \leq \phi((f + g)^*(f + g)) \leq 2(\phi(f^* f) + \phi(g^* g)) = 0 \).

Hence \( \phi((f + g)^*(f + g)) = 0 \), and \( f + g \) lies in \( J \). For \( hf \), consider the linear functional \( \theta \) on \( A \) defined by \( \theta(h) = \phi(f^* h f) \). Then \( \theta(h^* h) \geq 0 \), so \( \theta \in P' \), and \( \theta(1) = \phi(f^* f) = 0 \), since \( f \in J \), so \( \theta = 0 \) by Lemma 5.8. In particular, \( \phi((hf)^*(hf)) = \theta(h^* h) = 0 \), so \( hf \in J \), and the proof is complete.

**Proof of Theorem 5.6.** Let us denote by \( B \) the subalgebra \( A(f_1, \ldots, f_k) \).

Given \( \omega \in \Omega \), we put \( J = \{f \in B: \omega(f^* f) = 0\} \) and form the space \( \overline{B} = B/J \) of residue classes of \( B \) modulo \( J \). We define on \( \overline{B} \) an inner product \((\cdot, \cdot) : \overline{B} \times \overline{B} \to C \) via

\[
(\overline{f}, \overline{g}) = \omega(g^* f),
\]

for all \( f, g \in B \), where \( \overline{f} = f + J \), \( \overline{g} = g + J \). Since \( \omega \) is a positive linear functional, this mapping satisfies all the requirements of an inner product save perhaps definiteness. But if \( (\overline{f}, \overline{f}) = 0 \), then \( \omega(f^* f) = 0 \) so \( f \in J \), and \( \overline{f} = 0 \). Thus \( \overline{B} \) carries an inner product, and its completion under this inner product forms a Hilbert space, which we denote by \( \mathcal{H} \).

We now assign to each element \( f \) of \( B \) an operator \( \rho(f) \) acting on \( \overline{B} \) via

\[
\rho(f)\overline{g} = \overline{fg}.
\]

Since \( J \) is a left ideal, the definition of \( \rho(f) \) is independent of the choice of representative \( g \) of \( \overline{g} \). It is easy to verify that \( \rho(\alpha f + \beta g) = \alpha \rho(f) + \beta \rho(g) \) and \( \rho(fg) = \rho(f)\rho(g) \). Moreover, we have \( (\rho(f)\overline{g}, \overline{h}) = (\overline{fg}, \overline{h}) = \omega(h^* fg) = (\overline{g}, \overline{f^* h}) = (\overline{g}, \rho(f^* \overline{h})) \), so that conjugation is represented by a suitable restriction of the adjoint. In particular, the Hermitian elements of \( B \) are mapped onto symmetric operators on \( \mathcal{H} \).

Thus \( \rho \) represents \( B \) as an algebra of operators acting on \( \mathcal{H} \), with common dense domain \( \overline{B} \). We now denote by \( v \) the distinguished vector \( \overline{1} = 1 + J \) in \( \mathcal{H} \),
and observe that for any element \( f = P(f_1, \ldots, f_k) \) of \( B \), we have the relation (5.7). The proof of Theorem 5.6 is complete.

This construction is due originally to Gelfand and Neumark [6], who used it to obtain representations of normed algebras with conjugations. In that case the algebras are represented by algebras of bounded operators on \( \mathcal{H} \). The construction, however, makes no essential use of the norm, and extends easily to any associative algebra with involution. In this case the representing operators need not be bounded, and are defined only on a common invariant dense domain in \( \mathcal{H} \).

This construction is sometimes used in the literature of quantum field theory, where it is referred to as “the Gelfand construction”. No proof of its validity for algebras without norms, however, is known to us.

Our final result in this section gives a form of the Heisenberg uncertainty relations for this general setting.

**Definition 5.10.** Let \( f \) be any element of \( A \) and \( \omega \) any state in \( \Omega \). The variance \((\Delta f)^2\) of \( f \) in the state \( \omega \) is defined by the formula

\[
(\Delta f)^2 = \omega(f^* f) - \omega(f)\omega(f).
\]

**Theorem 5.11.** Let \( f, g \) be any pair of Hermitian elements of \( A \), and \( \omega \) any state of \( \Omega \). Then the variances \((\Delta f)^2\) and \((\Delta g)^2\) of \( f \) and \( g \) in the state \( \omega \) must satisfy the inequality

\[
(\Delta f)^2(\Delta g)^2 \geq |\omega(h)|^2
\]

where \( h = i(fg - gf)/2 \).

**Proof.** First, suppose \( \omega(f) = \omega(g) = 0 \). Then \((\Delta f)^2 = \omega(f^2)\) and \((\Delta g)^2 = \omega(g^2)\). So

\[
(\Delta f)^2(\Delta g)^2 = \omega(f^2)\omega(g^2) \geq |\omega(fg)|^2
\]

by (5.8). Now \( fg = (fg + gf)/2 + (fg - gf)/2 \), and so

\[
|\omega(fg)|^2 = \frac{1}{4} |\omega(fg + gf) + \omega(fg - gf)|^2
\]

\[
= \frac{1}{4} |\omega(fg + gf)|^2 + \frac{1}{4} |\omega(fg - gf)|^2.
\]

The cross terms here vanish, since \( \omega \) is Hermitian, and \( \omega(fg) = \omega(gf) \). Combining (5.15) and (5.16), we obtain

\[
(\Delta f)^2(\Delta g)^2 \geq \frac{1}{4} |\omega(fg - gf)|^2 = |\omega(h)|^2
\]

as required.

If \( \omega(f) \) and \( \omega(g) \) are not zero, then we replace \( f \) by \( f - \omega(f)1 \) and \( g \) by \( g - \omega(g)1 \), noting that this replacement cancels the mean and does not affect the variance. Thus Theorem 5.11 is proved.
This theorem says that the product of the variances of $f$ and $g$ is bounded below by the square of the mean of their commutator. This means that the probability distributions assigned by $\omega$ to $f$ and $g$ cannot be completely independent unless $f$ and $g$ commute. Here, perhaps, is the most direct expression of the statistical significance of the non-commutativity of the moment algebra $A$.

6. The Structure of the Moment Algebra

We have already indicated in section 3 that the requirement that the moment algebra $A$ carry the conjugation and bracket operations forces certain relations upon the canonical variables. In this section we set out to determine these relations explicitly. We shall show that the canonical variables generate a certain finite dimensional nilpotent Lie algebra. It follows that $A$ is then a homomorphic image of the universal enveloping algebra of this Lie algebra, and the structure of $A$ can be described completely from this fact.

We begin with a simple lemma.

**Lemma 6.1.** Let $x$ be any linear combination of the canonical variables $x_1, \ldots, x_{2n}$ and $f$ any element of $A$. Then $\langle x, f \rangle = 0$ implies $\langle x, f \rangle = 0$.

**Proof.** If $x = 0$, the conclusion is trivial. Otherwise, let $y$ by any linear combination of the canonical variables such that $\langle x, y \rangle \neq 0$. By multiplying $y$ by a suitable scalar factor, we may assume that $\langle x, y \rangle = 1$. Now consider the combination $\langle x^2, yf \rangle$. We expand it in two different ways, using the properties of the bracket operation:

\begin{align*}
\{x^2, yf\} &= \langle x, yf \rangle x + x\{x, yf\} \\
&= \langle x, y \rangle fx + y\{x, f\}x + x\{x, y \rangle f + xy\{x, f\} \\
&= fx + xf, \\
\{x^2, yf\} &= \{x^2, y\}f + y\{x^2, f\} \\
&= \langle x, y \rangle fx + x\{x, y \rangle f + y\{x, f\}x + xy\{x, f\} \\
&= xf + xf.
\end{align*}

Subtracting (6.2) from (6.1) we find $0 = fx - xf$, as required.

From this lemma we obtain our first structure theorem.

**Theorem 6.2.** Assume the canonical variables $p_i, q_i$ are chosen so that $\{p_i, q_j\} = \{q_i, p_j\} = 0$ and $\{p_i, q_j\} = \delta_{ij}z$. Then we have

\begin{align*}
\{p_i, q_j\} &= \{q_i, p_j\} = 0, \\
\{p_i, q_j\} &= i\delta_{ij}z \text{ for some } z \text{ in the center } Z \text{ of } A, \\
\{p_i, z\} &= \{q_i, z\} = 0.
\end{align*}
Proof. For (6.3), put \( x = p_i \) and \( f = p_j \). Then Lemma 6.1 applies and tells us that \( [p_i, p_j] = 0 \). Similarly, \( [q_i, q_j] = 0 \) and \( [p_i, q_j] = 0 \) if \( i \neq j \).

Now put \( x = p_i \) and \( z_i = [p_i, q_i] \), and then observe that \( \{x, z_i\} = [p_i, p_i q_i] - [p_i, q_i] = p_i - p_i = 0 \). Hence Lemma 6.1 applies again, and yields \( [p_i, z_j] = 0 \). Similarly, \( [q_i, z_j] = 0 \).

It remains to show that the \( z_i \) are all equal. For this, put \( x = p_i + p_j \) and \( f = q_i - q_j \). Then \( \{x, f\} = 0 \), so \( \{x, f\} = [p_i, q_i] - [p_i, q_j] = z_i - z_j = 0 \). The proof is complete.

As an immediate consequence, we have the following corollary.

Corollary 6.3. If \( f \) and \( g \) are any two polynomials in \( A \), then

\[
[f, g] = i z \{f, g\}.
\]

Proof. It suffices to prove this for monomials. If \( f \) and \( g \) are monomials of degree 1, then the result is a restatement of the relations (6.3)—(6.4). Suppose by induction that it holds for all monomials \( f \) of degree \( d \) and \( g \) of degree 1, and consider the case where degree \( f = d + 1 \), degree \( g = 1 \). Write \( f = hk \), where degree \( h = 1 \) and degree \( k = d \), and compute: \( [f, g] = [hk, g] = [h, g]k + h[k, g] = iz(h, g)k + h(k, g) \) (by the induction hypothesis) = \( iz\{hk, g\} = iz\{f, g\} \), as required. A similar induction on the degree of \( g \) now completes the proof.

The relations (6.3)—(6.5), taken together, say that the variables \( p_i, q_i, \) and \( z \) form the basis for an \( n + 1 \) dimensional nilpotent Lie algebra[7]. It seems appropriate to call this Lie algebra the Heisenberg algebra, and the associated Lie group the Heisenberg group, since, as we shall see, its irreducible representations yield the Heisenberg commutation relations. It now follows from the theory of Lie algebras that the algebra \( A \) generated by the \( p_i, q_i, \) and \( z \) must be a homomorphic image of the complex associative enveloping algebra of the Heisenberg algebra[7]. In particular, if all the relations in \( A \) are consequences of (6.3)—(6.5), then \( A \) is an isomorphic image of, and hence may be identified with, this enveloping algebra.

We shall verify below that this universal enveloping algebra, generated by the \( p_i \) and \( q_i \) and subject only to the relations (6.3)—(6.5) and their consequences, does indeed admit both a conjugation and a bracket operation, and so satisfies all the requirements of our formulation of a moment algebra. Let us anticipate this result for a moment, and denote this algebra by \( A_\infty \). Then any other algebra which satisfies our requirements must involve the relations (6.3)—(6.5), together with others which are not consequences of these, and hence must be a homomorphic image of \( A_\infty \). The problem of determining these other algebras therefore reduces to that of determining the homomorphisms of \( A_\infty \) which preserve the conjugation and bracket operations. This problem reduces in turn to that of determining the
two-sided ideals in $A_{\infty}$ which are stable under the conjugation and bracket operations.

In order to carry out this program, we must first establish a normal form for the polynomials in $A_{\infty}$ which eliminates the ambiguity in the form of these polynomials resulting from the relations (6.3)–(6.5).

Definition 6.4. A monomial $f(p_i, q_i, z)$ in $A$ is expressed in normal form if each $p_i$ stands to the left of each $q_i$. A polynomial is in normal form if it is a linear combination of monomials all in normal form.

Thus $p_i^2 q_i^3 z$ is in normal form, but $p_1 q_1^2 p_1 q_1 z$ is not. Since the $p_i$ commute among themselves, as do the $q_i$, the relative order of the $p$'s and $q$'s is immaterial. It is convenient to take the form $z^r p_1^{m_1} \cdots p_k^{m_k} q_1^{n_1} \cdots q_k^{n_k}$ as the normal form for monomials, and we shall do so hereafter.

Lemma 6.5. Every polynomial in $A_{\infty}$ has a unique normal form.

Proof. We proceed by induction on the degree. The statement is trivially true for all polynomials of total degree 0 or 1. If the total degree is 2, the only monomials not already in normal form are the $q_i p_i$, which can be reexpressed as $p_i q_i - iz$.

Suppose the conclusion true for polynomials of total degree $d$, and consider a monomial $f$ of total degree $d + 1$. If it contains no $p_i$, it is already in normal form. If it contains $p_i$, say, then using the relation $q_i p_i = p_i q_i - iz$, we may re-write it as a polynomial of the form $p_i g + h$, where $g$ and $h$ are polynomials of degree $\leq d$. Now using the induction hypothesis we can rewrite $g$ and $h$ in normal form, which also gives us the normal form for $f$.

The uniqueness follows from the fact that if two polynomials in normal form are equal, then their difference, which is also in normal form, vanishes. But no polynomials in normal form can vanish in $A_{\infty}$, since all relations in $A_{\infty}$ are consequences of (6.3)–(6.5), which cannot themselves be placed in normal form.

This result is a special form of the Birkhoff-Witt theorem, valid for all Lie algebras [7].

In terms of the normal form we may define the partial derivatives $\partial / \partial p_i$ and $\partial / \partial q_i$ on $A$. These operators act according to the usual rules for differentiation of polynomials, except that care must be taken with the order of multiplication. If $f$ is in normal form, then clearly so are the $\partial f / \partial p_i$ and $\partial f / \partial q_i$. Moreover, they have the following desirable property.

Lemma 6.6. Let $f$ be any polynomial in $A_{\infty}$, with $\partial f / \partial p_i = \partial f / \partial q_i = 0$. Then the normal form of $f$ is a polynomial in $z$ alone.

Proof. Write $f$ in normal form, and use the usual rules of differentiation. The derivative $\partial f / \partial p_i$ can vanish only if the normal form of $f$ contains no $p_i$. 

Similarly for \( q_i \). The result now follows from the uniqueness of the normal form.

Next we characterize certain commutators in terms of these derivatives:

Lemma 6.7. Let \( f \) be any polynomial in \( A_\infty \). Then \( [p_i, f] = iz(\partial f/\partial q_i) \), and \( [q_i, f] = -iz(\partial f/\partial p_i) \).

Proof. It suffices to prove this for monomials. If \( f \) is a monomial of degree 1, then we have again the relations (6.3)—(6.4). Assuming the result true if degree \( f = d \), suppose degree \( f = d + 1 \). Factor \( f \) as \( hh \), with degree \( h = 1 \) and degree \( k = d \). Then

\[
[p_i, f] = [p_i, hh] = [p_i, h]k + h[p_i, k] = iz \left( \frac{\partial h}{\partial q_i} k + h \frac{\partial k}{\partial q_i} \right) = iz \frac{\partial f}{\partial q_i},
\]

as required. Similarly, \( [q_i, f] = -iz(\partial f/\partial p_i) \), and this completes the proof.

Corollary 6.8. Let \( f \) be any polynomial in \( A_\infty \), with \( [p_i, f] = [q_i, f] = 0 \). Then the normal form of \( f \) is a polynomial in \( z \) alone.

Proof. Combine Lemma 6.6 and Lemma 6.7.

We now turn to the ideal structure of \( A_\infty \).

Lemma 6.9. Let \( J \) be a non-trivial two-sided ideal in \( A_\infty \). Then \( J \) contains a non-zero element whose normal form is a polynomial in \( z \) alone.

Proof. Let \( f \) be any non-zero element in \( J \) whose total degree in the \( p \) and \( q \) is minimal. Then \( [p_i, f] = iz(\partial f/\partial q_i) \) and \( [q_i, f] = -iz(\partial f/\partial p_i) \) are also elements of \( J \), whose total degree in the \( p_i \) and \( q_i \) is less by one than that of \( f \). It follows that \( [p_i, f] = [q_i, f] = 0 \), and hence that the normal form of \( f \) is a polynomial in \( z \) alone.

Let \( Z \) denote the subalgebra of \( A_\infty \) consisting of all elements whose normal form is a polynomial in \( z \) alone. Then \( Z \) is the center of \( A_\infty \); i.e., \( Z \) consists precisely of all elements of \( A_\infty \) which commute with all the canonical variables, and hence with every element of \( A_\infty \). Lemma 6.9 says that every non-trivial two-sided ideal in \( A_\infty \) has a non-trivial intersection with \( Z \).

We shall say that a two-sided ideal \( J \) of \( A_\infty \) is stable under the conjugation operation if \( f \in J \) implies \( f^* \in J \); and stable under the bracket operation if \( f \in J \) implies \([f, g] \in J \) for all \( g \in A_\infty \). We now show that those non-trivial ideals of \( A_\infty \) which are stable under the conjugation and bracket operations are in fact determined by their intersection with \( Z \).

Theorem 6.10. Every non-trivial two-sided ideal \( J \) of \( A_\infty \) which is stable under the conjugation and bracket operations is of the form \( J = A_\infty g \), where \( g \) is a fixed Hermitian polynomial in \( z \) alone. Moreover, every subset of \( A_\infty \) of this form is a non-trivial two-sided ideal which is stable under these operations.

Proof. We shall prove the second statement first. Let \( g \) be any Hermitian
polynomial in \( z \) alone, and put \( J = A_\infty g \). Then \( J \) is a left ideal in \( A_\infty \); and since \( z \) commutes with every element in \( A_\infty \), so does \( g(z) \), and hence \( J \) is also a right ideal. If \( fg \in J \), then \((fg)^* = g^* f^* = f^* g \in J \) and \( J \) is stable under conjugation. If \( fg \in J \), then \([fg, h] = [f, g h] + [f g, h] = [f, h] \in J \) (since \([g, h] = 0\)) and \( J \) is stable under the bracket operation.

Now let \( J \) be any two-sided ideal of \( A_\infty \) which is stable under these operations. Then \( J \cap Z \) is an ideal in \( Z \). But since \( Z \) is just the algebra of all polynomials in one generator, we know that every ideal of \( Z \) is principal, i.e., every ideal is of the form \( Zg \), for some \( g \in Z \). If \( J \) is stable under conjugation, then so is \( J \cap Z \), and it follows that \( g \) may be chosen Hermitian. Lemma 6.9 implies that \( g \neq 0 \) if \( J \) is non-trivial.

Put \( J' = A_\infty g \). We have already shown that \( J' \) is a two-sided stable ideal in \( A_\infty \), and it is obviously contained in \( J \). It remains to show that \( J' = J \). Suppose otherwise, and choose an element \( h \), in normal form and of minimal total degree, which lies in \( J \) but not in \( J' \). Then \([p_i, h] = \partial h/\partial q_i \) is also of normal form and has a total degree less than that of \( h \). Since \([p_i, h] \) lies in \( J \), it must also lie in \( J' \). This means that \([p_i, h] \) may be expressed in the form \( f_i g \), with \( f_i \) in normal form. Similarly \([q_i, h] \) may be expressed in the form \( -g_i g \), with \( g_i \) in normal form.

Now we observe that
\[
\frac{\partial f_i}{\partial p_j} g = \frac{\partial (f_i g)}{\partial p_j} = \frac{\partial^2 h}{\partial p_j \partial p_i} = \frac{\partial^2 h}{\partial p_i \partial p_j} = \frac{\partial (f_i g)}{\partial p_i} = \frac{\partial f_i}{\partial p_i} g.
\]

We know that if \( g = 0 \), then \( J = \{0\} = J' \), which is contrary to our supposition. If \( g \neq 0 \), then we must have \( \partial f_i/\partial p_j = \partial f_j/\partial p_i \). In exactly the same way, we must also have \( \partial g_i/\partial q_j = \partial g_j/\partial q_i \), and \( \partial f_i/\partial q_j = \partial g_j/\partial q_i \). If all the canonical variables were commutative, these relations would imply that there exists a single polynomial \( f \) such that \( \partial f/\partial p_i = g_i \), and \( \partial f/\partial q_j = f_j \). This same polynomial \( f \), however, will serve the same purpose if the canonical variables are not all commutative, provided only that we write everything in normal form. Thus we have obtained a polynomial \( f \), in normal form, such that \([p_i, f g] = \partial (f g)/\partial q_i = f_i g \), and \([q_i, f g] = -\partial (f g)/\partial p_i = -g_i g \).

Now consider the difference \( h - f g \). We see at once that \([p_i, h - f g] = \partial h/\partial p_i - \partial (f g)/\partial p_i = 0 \), and similarly, that \([q_i, h - f g] = 0 \). According to Lemmas 6.7 and 6.9 these relations imply that \( h - f g \) lies in \( J \cap Z \), and so may be written in the form \( h - f g = g' g \), with \( g' \in Z \). Thus \( h = (f + g') g \), and so \( h \in J' \). We have supposed that \( h \) is not in \( J' \), and so have arrived at a contradiction.

Thus every stable two-sided ideal \( J \) in \( A_\infty \) is of the form \( A_\infty g \), for some Hermitian polynomial \( g \) in the center \( Z \) of \( A_\infty \). By rephrasing this result in terms
of the original algebra \( A \) which forms the basis of our formulation of mechanics, we have our final result:

Corollary 6.11. Let \( A \) be any algebra of polynomials in the canonical variables which satisfies the requirements of our formulation of mechanics. Then the canonical variables of \( A \) necessarily satisfy the relations (6.3)–(6.5), together with one other relation of the form

\[
g(z) = 0
\]

where \( g \) is a Hermitian polynomial in \( z \) alone. All other relations among the canonical variables which are valid in \( A \) are algebraic consequences of these.

It remains for us to show that these conditions (6.3)–(6.5) and (6.7) are also sufficient.

Theorem 6.12. The conditions (6.3)–(6.5) and (6.7) are also sufficient for the algebra \( A \) to satisfy the requirements of our formulation of mechanics.

Proof. It follows from Theorem 6.10 that it suffices for us to show that the algebra \( A_\infty \) admits both a conjugation and a bracket operation. For the conjugation operation, we observe that \( A_\infty \) itself is a homomorphic image of the free algebra of all polynomials in the \( p_i, q_i \), and \( z \), subject to no relations at all. This algebra obviously admits a conjugation relation obtained by reversing the order of multiplication and conjugating coefficients. The kernel of the homomorphism of this algebra onto \( A_\infty \) is the two-sided ideal generated by the relations (6.3)–(6.5). It is easy to verify that this ideal is stable under this conjugation, and hence that the homomorphism defines a conjugation on \( A_\infty \).

For the bracket operation, we observe that it must be related to the commutator by (6.6). Hence it suffices to show that, for all \( f, g \) in \( A_\infty \), the relations (6.3)–(6.5) imply that \( \{ f, g \} = izh \) for some \( h \). The proof of this fact proceeds by induction on degree, exactly as the proof of (6.6). We now define \( \{ f, g \} = h \). It is easy to verify that this definition satisfies all the requirements of section 3.

The results of this section tell us that it suffices for most purposes to consider the algebra \( A_\infty \) as our moment algebra, since every other moment algebra is a homomorphic image thereof. For this reason we may restrict our attention hereafter to the algebra \( A_\infty \) without any loss of generality.

7. Representations of the Moment Algebra

In the last section we determined the structure of those algebras which are admissible as moment algebras in our formulation of mechanics. We must now show that every such algebra does in fact arise from a mechanical system. In this section we shall construct a standard representation for each admissible algebra as an algebra of unbounded operators with a common invariant dense domain acting on a Hilbert space, in such a way that the conjugation and bracket operations, as
well as the positive linear functionals, of the algebra are all realized in terms of the structure of the Hilbert space. In the cases of classical and quantum mechanics, this representation reduces to the usual familiar form. In all other cases the representation can be described as a suitable combination of the representations of classical and quantum mechanics. In this sense our formulation of mechanics characterizes the two known systems of mechanics: Under our assumptions, no essentially different system is possible.

We proceed now to the construction of a standard representation for admissible algebras.

We first construct the Hilbert space \( L_2(\mathbb{E}_2) \) of all complex-valued measurable functions defined on \( \mathbb{E}_2 \) which are square-integrable with respect to the usual Lebesgue measure. We shall denote this Hilbert space by \( \mathcal{H}_0 \). At the same time we construct the dense subspace of \( \mathcal{H}_0 \) consisting of all the Hermite functions, and denote it by \( \mathcal{D}_0 \).

On \( \mathcal{D}_0 \) we now construct the family of unbounded operators \( p_i(0) \), defined by multiplication by the \( i \)th coordinate, and \( q_i(0) \), defined by multiplication by the \((n+i)\)th coordinate, with \( i = 1, \ldots, n \). Then \( \mathcal{D}_0 \) is a common dense invariant domain for these operators, and on \( \mathcal{D}_0 \) they are all essentially self-adjoint, and they all commute. Hence we may construct on \( \mathcal{D}_0 \) the commutative algebra \( A_0 \) of unbounded operators consisting of all polynomials with complex coefficients in the operators \( p_i(0) \) and \( q_i(0) \). Each element of \( A_0 \) is defined by multiplication by the corresponding polynomial in the \( 2n \) coordinates.

We introduce into \( A_0 \) the conjugation and bracket operations as follows: The conjugate \( \bar{f} \) of any polynomial \( f \) is defined by multiplication by the complex conjugate polynomial in the coordinates. The bracket \( \{ f, g \} \) of any two polynomials \( f \) and \( g \) in \( A_0 \) is defined by multiplication by the derived polynomial \( \{ f, g \}_0 \) in the coordinates, where \( \{ , \} \) denotes the classical Poisson bracket.

It is easy to verify that with these definitions \( A_0 \) becomes an algebra which satisfies all the requirements of Corollary 6.6, with \( g(z) = z \). In view of the discussion given in section 1, it is natural to identify this algebra with the structure of classical mechanics.

We next construct the Hilbert space \( L_2(\mathbb{E}_n) \) of all complex-valued functions defined on \( \mathbb{E}_n \) which are square-integrable with respect to the usual Lebesgue measure. We form one copy of this Hilbert space for each nonzero real number \( \lambda \), and denote it by \( \mathcal{H}_\lambda \). At the same time we construct the dense subspace of \( \mathcal{H}_\lambda \) consisting of all the Hermite functions, and denote it by \( \mathcal{D}_\lambda \).

On \( \mathcal{D}_\lambda \) we now construct the family of unbounded operators \( p_i(\lambda) \), defined if \( \lambda < 0 \) by \( -\sqrt{\lambda} \) times differentiation by the \( i \)th coordinate, and defined if \( \lambda > 0 \)
by $\sqrt{\lambda}$ times multiplication by the $i$th coordinate. We also construct the family $q_i(\lambda)$, defined by the relation $q_i(\lambda) = p_i(-\lambda)$. Then $\mathcal{D}_\lambda$ is a common invariant dense domain for the $p_i(\lambda)$ and $q_i(\lambda)$, and on $\mathcal{D}_\lambda$ they are all essentially self-adjoint and satisfy the relation $[p_i(\lambda), q_i(\lambda)] = i\lambda 1$. Hence we may also construct on $\mathcal{D}_\lambda$ the algebra of unbounded operators consisting of all polynomials with complex coefficients in the $p_i(\lambda)$ and $q_i(\lambda)$.

We now introduce into $A_\lambda$ the conjugation and bracket operations as follows: The conjugation $f^*$ of any polynomial $f$ in $A_\lambda$ is the polynomial obtained from $f$ by reversing the order of the operators and conjugating the coefficients. The bracket $[f, g]$ of any two polynomials $f$ and $g$ in $A_\lambda$ is the polynomial obtained from $f$ and $g$ by forming the combination $[f, g] = fiX$.

It is easy to verify that with these definitions $A_\lambda$ becomes an algebra which satisfies all of the requirements of Corollary 6.6, with $g(z) = z - \lambda$. In view of the discussion given in section 2, it is natural to identify this algebra with the structure of quantum mechanics, with the parameter $2n\lambda$ playing the role of Plank's constant $[19]$.

Now let $m$ be any Borel measure on $E$. We construct the Hilbert space $\mathcal{H}_m$, consisting of all measurable functions $\nu$ defined on $E$ with values in the $\mathcal{H}_\lambda$, such that $\nu(\lambda)$ lies in $\mathcal{H}_\lambda$, and such that $\int \|\nu(\lambda)\|^2 d\mu(\lambda)$ is finite. At the same time we construct the dense subspace $\mathcal{D}_m$, consisting of those functions $\nu$ in $\mathcal{H}_m$ such that $\nu(\lambda)$ lies in $\mathcal{D}_\lambda$.

On $\mathcal{D}_m$ we construct a family of unbounded operators $p_i$, defined by the relation

\[(p_i \nu)(\lambda) = p_i(\lambda)\nu(\lambda),\]

and $q_i(\lambda)$, defined by the relation

\[(q_i \nu)(\lambda) = q_i(\lambda)\nu(\lambda).\]

It is easy to verify that $\mathcal{D}_m$ is an invariant dense domain for these operators, and that on $\mathcal{D}_m$ each is essentially self-adjoint, and together they satisfy the relations

\[\begin{align*}
[p_i, p_j] &= [q_i, q_j] = 0, \\
[p_i, q_j] &= i\delta_{ij}
\end{align*}\]

where $z$ is the operator defined by

\[(z \nu)(\lambda) = \lambda \nu(\lambda).\]

It follows that we may construct on $\mathcal{D}_m$ the algebra $A_m$, consisting of all polynomials with complex coefficients in the $p_i$ and $q_i$. Every polynomial $f$ in $A_m$ operates on elements in $\mathcal{H}_m$ according to the formula

\[(f \nu)(\lambda) = f(\lambda)\nu(\lambda),\]
where \( f(\lambda) \) is the corresponding polynomial in \( A_\lambda \). We introduce into \( A_m \) the conjugation and bracket operations in the now obvious way:

\[
(f^*v)(\lambda) = f^*(\lambda)v(\lambda),
\]

\[
([f,g]_\lambda v)(\lambda) = \{f(\lambda),g(\lambda)\}_\lambda v(\lambda)
\]

where \( \{ , \}_\lambda \) denotes the bracket operation in \( A_\lambda \).

The properties of \( A_m \) are summarized in the following theorem:

**Theorem 7.1.** The algebra \( A_m \) satisfies all the requirements of Corollary 6.9 with \( g(z) \) taken as the Hermitian polynomial of least degree such that

\[
\int g^2(\lambda)dm(\lambda) = 0
\]

if one exists, and \( g(z) \equiv 0 \) otherwise.

**Proof.** The fact that the canonical variables \( p_i \) and \( q_i \) in \( A_m \) satisfy the relations (6.3)–(6.6) follows immediately from the construction. For the last statement it suffices to observe that every polynomial \( g(z) \) in \( Z \) acts on \( H_m \) according to the formula

\[
(gv)(\lambda) = g(\lambda)v(\lambda).
\]

This follows from (7.7). Now \( g(z) = 0 \) in \( A_m \) if and only if \( gv = 0 \) for every \( v \) in \( H_m \). This holds if and only if

\[
\|gv\|^2 = \int_E \|g(\lambda)v(\lambda)\|^2dm(\lambda)
\]

\[
= \int_E g^2(\lambda)v(\lambda)^2dm(\lambda) = 0
\]

for every \( v \) in \( H_m \). The usual argument now shows that (7.10) is equivalent with (7.8). We conclude that any polynomial \( g(z) \) in \( Z \) alone vanishes in \( A_m \) if and only if it satisfies (7.8). In particular any Hermitian polynomial of least degree in \( z \) alone which vanishes in \( A_m \) must satisfy (7.8), and all others are multiples thereof. If no polynomial in \( z \) alone satisfies (7.8), then no such polynomial can vanish in \( A_m \), and the relation (6.6) holds only for the polynomial \( g(z) \equiv 0 \).

We now see that the precise form of the relation (6.6) which holds in \( A_m \) depends on the form of the measure \( m \). If \( m \) is not purely a point measure, or if \( m \) is purely a point measure supported on an infinite number of distinct points, then clearly (7.8) can hold for no polynomial other than \( g(z) \equiv 0 \). Hence every such measure gives us a representation of \( A_\infty \), and incidentally provides the verification required in the last section that \( A_\infty \) is actually an admissible algebra.

If \( m \) is a point measure supported on a finite number of distinct points, say \( \lambda_1, \cdots, \lambda_k \), then clearly (7.8) holds for every polynomial which vanishes at each
of the points \( \lambda_i \). The polynomial of least degree with this property is \( g(\lambda) = \prod_{i=1}^{k} (\lambda - \lambda_i) \). Hence every such measure gives us a representation of an admissible algebra, with the relation (6.6) given by

\[
g(z) = \prod_{i=1}^{k} (z - \lambda_i) = 0.
\]

In particular, if \( m \) is support at just one point \( \lambda_1 \), then \( A_m \) reduces to \( A_{\lambda_1} \), and the representation reduces to the one previously constructed for \( A_\lambda \).

In this way we have found representations for all algebras \( A \) satisfying the relations (6.3)—(6.6) as well as for \( A_\infty \). For \( A_\infty \), we may choose \( m \) to be any measure such that (7.8) holds only for the polynomial \( g(z) = 0 \); and for any other \( A \) we may choose \( m \) to be any measure such that (7.8) holds for all polynomials \( g(z) \) which vanish in \( A \).

If the polynomial \( g(z) \) which defines the relation (6.6) in \( A \) is of the special form (7.11), then \( m \) may be chosen so that the representations of \( A \) obtained in this way are faithful, in the sense that every polynomial which is nonzero in \( A \) is represented by an operator which is nonzero on \( H_m \). This follows from the fact that every representation is a homomorphism of \( A \). If this homomorphism annihilates any polynomial in \( A \), then by the results of the last section it must also annihilate a polynomial in \( z \) alone in \( A \). Hence (7.8) must hold for this polynomial, and so this polynomial must vanish on the support of \( m \). If \( m \) is chosen to have the largest support consistent with (7.8), then it follows that this polynomial must vanish wherever \( g(z) \) vanishes, and hence must be a multiple of \( g(z) \). This means that it vanishes in \( A \), and our conclusion follows.

If the polynomial \( g(z) \) is not of the form (7.11), however, then the representations obtained in this way cannot be faithful. This follows from the fact that (7.8) must hold for \( g(z) \). If \( g^2(\lambda) \) never vanishes, then the only measure \( m \) consistent with (7.8) is the zero measure, \( m = 0 \), and the representation maps every element of \( A \) into zero. If \( g^2(\lambda) \) does vanish for some \( \lambda \), then every measure consistent with (7.8) is supported on the zeros \( \lambda_1, \ldots, \lambda_k \) of \( g^2(\lambda) \), and hence the polynomial \( \prod_{i=1}^{k} (z - \lambda_i) \) also satisfies (7.8). Since \( g(z) \) is not of this form, this polynomial must be a proper factor of \( g(z) \) of degree less than that of \( g(z) \). It therefore vanishes on \( H_m \), but not in \( A \).

This situation raises the question of whether there exist any faithful representations of admissible algebras \( A \) satisfying the relations (6.3)—(6.6) but with \( g(z) \) not of the form (7.11). Our next result shows that the answer is negative.

**Theorem 7.2.** Let \( A \) be any algebra of polynomials in the canonical variables which satisfies the relations (6.3)—(6.7) of Corollary 6.9. Then \( A \) admits a faithful representation as an algebra of operators on a Hilbert space if and only if the polynomial \( g(z) \) has the form (7.11).
Proof. In any case \( g(z) \) admits a factorization of the form 
\[
g(z) = \beta \prod_{i=1}^{k} (z - \alpha_i)
\]
where the \( \alpha_i \) are complex scalars, not necessarily distinct.

Suppose first that for some \( \alpha_i \), we have \( \alpha_i = \lambda_i + i\mu_i \), with \( \lambda_i \) and \( \mu_i \) real and \( \mu_i \neq 0 \). Then, since \( g(z) \) is Hermitian, we must have \( \alpha_j = \lambda_j - i\mu_j \) for some \( \alpha_j \). Then \( g(z) \) can be written in the form 
\[
g(z) = \left( (z - \lambda_i)^2 + \mu_i^2 \right) g'(z),
\]
where \( g'(z) \) a polynomial of degree less than that of \( g(z) \). Hence
\[
g^*(z)g(z) = \left( (z - \lambda_i)^4 + 2(z - \lambda_i)^2 \mu_i^2 + \mu_i^4 \right) g'^*(z)g'(z).
\]
Now the right-hand side of (7.13) is a sum of polynomials of the form \( f^*f \). Any positive linear functional \( \phi \) on \( A \) must vanish on \( g^*g \), and so must vanish on this sum, and therefore must vanish on each term separately. In particular, it must vanish on \( \mu_i^4 g'^*(z)g'(z) \), and hence on \( g'^*(z)g'(z) \). If \( A \) admits a full set of states, then we must have \( g'(z) = 0 \) in \( A \). But this relation cannot be an algebraic consequence of (6.6), since the degree of \( g'(z) \) is less than that of \( g(z) \).

Thus we see that the \( \alpha_i \) must all be real. Suppose now that \( \alpha_i = \alpha_j \). Then \( g(z) \) can be written in the form
\[
g(z) = (z - \alpha_j)^2 g'(z)
\]
where again \( g'(z) \) is a polynomial of degree less than that of \( g(z) \). Any positive linear functional \( \phi \) on \( A \) must vanish on \( g^*g \), and hence must vanish on \( (z - \alpha_j)^2 g'^*(g') \), since, by Lemma 5.4,
\[
\phi((z - \alpha_j)^2 g'^*(g')) \leq \phi((z - \alpha_j)^4 g^*g') \phi(g^*g') = \phi(g^*g) \phi(g'^*(g')).
\]
Again, if \( A \) admits a faithful representation, then we must have that \( (z - \alpha_j)g'(z) = 0 \). But again, this relation cannot be an algebraic consequence of (6.6), since the degree of \( (z - \alpha_j)g'(z) \) is less than that of \( g(z) \). The proof is complete.

We shall now examine the problem of determining for each admissible algebra \( A \) the class of all representations of \( A \) as an algebra of operators on a Hilbert space.

We first observe that any representation of \( A \) is also a representation of \( A_\infty \), since every admissible algebra \( A \) is a homomorphic image of \( A_\infty \). Conversely, every representation of \( A_\infty \) is also representation of \( A \) provided only that it annihilates the polynomial \( g(z) \) defining \( A \). Hence it suffices to examine the representations of \( A_\infty \).

We next observe that any attempt to classify the representations of \( A_\infty \) must hinge on a definition of equivalence which determines when and in what sense two representations of \( A_\infty \) are equivalent. For this purpose we shall adopt the
following definitions:

Definition 7.3. Let $\rho_1$ and $\rho_2$ be two representations of $A_\infty$ as algebras of operators acting on the same Hilbert space $\mathcal{H}$. Then $\rho_2$ is an (proper) extension of $\rho_1$ if the common dense domain of definition $\mathcal{D}_2$ of $\rho_2(A_\infty)$ (properly) contains the common dense domain of definition $\mathcal{D}_1$ of $\rho_1(A_\infty)$, and if $\rho_2(A_\infty)$, when restricted to $\mathcal{D}_1$, equals $\rho_1(A_\infty)$. $\rho_2$ is a maximal representation if it admits no proper extension.

Lemma 7.4. Every representation $\rho$ of $A_\infty$ as an algebra of operators acting on a Hilbert space $\mathcal{H}$ admits a maximal extension.

Proof. This result follows from a straightforward application of Zorn's lemma. Hence it suffices to deal with maximal representations. For these we adopt the following definition of equivalence:

Definition 7.5. Let $\rho_1$ and $\rho_2$ be two maximal representations of $A_\infty$ as algebras of operators acting on possibly different Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$. Then $\rho_1$ and $\rho_2$ are equivalent if there exists a unitary operator $W$ mapping $\mathcal{H}_1$ onto $\mathcal{H}_2$ such that $W$ maps the common dense domain of definition $\mathcal{D}_1$ of $\rho_1(A_\infty)$ onto the common dense domain of definition $\mathcal{D}_2$ of $\rho_2(A_\infty)$, and for every element $f$ of $A_\infty$ we have $W\rho_1(f) = \rho_2(f)W$.

We recall here that every representation $\rho$ of $A_\infty$ as an algebra of operators acting on a Hilbert space $\mathcal{H}$ gives rise to a set of positive linear functionals $\phi$ on $A_\infty$ via the relation $\phi(f) = (\rho(f)v, v)$, one for each vector $v$ in the common dense domain of definition $\mathcal{D}$ of $\rho(A_\infty)$. It follows from the Gelfand construction (Theorem 5.6) that every positive linear functional on $A_\infty$ can be realized in this way. It is easy to verify that if two maximal representations of $A_\infty$ are equivalent in the sense of Definition 7.5, then they give rise to precisely the same positive linear functionals of $A_\infty$.

We now turn to the standard representations of $A_\infty$, of the type constructed at the beginning of this section. We shall need to know whether any pair of standard representations are equivalent in the sense of Definition 7.5. To answer this question we must first establish an important property of these standard representations.

Lemma 7.6. Let $\rho$ be any standard representation of $A_\infty$, and let $h$ be the polynomial

$$h(p, q, z) = \left( \sum_{i=1}^{n} p_i^2 + q_i^2 \right) + z^2$$

in $A_\infty$. Then $\rho(h)$ is essentially self-adjoint.

Proof. Let $m$ be the measure associated with $\rho$. Then if $m$ is the point measure supported at the origin, then $\rho$ is the standard representation of $A_\infty$. 

with \( z = 0 \), and \( \rho(h) \) is the operation of multiplication by the sum of the squares of the coordinates on the domain \( \mathcal{D}_0 \), consisting of all Hermite functions in \( L^2(E_{2n}) \). It is well-known that this operator is essentially self-adjoint on \( \mathcal{D}_0 \).

If \( m \) is the point measure supported at \( \lambda > 0 \), then \( \rho \) is the standard representation of \( A^\lambda \), with \( z = \lambda I \), and \( \rho(h) \) is the operator \( \lambda(\sum_{i=1}^n -\partial^2/\partial x_i^2 + \xi_i^2) + \lambda^2 \) acting on the domain \( \mathcal{D}_\lambda \) consisting of all Hermite functions in \( L^2(E_n) \). It is well-known that this operator is also essentially self-adjoint.

Now if \( m \) is arbitrary, then \( \rho_m \) is a direct integral of the \( \rho^\lambda \) with respect to \( m \). In particular, \( \rho_m(h) = \int_{E_1} \rho^\lambda(h) dm(\lambda) \). It is known from the theory of direct integrals that a direct integral of essentially self-adjoint operators is again essentially self-adjoint.

Lemma 7.7. Every representation \( \rho \) of \( A^\infty \) satisfying the conclusion of Lemma 7.6 determines a unique representation of the associated Heisenberg group \( G \), whose infinitesimal form is a maximal extension of \( \rho \).

Proof. This result is an application of a recent result of Nelson [15], according to which the conclusion of Lemma 7.6 implies the conclusion of Lemma 7.7. We shall not attempt a proof here, but shall rather refer to his paper [15] for details.

Corollary 7.8. Every representation \( \rho \) of \( A^\infty \) satisfying the conclusion of Lemma 7.6 admits precisely one maximal extension \( \overline{\rho} \). Two such representations have equivalent maximal extensions if and only if they induce equivalent unitary representations of \( G \).

In this way we have reduced the problem of classifying the representations of \( A^\infty \) satisfying the conditions of Lemma 7.6 to the problem of classifying the unitary representations of \( G \). Fortunately this problem has been completely solved. Restating the solution in terms of \( A^\infty \), we have our principal result:

Theorem 7.9. Every maximal representation \( \rho \) of \( A^\infty \) as an algebra of operators on a Hilbert space \( \mathcal{H} \), such that \( \rho(h) \) is essentially self-adjoint on \( \mathcal{H} \), is equivalent to a direct sum of (maximal extensions of) standard representations of \( A^\infty_0 \) and nonstandard representations of \( A^\infty_0 \). The maximal extensions of two standard representations of \( A^\infty_0 \) are equivalent if and only if the associated measures have the same null sets. The maximal extensions of the nonstandard representations of \( A^\infty_0 \) are given in Corollary 7.10.

Proof. For a proof of this result for the group \( G \), we refer to [11]. It follows from Lemmas 7.6–7.8 that the result for \( G \) implies the result for \( A^\infty \).

Thus we see that every maximal representation of \( A^\infty_0 \) is either (the maximal extension of) a standard representation of \( A^\infty_0 \), or (the maximal extension of) a nonstandard representation of \( A^\infty_0 \), or a direct sum of such representations.

This leaves us with just two points to clear up. First, we must determine the...
nonstandard representations $\rho$ of $A_0$ for which $\rho(h)$ is essentially self-adjoint.

The standard representation of $A_0$ was obtained by forming $L_2(E_{2n})$ with respect to Lebesgue measure, and representing every polynomial in $A_0$ by the operation of multiplication by that polynomial in the coordinates of $E_{2n}$. This suggests that other representations of $A_0$ might be obtained in the same way. We proceed as follows:

We let $\mu$ be any Borel measure on $E_{2n}$, all of whose moments are finite. We form $H=L_2(E_{2n})$ with respect to $\mu$. We let $D$ be the dense subspace of $H$ consisting of all polynomials in the coordinates of $E_{2n}$. Now we represent $A_0$ on $D$, by defining $\rho(f)$ as that operator on $D$ obtained by multiplying every polynomial in $D$ by the polynomial $f$ in the coordinates of $E_{2n}$. It is easy to verify that this prescription does define a representation $\rho$ of $A_0$ on $H$, such that $\rho(h)$ is essentially self-adjoint on $D$. Our last result says that these representations suffice.

**Corollary 7.10.** Every maximal representation $\rho$ of $A_0$ for which $\rho(h)$ is essentially self-adjoint is equivalent to the maximal extension of a representation of the form described above, or a direct sum of such representations. The maximal extensions of two such representations are equivalent if and only if the associated measures have the same null sets. The maximal extension of such a representation is equivalent to the maximal extension of the standard representation of $A_0$ if and only if the associated measure has the same null sets as Lebesgue measure.

**Proof.** As before, the condition that $\rho(h)$ be essentially self-adjoint tells us the $\rho$ induces a unitary representation of the Heisenberg group $G$. Moreover, since $\rho(A_0)$ is a commutative algebra, the image of $G$ must be a commutative group. It is known that the commutative representations of $G$ are precisely those of the form described in the conclusion [13]. Since $\rho$ is the infinitesimal form of this unitary representation of $G$, the same conclusion also holds for $\rho$.

Finally, we turn to the problem of classifying those representations $\rho$ of $A_\infty$ for which $\rho(h)$ is not essentially self-adjoint. Examples of such representations may be found in the paper of Nelson [15], who showed that they do not always determine unitary representations of the Heisenberg group $G$. Moreover, those that do so may not do so uniquely. The detailed classification of such representations therefore remains an open problem.

Even so, one might hope that the positive linear functionals on $A_\infty$ all determine positive definite functions on $G$ and hence could be classified in terms of the unitary representations of $G$. But it is possible to construct positive linear functions on $A_0$, and hence on $A_\infty$, which do not determine any positive definite function on $G$ [26, pp. 232–236]. We have succeeded in showing in [29], however, that every positive linear functional on $A_\infty$ which is positive on a cone somewhat
larger than \( P \) (i.e., which is “strictly positive” in the sense of Definition 5.3) determines a positive definite function on \( G \), and hence can be obtained from either a standard representation of \( A_\infty \) or a non-standard representation of \( A_0 \). We do not yet know, however, how to specify this larger cone solely in terms of the data in \( A_\infty \).

In any case, we obtain directly from Theorem 5.3 and Theorem 7.9 the following Corollary.

**Corollary 7.11.** Every positive linear functional \( \omega \) on the moment algebra \( A \) which admits an extension to a positive definite function on the Heisenberg group \( G \) is either of the form

\[
\omega(f) = (pf, v),
\]

(7.17)

(where \( \rho \) is a standard representation of \( A \) or a non-standard representation of \( A_0 \)), or is a countable sum of such functionals.

If a state \( \omega \) is a countable sum of functionals of the form (7.17), where each \( \rho \) is a standard representation, then we shall say that \( \omega \) is a **standard state** of \( A \). It follows from Corollary 7.10 that the non-standard states of \( A \) all arise from singular measures on the phase space of classical mechanics. From our point of view, no singular measure can arise as the result of any practical measuring process, because of the nature of the uncertainties introduced by the measurements. For this reason only the standard states of \( A \) can be of any physical interest in our formulation of mechanics.

### 8. Extensions of the Moment Algebra

In most problems of mechanics it is necessary to introduce functions of the canonical coordinates which are not polynomials, and probability distributions which are not determined by their joint moments. This is particularly true in dynamical problems involving motions of the system which transform polynomial functions into non-polynomial functions and states with finite moments into states with infinite moments. Once the structure of the moment algebra has been determined, it is then an easy matter to construct a larger algebra of all (reasonably defined) functions of the canonical variables, in such a way that the standard states of the moment algebra admit natural extensions as states of the function algebra. In this section we shall provide the details of this extension process.

We begin by introducing the **algebra of exponential polynomials**. Let \( B_\infty \) be the set of all polynomials with complex coefficients in the variables \( e^{i\xi_0 x_0}, e^{i\xi_1 x_1}, \ldots, e^{i\xi_2 x_2}, \ldots, e^{i\xi_n x_n} \), where the \( \xi_i \) are real scalars, and the \( x_i \) are the generators of \( A_\infty \), with \( x_0 = z \). The elements of \( B_\infty \) can be added and multiplied according to the usual rules for polynomials, and with these definitions \( B_\infty \) becomes a
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non-commutative algebra with a \((2n + 1)\)-parameter family of generators.

The generators are subject to the relations

\[
e^{i\xi i} e^{i\xi j} = e^{-i\xi j} [x_i, x_j] e^{i\xi i} e^{i\xi j},
\]

\[
e^{i(\xi + \eta)i} = e^{i\xi i} e^{i\eta i},
\]

where the commutator \([x_i, x_j]\) is given by \((6.3)-(6.5)\). In particular, since the \(x_i\) span a Lie algebra \(L\), the \(e^{i\xi i}\) span the Lie group \(G\) associated with \(L\), and the relations \((8.1)-(8.2)\) are just the exponential forms of the relations \((6.3)-(6.5)\).

\(B_\infty\) admits a conjugation operation, \(*\), which conjugates coefficients and reverses the order of multiplication. It satisfies the relations \((3.1)-(3.3)\) and thus is completely determined by its action on the generators. For them we have

\[
(e^{i\xi i})^* = e^{-i\xi i}.
\]

In terms of the conjugation operation we shall define in \(B_\infty\) the space of Hermitian polynomials and the cone of positive polynomials just as we did in \(A_\infty\).

Moreover, we shall also define the dual space \(B'_\infty\) of \(B_\infty\), consisting of all linear functionals on \(B_\infty\), as well as the space of Hermitian functionals and the cone of positive functionals in \(B'_\infty\). In this way we obtain for \(B_\infty\) the same elements of structure, apart from the bracket operation, that we have developed for \(A_\infty\). The role of the bracket operation is now taken over by the commutation relations \((8.1)-(8.2)\).

The correspondence between \(A_\infty\) and \(B_\infty\) is best thought of as implemented by exponentiation. The generators \(x_i\) of \(A_\infty\) span a Lie algebra \(L\), and their exponentials, the \(e^{i\xi i}\), span the associated Lie group \(G\). The theory of Lie groups now tells us that \(A_\infty\) may be identified with the universal enveloping algebra of \(L\), while \(B_\infty\) may be identified with the algebraic group algebra of \(G\). From these facts all necessary relations between the two may be obtained.

Every positive linear functional on \(B_\infty\) gives rise to a representation of \(B_\infty\) as an algebra of operators acting on a Hilbert space. The proof of this result is exactly the same as for \(A_\infty\). But because the generators of \(B_\infty\) satisfy \((8.3)\), they must be represented by unitary operators on the Hilbert space, and it follows that the elements of \(B_\infty\) are always represented by bounded operators. This fact distinguishes \(B_\infty\) from \(A_\infty\), and is a decided advantage in some applications.

It is known from the general theory of Lie groups that every such representation of \(B_\infty\) determines an associated representation of \(A_\infty\)\,[15], in which the kinetic energy operator \(\hbar\) introduced in section 7 is self-adjoint; and that conversely, every such representation of \(A_\infty\) in which the kinetic energy operator \(\hbar\) is self-adjoint is determined in this way by a representation of \(B_\infty\)\,[15]. Hence the
classification of representations of $B_{\infty}$ is the same as that of the representations of $A_{\infty}$ in which $h$ is self-adjoint, as given in Theorem 7.9.

It follows that every standard state of $A_{\infty}$ induces a positive linear functional, which we shall also call a standard state, on $B_{\infty}$, via the correspondence between standard states and standard representations. In particular, if $\omega$ is a standard state of $A_{\infty}$, then the induced state $\omega$ on $B_{\infty}$ satisfies

$$\omega(e^{i\xi_ix_i}) = \sum_{n=0}^{\infty} \frac{i^n \omega(x_i^n)}{n!}$$

whenever the series converges.

There are positive linear functionals on $B_{\infty}$, however, which do not arise in this way from states on $A_{\infty}$. This situation is a result of the fact that the representations of $B_{\infty}$ involve bounded operators, while those of $A_{\infty}$ involve unbounded operators. Thus the states of $A_{\infty}$ are determined by vectors lying in the invariant domain $\mathcal{D}$ of the representation, while the positive functionals of $B_{\infty}$ may be determined by vectors lying outside the domain $\mathcal{D}$, and if so, are not induced by states of $A_{\infty}$. For this reason we may regard these positive functionals of $B_{\infty}$ as states of the system which are not determined by their "joint moments".

We can arrive at this same conclusion by another route. Let us recall that in the case of classical mechanics the states of the system are represented by probability distributions on the phase space $E_{2n}$. Herefore we have considered only those probability distributions which are determined by their joint moments. We now want to include in our discussions those probability distributions which are not determined by their joint moments, and in particular, those whose joint moments are not all finite.

It is well-known from the theory of probability that every probability distribution $\mu$, whether its moments are finite or not, is always completely determined by its characteristic function $\hat{\mu}$ [3]

$$(8.5) \quad \hat{\mu}(\xi_1, \cdots, \xi_{2n}) = \int_{E_{2n}} e^{i(\xi_1 x_1 + \cdots + \xi_{2n} x_{2n})} \mu(x_1, \cdots, x_{2n})$$

or, what is the same thing, by its values on the exponential monomials over $E_{2n}$. In our present terminology, $\mu$ determines, and is completely determined by, a positive linear functional on the algebra $B_{\infty}$ of exponential polynomials in the $x_i$. It is easy to see from (8.5) that the joint moments of $\mu$ are all finite if and only if $\hat{\mu}$ is infinitely differentiable at the origin, and that in this case the value of $\mu$ on the polynomial $f$ is given by

$$\int_{E_{2n}} f(x_1, \cdots, x_{2n})d\mu = \lim_{\xi \to 0} \left( i \frac{\partial}{\partial \xi_1}, \cdots, i \frac{\partial}{\partial \xi_{2n}} \right) \hat{\mu}(\xi_1, \cdots, \xi_{2n}).$$
These observations carry over to the case of quantum mechanics. There are states of the system represented by vectors in the Hilbert space $L^2(E_n)$. Heretofore we have considered only those vectors which lie in the domain $D$ of the operators representing the canonical coordinates. We now want to include in our discussions those vectors which lie outside of $D$. It is known from the theory of quantum mechanics [16] that every vector $v$ in $L^2(E_n)$, whether or not it lies in $D$, is completely determined by its characteristic function

$$(8.7) \hat{v}(\xi_0, \xi_1, \ldots, \xi_{2n}) = (e^{i\xi_0 x_0} e^{i\xi_1 x_1} \ldots e^{i\xi_{2n} x_{2n}} v, v)$$

e., by the values it assigns to the exponential monomials in the canonical operators. Thus $v$ determines, and is determined by, a positive linear functional on the algebra $B_\infty$ of exponential polynomials in the $x_i$. Moreover, the "joint moments" of $v$ are all finite if and only if $\hat{v}$ is infinitely differentiable at the origin, and in this case the value that $v$ assigns to a polynomial $f$ in normal form in the $x_i$ is given by

$$(8.8) \langle f(x_0, \ldots, x_{2n}) v, v \rangle = \lim_{\xi \to 0} \int \left( \frac{1}{i} \frac{\partial}{\partial \xi_0}, \ldots, \frac{1}{i} \frac{\partial}{\partial \xi_{2n}} \right) \hat{v}(\xi_1, \ldots, \xi_{2n}).$$

There are other positive linear functions on the algebra $B_\infty$ of exponential polynomials which are not of this form. They have the property that their values on the monomials $e^{i\xi_0 x_0}, \ldots, e^{i\xi_{2n} x_{2n}}$ are not continuous functions of the arguments $\xi_i$. It is known that their structure is quite pathological, and that they do not give rise to any representation of $A_\infty$. For this reason we shall restrict our attention to positive linear functionals whose values on the generating monomials are continuous in the arguments $\xi_i$.

These observations together suggest that we regard as extended states of the system those normalized positive linear functionals on the algebra $B_\infty$ which are continuous as functions of the arguments $\xi_i$. We shall denote the space of all extended states by $\Omega^-$. Those extended states on $B_\infty$ which determine states on $A_\infty$ we shall continue to call states, and we shall regard the state space $\Omega$ as part of the extended state space $\Omega^-$. (See the remark at the end of section 7.)

Every extended state $\omega$ may be expressed in terms of its characteristic function $\hat{\omega}$, defined by

$$(8.9) \hat{\omega}(\xi_0, \xi_1, \ldots, \xi_{2n}) = \omega(e^{i\xi_0 x_0} e^{i\xi_1 x_1} \ldots e^{i\xi_{2n} x_{2n}}).$$

Thus $\hat{\omega}$ is a continuous function on the Heisenberg group $G$, here parametrized by the $\xi_i$. Since $\omega$ is a positive linear functional, $\hat{\omega}$ is a positive definite function on $G$, in the sense that

$$(8.10) \sum_{i} \alpha_i \xi_i \hat{\omega}(g_i \xi_i^{-1}) \geq 0$$
for all scalars $a_i$ and group elements $g_i$ in $G$. Thus the theory of positive definite functions on Lie groups applies [13]. In particular, it can be shown that, as in the two special cases, an extended state is a state if and only if its characteristic function is infinitely differentiable at the origin of $G$, and that, in this case, the value assigned to a polynomial $f$ in normal form is just

$$\omega_f(x_0, x_1, \cdots, x_n) = \lim_{\xi \to 0} f \left( \frac{1}{i} \frac{\partial}{\partial \xi_0}, \frac{1}{i} \frac{\partial}{\partial \xi_1}, \cdots, \frac{1}{i} \frac{\partial}{\partial \xi_{2n}} \right) \delta(\xi_0, \cdots, \xi_{2n}).$$

Finally, we learn from section 7 that the extended states all arise from vectors in the Hilbert spaces described there just as the states do. Moreover, every vector in those spaces defines an extended state, while it defines a state if and only if it lies in the maximal dense domain of the operator representatives of the polynomials in the canonical variables. We shall say that an extended state is a standard extended state if it arises from a standard representation. As we pointed out at the end of section 7 we are primarily interested in the standard representations, and hence in the standard extended states.

In this way we obtain a satisfactory extension of the definition of a state of the system. It is now an easy matter to extend the definition of a function of the canonical variables. We shall restrict our attention to functions which yield an expected value in every extended state of the system, since only these functions can be "measured" in every extended state. We shall further suppose that two functions which yield the same expected values in every extended state are the same, since no measurement can distinguish them. Finally, we shall require that the function be bounded, in the sense that its expected values are bounded. Unbounded functions may be treated in the same way, but are technically more difficult to manage, and the bounded functions will suffice for our purposes.

These considerations suggest that we define an extended function of the canonical variables in terms of its expected values in the extended states. Thus an extended function $f$ of the canonical variables assigns to each extended state $\omega$ in $\Omega^-$ a scalar $f(\omega)$ such that

$$f(\alpha\omega + (1 - \alpha)\eta) = \alpha f(\omega) + (1 - \alpha)f(\eta),$$

$$\sup \{|f(\omega)| : \omega \in \Omega^-| < \infty.$$

We denote by $F_\infty$ the set of all extended functions of $B_\infty$. Note that every exponential polynomial $g$ may be regarded as an extended function by putting

$$g(\omega) = \omega(g).$$

In this sense $B_\infty$ is included in $F_\infty$, and so $F_\infty$ is not empty. $A_\infty$, on the other hand is not included in $F_\infty$, since the polynomials in $A_\infty$ do not admit expected values in every extended state, and the expected values they do admit are not bounded.
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It is obvious that complex linear combinations of extended functions are again extended functions, and so \( F_\infty \) is a linear space over the complex scalars. It is not obvious that two extended functions can be multiplied together in any consistent way to obtain a third, but it is also true. Our next result says that \( F_\infty \) forms a \( \mathbb{W}^* \) algebra [17].

**Theorem 8.1.** The space \( F_\infty \) of extended functions admits a multiplication and a conjugation operation in such a way that under these operations it becomes a \( \mathbb{W}^* \) algebra.

**Proof.** Let us define a norm for the elements \( g \) of \( B_\infty \) via

\[
\|g\|^2 = \sup \{ \omega (g^* g) : \omega \in \Omega^- \}.
\]

It is known that this definition does indeed provide a norm, and that the completion \( C_\infty \) of \( B_\infty \) in this norm is a \( C^* \) algebra. Moreover, the dual space \( N_\infty \) of this \( C^* \) algebra contains all the extended states of \( B_\infty \), and is spanned by linear combinations of these states. It is also known that the second dual \( W_\infty \) of \( C_\infty \) is a \( \mathbb{W}^* \) algebra which includes \( B_\infty \) in a natural way as a weak-\(*\)-dense subalgebra.

By definition the elements of \( W_\infty \) are determined by their values on \( N_\infty \), and hence by their values on \( \Omega^- \). Thus \( W_\infty \) consists of extended functions, and is included in \( F_\infty \) [17].

It remains to show that \( W_\infty \) includes \( F_\infty \). Any extended function \( f \) in \( F_\infty \) is defined as a bounded convex functional on \( \Omega^- \), and since \( \Omega^- \) spans \( N_\infty \), \( f \) is defined as a linear functional on \( N_\infty \). We must show that it is bounded. Let \( \phi \) be any Hermitian functional of norm 1 in \( N_\infty \), and recall that \( \phi \) may be expressed as \( \phi = \alpha \omega - 1(1 - \alpha)\eta \), where \( \omega \) and \( \eta \) are in \( \Omega^- \). Then

\[
|f(\phi)| \leq \alpha |f(\omega)| + (1 - \alpha) |f(\eta)| \leq \sup \{|f(\omega)| : \omega \in \Omega^- \}
\]

which we have supposed finite [17]. Thus \( f \) is bounded on \( N_\infty \), and therefore lies in \( W_\infty \). We conclude that \( F_\infty \) may be identified with the \( \mathbb{W}^* \) algebra \( W_\infty \).

The computation of extended functions is facilitated by the following corollary.

**Corollary 8.2.** Every extended function \( f \) of \( F_\infty \) may be approximated by exponential polynomials \( g \) in the sense of

\[
|f(\omega) - g(\omega)| < \epsilon
\]

for any \( \epsilon \), and any finite set \( \{\omega_i\} \) of extended states.

Finally, we need to know what happens to the extended functions under representations.

**Theorem 8.3.** Let \( \rho \) be any representation of \( B_\infty \) as an algebra of bounded operators on a Hilbert space. Then \( \rho \) may be lifted to a representation of \( F_\infty \) as the \( \mathbb{W}^* \) algebra of operators generated by \( \rho(B_\infty) \).
Proof. See [17]. Thus we see that in any representation of the exponential polynomials as bounded operators, the extended functions automatically appear as bounded operators which can be weakly approximated by the exponential polynomial operators. In this way we obtain a satisfactory extension of the exponential polynomial functions of the canonical variables.

We have carried out this development only for the algebra $A_\infty$. There is no difficulty in doing the same for the other possible moment algebras, since they are all homomorphic images of this one. Details will be omitted here.

9. Dynamical Aspects

The efforts of the previous sections have been devoted entirely to the descriptive aspects of mechanics, i.e., to the determination of the possible states of the system. In this section we shall consider briefly the dynamical aspects of mechanics, i.e., the description of the possible motions of these states of the system.

We shall first define a motion of the system as a transformation of the states of the system. We shall require on physical grounds that the transformation be one-to-one and invertible, and that it preserve the convex structure of the state space and the commutation relations of the moment algebra. We shall then show that every such transformation induces either an automorphism, or an anti-automorphism, or a suitable combination of the two, of the algebra of extended functions, and that it can be represented by either a unitary operator, or an anti-unitary operator, or a suitable combination of the two in any standard representation.

It follows that every differentiable one-parameter group of motions of the system can be realized as a differentiable one-parameter group of unitary operators in any standard representation. Moreover, if $k$ is the Hermitian generator of this group, then the equations of motion of the canonical variables can be written simply as

\[ \frac{dx_j}{dt} = i[k, x_j]. \]

Now in the (essentially unique) standard representation of the algebra $A_\lambda$, where $\lambda \neq 0$, these equations of motion may be rewritten, using (6.6), as

\[ \frac{dx_j}{dt} = \{h, x_j\} \]

where $h$ is an (unbounded) extended function of the canonical variables, chosen so that $k = \lambda h$. If $\lambda = 0$, then the bracket operation is no longer determined by (6.6), and need not be preserved by the motion; but if we assume in addition that the motion does preserve the bracket operation, then we obtain the same result: The equations of motion (9.1) may be rewritten as (9.2), where now $h$ is an
extended function of the canonical variables chosen so that
\[ k = \frac{1}{i} \sum_j \left( \frac{\partial h}{\partial p_j} \frac{\partial}{\partial q_j} - \frac{\partial h}{\partial q_j} \frac{\partial}{\partial p_j} \right). \]

It follows that every differentiable one-parameter group of canonical motions is necessarily determined by the Hamiltonian equations of motion in the form (9.2).

We shall next observe that the class of motions defined in this manner is in some ways too restrictive. A closer investigation reveals that in both classical and quantum mechanics there are physically interesting motions which do not preserve the state space, but transform some of the states into distributions whose joint moments are not all finite, i.e., into extended states.

Thus we are led to define an extended motion of the system as a transformation of the extended states of the system. Again we require that it be one-to-one and invertible, and that it preserve the convex structure of the extended state space and the commutation relations of the exponential polynomial algebra. Every motion determines uniquely an extended motion, but not all extended motions are determined in this way. We shall then show that every extended motion induces either an automorphism, or an anti-automorphism, or a suitable combination of the two, of the algebra of extended functions, and can be represented by either a unitary operator, or an anti-unitary operator, or a suitable combination of the two in any standard representation. Moreover, continuous one-parameter groups of these extended motions are also determined by the equations of motion (9.2) whenever the right-hand side can be properly defined.

Finally, we shall show that the equations of motion (9.2) are consequences of a suitable generalization of the Hamilton variational principle. In this sense the equations of motion in our formulation of mechanics are always determined by a Hamiltonian function of the canonical variables via the Hamilton variational principle.

We begin with a formal definition of a motion of the system. Intuitively, we expect that any motion of the system will transform each state of the system into another state of the system. Moreover, it will transform different states into different states, and superpositions of states into superpositions of states. It will preserve the expected values of the commutation relations. Finally, it will admit an inverse motion, which will restore the system to its original configuration. These considerations lead us to

**Definition 9.1.** A motion of a mechanical system is a transformation \( \pi: \Omega \to \Omega \) of the space of all states of the system onto itself such that, if \( \omega, \eta \) lie in \( \Omega \) and \( 0 \leq \alpha \leq 1 \), then
\[
\pi(\omega) = \pi(\eta) \quad \text{if and only if} \quad \omega = \eta.
\]
\[ n\left(\alpha \omega + (1 - \alpha)\eta\right) = \alpha n(\omega) + (1 - \alpha)n(\eta), \]
\[ \pi(\theta) = \omega \text{ for some } \theta \text{ in } \Omega, \]
\[ \left(\pi \omega\right)(z) = \omega(z). \]

Examples of motions can be constructed as follows: For \( \lambda = 0 \), let \( T \) be any one-to-one measure-preserving transformation of \( E \) onto itself, and \( U_0 \) the unitary operator induced by \( T \) on \( H_0 \). For \( \lambda \neq 0 \), let \( U_\lambda \) be a unitary operator on \( H_\lambda \), chosen in such a way that the operator-valued function \( U_\lambda \) is a measurable function of \( \lambda \). Then \( U_\lambda \) determines a unitary operator \( U_m \) on every standard representation of \( A_\infty \) on \( H_m \), given by
\[ U_m v = \int U_\lambda v(\lambda) d\lambda, \]
and hence determines a transformation on the state space of \( A_\infty \). It is easy to see that this transformation satisfies all the requirements of our definition of a motion, and that this motion preserves the subset of standard states, associated with the standard representations.

This is not the only possibility, however. Other motions of \( A_\infty \) arise as follows. Let \( J_\lambda \) be the anti-unitary operator defined in \( H_\lambda \) by the formula \( J_\lambda v = \bar{v} \), i.e., by ordinary conjugation of the functions in \( H_\lambda \). Let \( k(\lambda) \) be any measurable function of \( \lambda \) whose only values are 0 and 1. Put \( V_\lambda = J_\lambda k(\lambda) \). Then \( V_\lambda \) is a measurable operator-valued function of \( \lambda \) which is the identity operator where \( k(\lambda) = 0 \) and the conjugation operator where \( k(\lambda) = 1 \). Then \( V_\lambda \) induces an isometric operator on every standard representation of \( A_\infty \), and hence determines a transformation on the state space of \( A_\infty \). It is easy to see that this transformation is also a motion which preserves the standard states.

We now want to show that every motion of the system which preserves the standard states must be a combination of motions of these two special forms; no other motions are possible. Our first result characterizes motions in terms of extended functions of \( A_\infty \).

**Lemma 9.2.** Let \( \pi \) be any motion of the state space \( \Omega \). Then \( \pi \) induces a linear isometry \( \pi^* \) on the space \( F_\infty \) of extended functions, such that
\[ (\pi^* f)(\omega) = f(\pi \omega). \]

**Proof.** We recall that \( \Omega \) is a subset of the extended state space \( \Omega^* \), which spans the space \( N_\infty \). It is known that every Hermitian functional \( \phi \) of norm 1 in \( N_\infty \) has a unique decomposition as a convex difference of positive functionals of norm in \( \Omega^* \) [17]:
\[ \phi = \lambda \phi^* - (1 - \lambda)\phi^- \]
where \( \phi^* \) and \( \phi^- \) have norm 1, and \( 0 \leq \lambda \leq 1 \). If \( \phi^* \) and \( \phi^- \) lie in \( \Omega \), then we
may define \( n^{\phi} \) by
\[
(9.10) \quad n^{\phi} = \lambda n^{\phi+} - (1 - \lambda)n^{\phi-}.
\]
Then \( n \) is defined as a linear transformation on a subspace of \( N_{\infty} \). The norm of \( n^{\phi} \) is given by
\[
(9.11) \quad \|n^{\phi}\| \leq \lambda \|n^{\phi+}\| + (1 - \lambda) \|n^{\phi-}\| = 1.
\]
Hence \( n \) decreases the norm in \( N_{\infty} \). Since the same is true for \( n^{-1} \), we conclude that \( n \) preserves the norm in \( N_{\infty} \). Since \( \Omega \) is norm-dense in \( \Omega^{-} \), it spans a norm-dense subspace of \( N_{\infty} \). It follows that \( n \) may be uniquely extended to an isometry of \( N_{\infty} \).

Let \( n^{\ast} \) be the adjoint mapping defined on the dual \( F_{\infty} \) of \( N_{\infty} \). Then \( n^{\ast} \) is also an isometry and by definition satisfies (9.4).

Our next result says that the isometries of \( F_{\infty} \) must have a special form.

**Lemma 9.3.** Let \( n^{\ast} \) be any isometry of \( F_{\infty} \), with \( n^{\ast}(1) = 1 \). Then there exists an orthogonal projection \( e \) in the center of \( F_{\infty} \), with \( n^{\ast}(e) = e \), such that \( n^{\ast} \) is an isomorphism of \( F_{\infty}e \) and an anti-isomorphism of \( F_{\infty}(1 - e) \).

**Proof.** This result, valid for isometries of any \( W^{*} \) algebra, has been obtained by Kadison in [10].

So far we have made no use of the requirement that \( n^{\varphi}(z) = \varphi(z) \). We now show that under this requirement, we must have \( n^{\ast}f = f \) for all functions \( f \) of the form \( e^{i\xi z} \), and hence for all functions \( f \) in the \( W^{*} \) subalgebra of \( F_{\infty} \) generated by the \( e^{i\xi z} \).

**Lemma 9.4.** Let \( n \) be any motion of the system. Then for all states \( \omega \) in \( \Omega \),
we have \( n^{\omega}(z_{n}) = \omega(z_{n}) \), \( n = 1, 2, 3, \ldots \).

**Proof.** From Theorem 5.1 we know that, for any \( \omega \) in \( \Omega \),
\[
(9.12) \quad \omega(z_{n}) = \int_{E_{1}} \lambda^{n} d\mu(\lambda)
\]
for a suitably chosen probability measure \( \mu \) on \( E_{1} \). It follows that, as far as the polynomials in \( z \) are concerned, the motion \( n \) on \( \Omega \) induces a motion \( n \) on the set of all finite measures on \( E_{1} \) which satisfies the requirements of Definition 9.1.

Let \( I \) denote any half-open interval \( \alpha \leq \lambda < \beta \) in \( E_{1} \), and let \( \mu \) be any probability measure on \( E_{1} \). We assert that \( (n\mu')(I) = \mu'(I) \).

To see this, let \( \mu' \) be the restriction of \( \mu \) to the interval \( I \), and \( \mu'' \) the restriction of \( \mu \) to \( E - I \). Then \( \mu'(I) - \mu(I) \), \( \mu''(I) = 0 \), and \( \mu' + \mu'' = \mu \).

Now \( (n\mu')(I) = \mu'(I) \). Otherwise, there is a half-open interval \( J \), disjoint from \( I \), with \( (n\mu')(J) > 0 \). If so, let \( \nu' \) be the restriction of \( n\mu' \) to \( J \) and \( \nu'' \) be the restriction of \( n\mu' \) to \( E - J \). Then \( \nu' + \nu'' = n\mu' \), so \( n^{-1}\nu' + n^{-1}\nu'' = n^{-1}(n\mu') = \mu' \). It follows that the support of \( n^{-1}\nu' \) is contained
in the support of $\mu'$, and hence in $I$. Thus $\pi^{-1}\nu'$ and $\nu'$ have supports in $I$ and $I$, respectively. This means that $\int \lambda d(\pi^{-1}\nu') \neq \int \lambda d\nu'$, which contradicts our assumption on $\pi$. We conclude that $\pi\mu'(I) = \mu'(I) = \mu(I)$.

It now follows that $(\pi\mu')(I) = (\pi\mu')(I) + (\pi\mu')(I) = (\pi\mu')(I) = \mu(I)$. The same argument, applied to $\pi^{-1}$, shows that $\mu(I) = (\pi\mu')(I)$, and we have $(\pi\mu')(I) = \mu(I)$.

Now we see that if $f(\lambda)$ is any step function made up of half-open intervals, then we must have $(\pi\mu')(f) = \mu(f)$.

If we approximate $\lambda^n$ uniformly by a step function $f(\lambda)$ so that $|\lambda^n - f(\lambda)| < \delta$, then we see that $|(\pi\mu)(\lambda^n) - \mu(\lambda^n)| \leq |(\pi\mu)(\lambda^n - f) + |\mu(f - \lambda^n)| < 2\delta$, and it follows that $(\pi\mu)(\lambda^n) = \mu(\lambda^n)$ for all $n$.

In the same way we can show that $(\pi\mu)(f) = \mu(f)$ for all bounded continuous functions $f$ of $\lambda$. It follows that, under the assumptions, $\pi\mu = \mu$ for all measures $\mu$ on $E_1$. This gives us immediately

**Lemma 9.5.** Let $\pi$ be any motion of the system. Then for all states $\omega$ in $\Omega^-$, we have $(\pi\omega)(e^{i\xi z}) = \omega(e^{i\xi z})$.

**Proof.** The preceding proof has established this result for all $\omega$ in $\Omega$. Since $\Omega$ is dense in $\Omega^-$, the rest follows from the uniform continuity of $\pi$.

**Lemma 9.6.** Let $\pi$ be any motion of the system, and $\pi^*$ the associated isometry of the extended functions. Then for all $f$ which are extended functions of $z$, (i.e., which lie in the $W^*$ subalgebra of $F_\infty$ generated by the exponential polynomials $e^{i\xi z}$ in $z$) we have $\pi^*(f) = f$.

**Proof.** Approximate $f$ by exponential polynomials in $z$ and use Lemma 9.5.

**Lemma 9.6** contains the essential consequences of the requirement that $\pi\omega(z) = \omega(z)$, and can be used to sharpen considerably the results of Lemma 9.3. We first observe that the algebra $F_\infty$ of extended functions may be split into two parts, one of which is essentially classical, (i.e., commutative) and the other of which is essentially quantal (i.e., non-commutative).

**Lemma 9.7.** The algebra $F_\infty$ of extended functions of $A_\infty$ contains a central orthogonal projection $e$, such that $F_C = F_\infty e$ is commutative, and $F_Q = F_\infty (1 - e)$ has center generated by the exponential polynomials in $z$.

**Proof.** From Theorems 7.9 and 8.3 we learn that the irreducible representations of $F_\infty$ are all described in terms of the algebras $B_\lambda$ of all bounded operators on the spaces $H_\lambda$, $\lambda \neq 0$, and the algebra $B_0$ of all bounded measurable functions on the phase space $E_{2n}$. Let $F_\Omega$ be the largest subalgebra of $F_\infty$ whose irreducible representations are all of the form $B_\lambda$, for $\lambda \neq 0$, and let $F_C$ be the largest subalgebra of $F_\infty$ whose only irreducible representations are of the form $B_0$. Then the theory of operator algebras tells us that $F_\infty$ is the direct sum of $F_C$ and $F_Q$ [17].
Moreover, there exists a projection $e$ in the center of $F_\infty$, such that $F_C = Fe$ and $F_Q = F(1 - e)$. Finally, $F_C$ obviously commutative; and $F_Q$ is non-commutative, and has center generated by the exponential polynomials in $Z$.

We are now ready to state our principal result.

**Theorem 9.8.** Let $\pi$ be a motion of the system which preserves the standard states, and $\pi^*$ the associated isometry of the space $F$ of extended functions. Then $\pi^*F_C = F_C$ and $\pi^* = F_Q = F_Q$. On $F_C$, $\pi^*$ is an automorphism induced by a Lebesgue measure-preserving transformation of the phase space $E_{2n}$. $F_Q$ is the direct sum of two subalgebras, $F'_Q$ and $F''_Q$, such that on $F'_Q$, $\pi^*$ is an automorphism induced by a unitary transformation $u^*$ of $F'_Q$, and on $F''_Q$, $\pi^*$ is the product of such an automorphism and a conjugation of the form described after Definition 9.1.

**Proof.** Since $\pi^*$ commutes with the exponential polynomials in $z$ (Lemma 9.5), we see that $\pi^*$ takes $F_C$ into $F_C$ and $F_Q$ into $F_Q$. Since $F_C = L_\infty(E_{2n})$ is commutative, $\pi^*$ acting on $F_C$ is an automorphism of $L_\infty(E_{2n})$, and we know that every such automorphism is induced by a measure-preserving transformation of $E_{2n}$. Since $F_Q$ has center generated by the exponential polynomials in $z$, and since every irreducible representation of $F_Q$ is of the type $B_\lambda$, with $\lambda \neq 0$, we know that every isometry of $F_Q$ is of the form required by the theorem [10].

**Corollary 9.9.** If $\pi^*$ is an automorphism of $F_\infty$, then on $F_C$ it is induced by a measure-preserving transformation of $E_{2n}$, and on $F_Q$ it is induced by a unitary function in $F_Q$.

After this rather lengthy analysis of the individual motions of the system, we are now prepared to discuss the one-parameter groups of motions which will determine the development of the system in time.

**Definition 9.10.** A one-parameter group of motions of the system is a one-parameter family $\{\pi(t)\}$ of motions such that for all $\omega$ in $\Omega$, and all $f$ in $A$,

\begin{align*}
\pi(0)\omega &= \omega, \\
\pi(s)\pi(t)\omega &= \pi(s + t)\omega, \\
(\pi(t)\omega)(f) &= \text{a continuous function of } t.
\end{align*}

If $\pi(t)$ is a one-parameter group of motions of $\Omega$, then clearly $\pi^*(t)$ is a one-parameter group of isometries of $F_\infty$. Moreover, condition (9.15) implies that these isometries must all be automorphisms, since no anti-automorphism can be obtained from the identity be a continuous deformation. This observation, together with Theorem 9.8, enables us to characterize a one-parameter group of motions as follows.

**Theorem 9.11.** Let $\pi(t)$ be a one-parameter group of motions on $\Omega$ which preserve the standard states, and $\pi^*(t)$ the associated group of isometries of $F_\infty$. 

Then on $F_C$, $\pi^*(t)$ is induced by a one-parameter group of measure-preserving transformations on $E_{2n}$, and on $F_Q$, $\pi^*(t)$ is induced by a one-parameter group of unitary functions in $F_Q$.

The weak continuity of $\pi(t)$ defined by (9.15) forces a weak continuity upon $\pi^*(t)$. The weak continuity of $\pi^*(t)$ in turn implies that $\pi^*(t)$ is weakly differentiable. In particular, we have

**Theorem 9.12.** Let $f$ be any extended function in $F$, and let $f(t) = \pi^*(t)f$. Then there exists an unbounded Hermitian extended function $k$, defined on a dense subset of the extended states, such that for those extended states $\omega$ for which $k$ is defined, $f(t)(\omega)$ is differentiable in $t$, and

\[
\lim_{t \to 0} \frac{d}{dt} f(t)(\omega) = i [k, f](\omega).
\]

**Proof.** Suppose $f$ lies in $F_Q$. Then $f(t) = u^*(t)fu(t)$ for some weakly continuous one-parameter group of unitary operators in $F_Q$. We know that every such group of unitary operators has the form $u(t) = e^{ikt}$, for some unbounded Hermitian operator $k$, defined at least on a dense subset of $\Omega^*$. For all states $\omega$ in this subset, then, $f(t)(\omega) = e^{-ikt}fe^{ikt}(\omega)$ is differentiable in $t$, and its derivative at the origin is given by (9.16).

Suppose now that $f$ lies in $F_C$. Then again $f(t) = u^*(t)fu(t)$, where now $u(t)$ is the one-parameter group of unitary operators on $L^2(E_{2n})$ induced by the group of transformations of the phase space $E_{2n}$ which determine $\pi^*(t)$. Again we know that $u(t) = e^{ikt}$, where $k$ is an unbounded Hermitian operator on $L^2(E_{2n})$, and again this relation leads to (9.16).

The general case is an obvious combination of these two.

If we assume, in addition, that the original group of motions $\pi(t)$ of the state space $\Omega$ is differentiable, in the sense that, for all $f$ in $A$,

\[
\pi(t)\omega(f) \text{ is differentiable in } t
\]

then it can be shown that the Hermitian generator $k$ of (9.16) is defined on all states $\omega$ in $\Omega$, and (9.16) holds for all states.

We shall regard (9.16) as the *equation of motion* for the extended function $f$. It is by now obvious that the behavior of $f$ under the group of motions $\pi(t)$ is completely determined by equation (9.16), and in particular, this holds true in every standard representation.

Next we notice that the definition of the bracket operation in each of the irreducible standard representations $B_\lambda$ of $F$ given in section 7 can be used to define a bracket operation on a suitably chosen dense subalgebra of $F$, such that the relation (6.6) holds. In $F_Q$, this bracket operation has the form
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\[ (9.18) \quad \{f, g\} = \frac{1}{iz} [f, g] \]

for all extended functions \( f \) and \( g \) which admit division by \( z \), while in \( F_C \) it is
given by

\[ (9.19) \quad \{f, g\} = \sum_j \frac{\partial f}{\partial p_j} \frac{\partial g}{\partial q_j} - \frac{\partial f}{\partial q_j} \frac{\partial g}{\partial p_j} \]

for all differentiable functions in \( B_0 = L_\infty(E_{2n}) \).

In terms of this bracket operation, the equation of motion (9.16) can be rewritten in Hamiltonian form. In \( F_Q \), (9.16) becomes

\[ (9.20) \quad \frac{df}{dt} = \{h, f\} \]

where \( h \) is an unbounded Hermitian extended function chosen so that

\[ (9.21) \quad k = zh. \]

In \( F_C \), (9.16) can be put in Hamiltonian form only if the motion preserves the bracket operation. This requirement is automatically satisfied in \( F_Q \) because of (9.18), but is not necessarily satisfied in \( F_C \). It is known, however, that if the motion does preserve the bracket operation in \( F_C \), then the equation of motion has the form

\[ (9.22) \quad \frac{df}{dt} = \{h, f\} \]

where now \( h \) is an unbounded function on \( E_{2n} \) chosen so that

\[ (9.23) \quad k = \frac{1}{i} \left\{ \sum_j \frac{\partial h}{\partial p_j} \frac{\partial}{\partial q_j} - \frac{\partial h}{\partial q_j} \frac{\partial}{\partial p_j} \right\} \]

and conversely, if the equation of motion has the form (9.22), then the motion necessarily preserves the bracket operation in \( F_C \) [25].

If we call canonical all motions which preserve the bracket operation in \( F \), then we can state our final result as follows:

**Theorem 9.13.** Every differentiable one-parameter group of canonical motions of the state space is completely determined by the Hamiltonian equations of motion

\[ (9.24) \quad \frac{df}{dt} = \{h, f\} \]

where the Hamiltonian \( h \) is a suitably chosen (unbounded) Hermitian extended function of the canonical variables.

It must be admitted here that this seemingly fortuitous result is a consequence of a long series of carefully chosen definitions. Nevertheless, it implies that any reasonable motion of the system can always be cast in Hamiltonian form.

In some problems our definition of motion is too restrictive to allow all
motions of physical interest. In the case of classical mechanics, for example, the motion of a single point particle moving along a single axis under a prescribed force is a motion in our sense only if the potential function is sufficiently well-behaved. Otherwise the motion may transform states with all joint moments finite into states with some joint moments no longer finite.

A similar situation prevails in the quantum mechanical analogue of this one-particle system. A motion of this system is a motion in our sense only if the potential operator is sufficiently well-behaved. Otherwise the motion transforms some of the vectors in the common dense domain $\mathcal{D}$ of the canonical variables into vectors which lie outside this domain.

We can include motions of this type within our framework by defining an extended motion of the system as a transformation of the space of extended standard states. Then the whole preceding development can be adjusted to cover extended motions as well, with the result that Theorem 9.13 holds whenever the right-hand side of the Hamiltonian equations of motion are properly defined. Thus extended motions behave just like motions, apart from questions of domain.

We shall conclude our investigation of the dynamical aspects of our formulation of mechanics by showing that the equations of motion may also be obtained from a variational principle. For this purpose, we let $\rho$ be any standard representation of $\mathcal{A}$ on $\mathcal{H}$, and $h$ any Hermitian polynomial in $\mathcal{A}$ such that $\rho(h)$ is self-adjoint on $\mathcal{H}$. We define for any $f$ in $\mathcal{A}$ the operators $f(t)$ and $\dot{f}(t)$ by means of

\begin{equation}
    f(t) = \exp(-ikt)\rho(f)\exp(ikt),
\end{equation}

\begin{equation}
    \dot{f}(t) = \exp(-ikt)\rho(-i[k, f])\exp(ikt).
\end{equation}

We then form the action integral

\begin{equation}
    I = \int_0^t (L(r)v, v)\,dr
\end{equation}

where $v$ is an arbitrary vector chosen from the domain $\mathcal{D}$ in $\mathcal{H}$, and $L(t)$ is the Lagrange function defined by

\begin{equation}
    L(r) = \sum_{i=1}^n p_i(r)\dot{q}_i(r) - h(r).
\end{equation}

By a variation of the canonical coordinates, we shall mean simply a translation of the form

\begin{align}
    p &\rightarrow p + \delta p = p + \delta \alpha 1, \\
    q &\rightarrow q + \delta q = q + \delta \beta 1.
\end{align}

We now introduce a variation of this form into each of the canonical coordinates at each time $\tau$ in the interval $0 < \tau < t$, and try to estimate its effect on the action integral.
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(9.30) \[ \delta l = \delta \int_0^t (L(r)v, v) dr. \]

If the variation vanishes at the end points, then (9.30) may be rewritten as

(9.31) \[ \delta l = \int_0^t \delta(L(r)v, v) dr. \]

Using (9.28), we obtain for the integrand

\[ \delta(L(r)v, v) = \left[ \sum_{i=1}^n \delta p_i(r) \dot{q}_i(r) v, v \right] + \left[ \sum_{i=1}^n p_i(r) \delta \dot{q}_i(r) v, v \right] \]

(9.32)

- \left[ \sum_{i=1}^n \frac{\partial h}{\partial p_i} \delta p_i v, v \right] - \left[ \sum_{i=1}^n \frac{\partial h}{\partial q_i} \delta q_i v, v \right].

Since the variation of each coordinate is made at each time \( r \), the variation commutes with the time derivative. Hence the integral of the second term in (9.32) may be rewritten as

\[ \int_0^t \sum_{i=1}^n p_i(r) \delta \dot{q}_i(r) dr = \int_0^t \sum_{i=1}^n p_i(r) \frac{d}{dr} \delta q_i(r) dr \]

(9.33)

\[ = - \int_0^t \sum_{i=1}^n p_i(r) \delta q_i(r) dr. \]

Here we have used the fact that all variations vanish at the end points. Now (9.31) becomes

\[ \delta l = \int_0^t \left[ \sum_{i=1}^n \left( \frac{\partial h}{\partial \dot{p}_i} \right) \delta p_i v, v \right] \delta \dot{p}_i v, v \]

(9.34)

\[ - \left[ \sum_{i=1}^n \left( \frac{\partial h}{\partial \dot{q}_i} \right) \delta q_i v, v \right] dr. \]

Now we observe that the variations \( \delta p_i \) and \( dq_i \) are actually scalar multiples of the identity in \( A \), and hence may be taken out of the inner product. Hence

\[ \delta l = \int_0^t \left[ \sum_{i=1}^n \left( \frac{\partial h}{\partial \dot{p}_i} \right) \delta p_i v, v \right] \delta \dot{p}_i v, v \]

(9.35)

\[ - \int_0^t \left[ \sum_{i=1}^n \left( \frac{\partial h}{\partial \dot{q}_i} \right) \delta q_i v, v \right] \delta \dot{q}_i v, v \]

If we require that the action integral be stable under variations of the form (9.29), in the sense that \( \delta l = 0 \) for all such variations, then the usual arguments of the calculus of variations will show that we must have

\[ \left[ \frac{\partial h}{\partial \dot{p}_i} \right] v, v = 0 \]

(9.36)

for all vectors \( v \) in the domain \( D \). Thus we must have

\[ \dot{q}_i = \frac{\partial h}{\partial p_i} ; \dot{p}_i = - \frac{\partial h}{\partial q_i} \]

(9.37)
or, in other form
\begin{align}
\dot{q}_i &= \{q_i, h\}, \\
\dot{p}_i &= \{p_i, h\}
\end{align}

as the equations of motion of the system. These equations, of course, imply those of (9.25).

In this way we see that the equations of motion (9.25) are, just as in the classical case, consequences of the variational principle \( \delta I = 0 \) for the action integral \( I \) of (9.27). With a little care, the same result can be established in the same way for a more general class of Hamiltonian operators \( h(p, q) \).

It is now easy to show that the equations of motion (9.16) always admit unique solutions of the form (9.25) provided only that the Hamiltonian operator is essentially self-adjoint in the representation of \( \mathcal{A} \) under consideration. Thus the equations of motion determine the development in time of any mechanical system described by our formulation of mechanics.

The relations here derived for the equations of motion and the development of the system in time are equally valid for any one-parameter group of symmetries of the system.

§10. Statistical Aspects

Since our formulation of mechanics is primarily statistical in origin, it seems natural to suppose that it must incorporate the elements of both classical and quantum statistical mechanics. We shall show here that such is indeed the case. For this purpose it suffices to show that the standard states of the system in our formulation are all determined by an appropriate form of density matrix [16].

We must first introduce into each standard representation of \( \mathcal{A}_\infty \) a functional which is invariant under all motions.

For \( \lambda \neq 0 \), let \( r_{\lambda} \) denote the functional which assigns to each bounded operator on \( \mathcal{H}_\lambda \) its trace. For \( \lambda = 0 \), let \( r_0 \) denote the functional which assigns to each bounded function on \( E_{2n} \) its Lebesgue integral. Now for any probability measure \( m \) on \( E_1 \), let \( r_m \) be the functional defined on the bounded operator on \( \mathcal{H}_m \) by the formula
\begin{equation}
r_m(b) = \int_{E_1} r_{\lambda}(b_\lambda) \, dm(\lambda).
\end{equation}

It is clear that \( r_m \) is invariant under any motion; since if \( \lambda \neq 0 \), \( r_{\lambda}(u^*bu) = r_{\lambda}(b) \), for all unitary operators \( u \), and if \( \lambda = 0 \), \( r_0 \) is invariant under each motion of the phase space \( E_{2n} \).

Now suppose \( r \) is a positive bounded operator on \( \mathcal{H}_m \) such that \( r_m(rf) \) is finite for all representatives \( f \) of polynomials in \( \mathcal{A}_\infty \). (For example, \( r \) might be a
projection on a one-dimensional subspace of the invariant domain $\mathcal{H}_m$. Then it is easy to verify that the formula

\begin{equation}
\omega(f) = r_m(f)
\end{equation}

defines a positive linear functional on $A_\infty$ which is a standard state. If $\pi$ is any motion of the standard states, then

\begin{equation}
(\pi \omega) (f) = r_m(\pi u^* f u) = r_m(u u^* f)
\end{equation}

where $u$ is the isometric operator on $\mathcal{H}_m$ defined by $\pi$.

Our next result says that every standard state on $A_\infty$ must be of this form.

**Theorem.** Let $\omega$ be any standard state of $A_\infty$. Then there exists a measure $m$ on $E_1$ and a bounded positive operator $r$ on $\mathcal{H}_m$ such that, for all $f$ in $A_\infty$,\n
\begin{equation}
\omega(f) = r_m(f).
\end{equation}

The measure $m$ may be normalized so that

\begin{equation}
\omega(z^n) = \int \lambda^n dm(\lambda)
\end{equation}

in this case both $m$ and $r$ are essentially unique.

**Proof.** First, suppose $\omega$ has the special form

\begin{equation}
\omega(f) = (fv, v)
\end{equation}

for some vector $v$ in a standard representation. If we choose $m$ so that (10.5) holds, then (10.6) may be written as

\begin{equation}
\omega(f) = (fv, v) = \int \langle f_\lambda v_\lambda, v_\lambda \rangle dm(\lambda)
\end{equation}

where $v_\lambda$ lies in $\mathcal{H}_\lambda$, and $\|v_\lambda\| = 1$.

Let $r_\lambda$ be the orthogonal projection on $v_\lambda$ in $\mathcal{H}_\lambda$. Then the inner product $\langle f_\lambda v_\lambda, v_\lambda \rangle$ may be written as $r_\lambda(f_\lambda v_\lambda)$, and (10.7) becomes

\begin{equation}
\omega(f) = \int r_\lambda(r_\lambda f_\lambda) dm(\lambda) = r_m(f)
\end{equation}

which is the same as (10.4).

We know from Corollary 7.11 that every standard state of $A_\infty$ must be a countable convex combination of standard states of the special form (10.6). Hence, the usual techniques of Hilbert space theory will now show that (10.4) must also hold for all standard states of $A_\infty$ [16]. The uniqueness is a consequence of the uniqueness of (10.7).

Theorem 10.1 says that every standard state on $A_\infty$ is determined by a density operator in a suitably chosen standard representation of $A_\infty$. Moreover, we see from (10.3) that every motion of this standard state is determined by a motion of the associated density operator of the form $\pi^*: r \mapsto u r u^*$. 
Thus we conclude that the usual forms of both classical and quantum statistical mechanics are derivable from our formulation of mechanics, and that a suitable generalization of these two special cases can be established for every mechanical system which admits a description in our terms.

We must point out here that because of the commutation relations (6.3)–(6.5) the statistics of the different pairs \((p_i, q_j)\) of conjugate variables are independent. This means that the different pairs are distinguishable by a suitable measuring process. It follows that the statistics of a many-particle system obtained from the formalism described so far distinguishes different particles, and thus is a form of Maxwell-Boltzman statistics. This statement is true for both the classical case and the quantum case, as well as the general case.

It is not hard, however, to incorporate other forms of statistics into the same framework. If different particles are not distinguishable, then different pairs \((p_i, q_j)\) of conjugate variables will not be statistically independent, and this fact must be reflected in the structure of the moment algebra.

If we require that the statistics remain invariant under the exchange

\[
(p_i, q_j) \leftrightarrow (p_j, q_i)
\]

then we must simply restrict the moment algebra to polynomials which remain invariant under this exchange. The entire development goes through exactly as before, but now every state of the system is invariant under the exchange. This means that the statistics obtained from such a formalism is a form of Bose-Einstein statistics.

Similarly, if we require that the statistics reverse polarity under the exchange (10.9) then we must simply restrict the moment algebra to polynomials which reverse polarity under this exchange. Again the entire development goes through exactly as before, but now every state of the system reverses polarity under the exchange. This means that the statistics obtained from such a formalism is a form of Fermi-Dirac statistics. All these possibilities are available in every mechanical system which admits a description in our terms.

So far we have considered only the mechanics of a system of point particles, whose states we assume to be determined completely by the canonical positions and momenta. If the particles of the system exhibit other degrees of freedom (e.g., spin or charge) so that other coordinates are necessary to determine completely the states of the system, then these other coordinates must also appear in the moment algebra.

If, for example, it is necessary to include the spin coordinates \(\sigma_1, \ldots, \sigma_n\), then these variables must also appear in the moment algebra, and their relations with the other generators determined. If we assume, for instance, that the spin
variables are statistically independent of the position and momenta variables and of each other, then we know from Theorem 5.3 that they must commute with the position and momenta variables as well as with each other. Furthermore, if only a finite set of values is available for each spin variable $\sigma_i$, then each $\sigma_i$ must also satisfy a polynomial identity of the form $g(\sigma_i) = 0$. If, for example, the spin variable $\sigma_i$ can assume only the values $\pm 1$ (spin up or spin down) then $\sigma_i$ must satisfy the polynomial identity $\sigma_i^2 - 1 = 0$. In this way the additional variables required to describe additional degrees of freedom may be incorporated into the framework of our formulation of mechanics.

We emphasize here that, at least in principle, any combination of commutation relations (classical or quantum), statistics (Maxwell-Boltzman, Bose-Einstein, or Fermi-Dirac), and spin (zero, half-integer or integer) can be built into our framework. There is no difficulty in principle which forbids any combination. In particular, the connection between spin and statistics derived in quantum field theory is not a consequence of our formulation of particle mechanics, nor of any formulation which describes only systems with a fixed finite number of particles.

11. Constraints

Up until now we have assumed that the system whose mechanics we are describing is free of constraints. This assumption appears operationally in the statement that every normalized positive linear functional on the moment algebra $A$ determines a state of the system.

If the system is subject to constraints, then only those functionals on the algebra which satisfy the conditions of constraint can determine states of the system. If, for example, the particles of the system are constrained to lie within the unit cube (i.e., $0 \leq q_i \leq 1$), or on the surface of the unit sphere (i.e., $\sum q_i^2 = 1$), or below a fixed energy level (i.e., $h \leq 1$), then clearly all values assigned to the coordinates by any measuring process must satisfy the conditions of these constraints. It follows that we can account for the presence of constraints in the system by suitably restricting the space of admissible states.

We shall consider here only those constraints which can be given in terms of inequalities on the values assigned to a finite set of prescribed Hermitian functions of the canonical variables. (Note that every equality can always be described by a pair of inequalities!) Such constraints can always be put in the form

$$f_i(x_1, \ldots, x_{2n}) \geq 0.$$  

We shall then take as the space of admissible states those elements $\omega$ of $\Omega$ which assign to each of the $f_i$ a probability distribution of possible values, via Theorem 5.1, which vanishes on the negative real axis. In terms of moments, this
condition says that if \( g(\xi) \) is any polynomial in the single real variable \( \xi \), such that \( \xi \geq 0 \) implies \( g(\xi) \geq 0 \), then
\[
(11.2) \quad \omega (g(\xi)) \geq 0.
\]

If there exist no states in \( \Omega \) satisfying (11.2), then we say that the constraints are incompatible with the system. Otherwise the constraints are compatible with the system, and the states which satisfy (11.2) are compatible with the constraints.

It is a straightforward matter to verify that the space \( S \) of states compatible with the constraints has the properties

(1) \( \omega, \eta \in S \Rightarrow \lambda \omega + (1 - \lambda) \eta \in S, \quad 0 \leq \lambda \leq 1, \)
(2) \( \{\omega_n\} \in S \) and \( \omega_n \rightarrow \omega \Rightarrow \omega \in S,\)

but not the property

(3) \( \omega \in S \Rightarrow \sigma^* \omega \in S \) for all translations \( \sigma \) of \( A. \)

Thus \( S \) is closed under strong superpositions and weak limits, but not under translations (see section 4). Properties (1) and (2), taken together, imply that \( S \) is a face of \( \Omega \) [17]. The same statement holds true for their extensions: \( S^\sim \) is a (weakly closed) face of \( \Omega^\sim \).

If the moment algebra \( A \) is commutative (the classical case), then so are the algebras \( B \) of exponential polynomials and \( F \) of extended functions. In this case it is known that the set \( J \) of extended functions which vanish on the compatible states forms an ideal in \( F \), and the quotient algebra \( F/J \) can be realized as the algebra of extended functions defined only on the compatible states [17]. In this way we recover the familiar result that the constraints of the system define a subset of the phase space from (11.1), and the states and extended functions compatible with the constraints are all defined relative to this subset.

If the moment algebra \( A \) is not commutative, however, then neither are the algebras \( B \) and \( F \), and the preceding argument no longer holds. In this case there exists in \( F \) an orthogonal projection \( e \), such that the algebra \( eFe \) can be realized as the algebra of extended functions defined only on the compatible states. If the functions \( f_i \) defining the constraints lie in the center of \( F \), then so does the orthogonal projection \( e \), and we have an analogue of the commutative case. The only functions which lie in the center of \( F \), however, are extended functions of \( z \) alone. In the non-commutative case, then, only constraints involving the commutation relations (i.e., involving \( z \) alone) can be realized in terms of an ideal \( J \) in the algebra of extended functions.

We note here that the process of specializing \( A_\infty \) to \( A_\lambda \) (i.e., of specializing our abstract framework to classical or quantum mechanics) may be viewed as the process of placing a constraint of the form \( z = \lambda \) on the abstract system which
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defines the ideal in $A_\infty$ generated by $z - \lambda$. If $\lambda = 0$, then further compatible constraints may be adjoined, defining ideals in $A_0$, but if $\lambda \neq 0$, then $A_\lambda$ is simple, and no further compatible constraints can be adjoined which will define ideals in $A_\lambda$. For this reason the placing of constraints on the system is a more natural procedure in classical than in quantum mechanics; classical constraints have no quantum mechanical counterparts in terms of the moment algebra, though they always do in terms of the state space.

What about motions? If $\pi$ is a motion of the system such that the defining functions $f_i$ are constants of the motion (i.e., $\pi^* f_i = f_i$), then it follows that $\pi$ takes states compatible with the constraints into states again compatible with the constraints, and hence leaves the space of compatible states invariant. In this case we shall say that the motion is compatible with the constraints. Conversely, it can be shown, using the machinery of section 9, that if the motion is compatible with the constraints, then the constraints may be expressed in the form (11.1), where the $f_i$ are constants of the motion.

It follows that, in the presence of constraints on the system, the only motions of the system compatible with these constraints are those defined on the space of compatible states, and for such motions the constraints may be expressed in terms of constants of the motion.
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It is the purpose of this paper to provide an abstract formulation of the concept of a mechanical system containing both the classical and quantum formulations, and to derive its most elementary properties.