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FOREWORD

This report is Part II of the Annual Progress Report: Automatic Indexing and Abstracting submitted to the Office of Naval Research under Contract Nonr 4440(00). The work was jointly supported by the Independent Research Program of Lockheed Missiles & Space Company, and the Office of Naval Research.
ABSTRACT

The following report describes a computer system for the IBM 7094 which produces English indexes of technical Russian text.

Part of the indexing system produces a machine dictionary on magnetic tape. This dictionary is a computer representation of standard English-Russian technical phrase dictionaries.

The indexing portion of the system matches Russian text phrases against Russian dictionary phrases. Dictionary phrases are in canonical form; reverse inflection algorithms transform text phrases to their canonical form. When a match is found, the English translation of the match is extracted from the dictionary. The final index is constructed from the set of such English translations.
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Section 1
INTRODUCTION

1.1 GENERAL DISCUSSION

This report describes a computer system for the IBM 7094 which produces a deep English index of untranslated scientific Russian text. The index is printed in a back-of-the-book-type format. Though verbs may appear in a human-produced index of this type, such an index consists, for the most part, of an alphabetically arranged collection of nouns and their modifiers. The computer-produced index described here indexes nouns and their modifiers with great accuracy. If desired, the system will also perform cross indexing.

In the analysis and programming of the indexing system, the most attention was devoted to nouns and adjectives. However, the system will index verbs if desired. Only a certain noun configuration will not, at present, be indexed. This will be discussed in the body of the report.

This report has been written for readers having little, if any, knowledge of the Russian language. This fact has led to a somewhat lengthy report as Russian examples have been used widely.

Section 2 discusses the inflectional nature of Russian and the concepts of paradigm and reverse inflection. Those familiar with Russian, even on general terms, can ignore this section.

Section 3 extends the meanings of paradigm and reverse inflection to phrases.

Sections 4 and 5 describe the construction of the machine dictionary and the Raw Index, respectively.
Section 6 describes the rules whereby the Final Index is formed from the Raw Index.

Section 7 describes possible uses to which the Indexing System may be put.

Appendix D uses a formal, compact notation to describe the formation of the Dictionary Creation Program and the Raw Index. The verbal description of the Indexer, which occupies most of the report, can be read independently of this section. On the other hand, an understanding of this section will in itself give a complete understanding of the formation of the Raw Index.

1.2 TRANSLATION OF PHRASES

It should be stressed that this system produces English indexes of untranslated Russian texts. It does so by recourse to a computer-implemented technical phrase dictionary. Such dictionaries, both Russian-English and English-Russian, are commercially available for a wide variety of technical fields. Part of the indexing system will convert any such dictionary to a machine dictionary on magnetic tape. A machine dictionary must be available for the same technical field as the corpus being indexed.

The necessity for using such dictionaries can be stated briefly: the translation of a technical phrase is a function of all the words within it taken together. Only occasionally is the translation of a phrase equal to the translation of the words composing it.

Figure 1-1 lists five Russian phrases. The word-for-word translations of the five phrases are:

- Automatic telephone system
- Cathode with open upper end
- Contact combs for recalculation
- Equally accessible bunches
- Clearance with released anchor
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1. AUTOMATIC TELEPHONE SYSTEM

2. OPEN CATHODE

3. TRANSLATION FIELD

4. EQUALLY ACCESSIBLE TRUNK GROUPS

5. RELEASED GAP

Fig. 1-1 Phrase Translations
Below each Russian phrase in Fig. 1-1 appears the English translation selected from an electronics phrase dictionary. Only in the first phrase are the two translations the same.

1.3 INDEX ENTRIES: AN EXAMPLE

Before proceeding to the body of the report, a brief example of the formation of an index will be demonstrated. Figure 1-2 illustrates a sentence in which six single words and three phrases are contained in a phrase dictionary on nuclear physics.

It frequently happens that a text phrase does not have a translation in the dictionary, while the elements composing it do have dictionary translations. In such a case, all elements which are contained in the dictionary are translated and the resulting combination forms an entry for the index.*

...КАМЕРУ БИЛЬСОНА Б МАГНИТОМ ПОЛЕ....

CLOUD CHAMBER MAGNETIC FIELD

CLOUD CHAMBER IN MAGNETIC FIELD

Sometimes elements of text phrases are high frequency words such as some, though not most, prepositions. The translations of such words will be incorporated into the index where possible.

Figure 1-2 shows the sentence to be indexed. The phrases occurring in the nuclear dictionary are underlined.

The index contains the following items:

- Cloud chamber in magnetic field
- Detector of particles

It will be necessary in the report to discuss text phrases and dictionary phrases. To avoid confusion, text phrases will appear with a string of dots which represent the sentence in which the phrase appears.
В качестве детектора частиц мы применяем камеру Вильсона в магнитном поле

И идентифицировали частицы по их потерям энергии после прохождения

через свинцовые поглотители.

Particles  Cloud Chamber  Magnetic Field

As the detector of [fractions/parts] we utilized a [cell/chamber of Wilson] in a [magnetic field/margin/rim]

Particles  Loss

And identified the [fractions/parts] by their [loss/waste] of energy after passage through lead absorbers.

Fig. 1-2 Approach to Indexing
1.4 THE INDEXING SYSTEM

The indexing system consists of two main parts, the Dictionary Creation Program (DCP), and the Indexer.

1.4.1 Dictionary Creation Program

The DCP creates a machine dictionary which is used by the Indexer. Creation of the machine dictionary takes place prior to and independently of the Indexer's operation. The dictionary itself is stored on magnetic tape. Once a dictionary for a given field or subfield of science has been created, it is used by the Indexer to index all texts in the same field.

1.4.2 The Indexer

The operation of the Indexer proceeds in two steps: creation of a Raw Index, and creation, from the Raw Index, of the Final Index.

- **Raw Index**
  Phrases in the Russian text which is being indexed are matched against Russian phrases in the machine dictionary. When a match is found, the English translation of the Russian phrase is retrieved from the dictionary and placed in the Raw Index, along with information regarding the position and length of the phrase on the page, and the part-of-speech of the main word in the phrase.

- **Final Index**
  The Raw Index is examined and, using the information contained in it, a Final Index is constructed.

Energy loss after passage through lead absorbers
Lead absorbers, energy loss after passage through
Magnetic field, cloud chamber in
2.1 INFLECTION DEFINED

Before discussing the indexing system in detail, it is essential to understand something of the inflection problem in Russian.

Inflection is that property of a language by which a particular relationship between two words, usually nouns or pronouns, is expressed by a change in form of one of the words. This type of relationship is usually referred to as case.

English was once a more highly inflected language than at present, but there still remains a residue of the old case structure. Thus, the pronoun I inflects to me when it becomes the direct object of a verb or the object of a preposition, as who changes to whom in the same circumstances.

In Russian there are six cases, and two numbers - singular and plural. In Russian, therefore, a noun may have as many as twelve forms. Figures 2-1 and 2-2 show the case forms for the three genders of Russian nouns - masculine, feminine, and neuter. The names of the six cases are nominative, genitive, dative, accusative, instrumental, and prepositional.

Russian adjectives also inflect according to the case of the noun they modify (Fig. 2-3).

Figures 2-1 through 2-3 illustrate the declensions of regular nouns and adjectives. The set of all inflected forms of a given word is called the paradigm of the word. Generally, some of the members of the paradigm coincide. The set which contains only distinct entries is called the reduced paradigm.
### Singular

#### Masculine

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>стол</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Gen.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Dat.</td>
<td>столу</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Acc.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Instr.</td>
<td>столомъ</td>
<td>музей</td>
<td>дождём</td>
</tr>
<tr>
<td>Prep.</td>
<td>столе</td>
<td>музее</td>
<td>дождёе</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>местъ</td>
<td>поле</td>
<td>здание</td>
</tr>
<tr>
<td>Gen.</td>
<td>местъ</td>
<td>поле</td>
<td>здание</td>
</tr>
<tr>
<td>Dat.</td>
<td>месту</td>
<td>полю</td>
<td>зданию</td>
</tr>
<tr>
<td>Acc.</td>
<td>местъ</td>
<td>поле</td>
<td>здание</td>
</tr>
<tr>
<td>Instr.</td>
<td>местомъ</td>
<td>полем</td>
<td>зданием</td>
</tr>
<tr>
<td>Prep.</td>
<td>месте</td>
<td>поле</td>
<td>здании</td>
</tr>
</tbody>
</table>

#### Neuter

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Gen.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Dat.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Acc.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Instr.</td>
<td>столами</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Prep.</td>
<td>столахъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
</tbody>
</table>

### Plural

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>столы</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Gen.</td>
<td>столовъ</td>
<td>музеевъ</td>
<td>дождей</td>
</tr>
<tr>
<td>Dat.</td>
<td>столамъ</td>
<td>музеямъ</td>
<td>дождём</td>
</tr>
<tr>
<td>Acc.</td>
<td>столъ</td>
<td>музей</td>
<td>дождь</td>
</tr>
<tr>
<td>Instr.</td>
<td>столами</td>
<td>музеями</td>
<td>дождь</td>
</tr>
<tr>
<td>Prep.</td>
<td>столахъ</td>
<td>музеяхъ</td>
<td>дождь</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>местъ</td>
<td>поле</td>
<td>здания</td>
</tr>
<tr>
<td>Gen.</td>
<td>местъ</td>
<td>поле</td>
<td>здания</td>
</tr>
<tr>
<td>Dat.</td>
<td>местъ</td>
<td>поле</td>
<td>здания</td>
</tr>
<tr>
<td>Acc.</td>
<td>местъ</td>
<td>поле</td>
<td>здания</td>
</tr>
<tr>
<td>Instr.</td>
<td>местами</td>
<td>полами</td>
<td>зданиями</td>
</tr>
<tr>
<td>Prep.</td>
<td>местахъ</td>
<td>полахъ</td>
<td>зданияхъ</td>
</tr>
</tbody>
</table>

---

**Fig. 2-1** Masculine and Neuter Genders

---

### Singular

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>комната</td>
<td>неделя</td>
<td>дверь</td>
</tr>
<tr>
<td>Gen.</td>
<td>комнаты</td>
<td>недели</td>
<td>двери</td>
</tr>
<tr>
<td>Dat.</td>
<td>комнате</td>
<td>недёлю</td>
<td>дверь</td>
</tr>
<tr>
<td>Acc.</td>
<td>комнату</td>
<td>недёлю</td>
<td>дверь</td>
</tr>
<tr>
<td>Instr.</td>
<td>комнатой (онь)</td>
<td>недёлей (онь)</td>
<td>дверью</td>
</tr>
<tr>
<td>Prep.</td>
<td>комнате</td>
<td>недёле</td>
<td>двери</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>комната</td>
<td>неделя</td>
</tr>
<tr>
<td>Gen.</td>
<td>комнаты</td>
<td>неделя</td>
</tr>
<tr>
<td>Dat.</td>
<td>комнатамъ</td>
<td>неделями</td>
</tr>
<tr>
<td>Acc.</td>
<td>комнаты</td>
<td>неделя</td>
</tr>
<tr>
<td>Instr.</td>
<td>комнатами</td>
<td>неделями</td>
</tr>
<tr>
<td>Prep.</td>
<td>комнатахъ</td>
<td>неделяхъ</td>
</tr>
</tbody>
</table>

### Plural

<table>
<thead>
<tr>
<th></th>
<th>Hard</th>
<th>Soft</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nom.</td>
<td>комнаты</td>
<td>недёли</td>
<td></td>
</tr>
<tr>
<td>Gen.</td>
<td>комнаты</td>
<td>недёли</td>
<td></td>
</tr>
<tr>
<td>Dat.</td>
<td>комнатамъ</td>
<td>недёлями</td>
<td></td>
</tr>
<tr>
<td>Acc.</td>
<td>комнаты</td>
<td>недёли</td>
<td></td>
</tr>
<tr>
<td>Instr.</td>
<td>комнатами</td>
<td>недёлями</td>
<td></td>
</tr>
<tr>
<td>Prep.</td>
<td>комнатахъ</td>
<td>недёляхъ</td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 2-2** Feminine Gender

---
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There are, in addition, a great number of irregular nouns and adjectives whose inflections differ in varying degree from those shown. We are not concerned at present, however, with details of the inflectional structure but rather with its size and nature. The important fact shown in Figs. 2-1 through 2-3 is that, despite the coincidence of two or more elements of a paradigm, there remains an overpowering multiplicity of possible forms.

(This report is concerned mainly with adjectives and nouns. Nevertheless, since verbs will be indexed if desired they will be discussed where it seems pertinent to do so. Appendix A contains a listing of verbal forms for the first and second conjugations.)

2.2 INFLECTION AND REVERSE INFLECTION

In manual dictionaries the paradigm of a word is represented by a single element of the paradigm. This element is called the canonical form of the paradigm. In an English
dictionary *cathode* is the canonical form of the paradigm \{cathode, cathodes\}.

Dictionary makers assume the ability on the user's part to transform an inflected form of the word to its canonical form.

It goes without saying that there exist in both English and Russian many "irregular" words, so called because the "regular" transformations will not suffice to transform the canonical form into elements of its paradigm and vice-versa. Nevertheless, the very existence of canonical dictionaries implies that the great majority of words in them are susceptible to "regular" transformations.

The process of transforming a canonical form into one or more elements of its paradigm will be called *inflection*. The inverse transformation, deriving the canonical form from an element of the reduced paradigm, will be called *reverse inflection*.

2.3 TYPES OF RUSSIAN MACHINE DICTIONARIES

There are two extreme forms which an automatic dictionary may take:

- An inflected or paradigm dictionary in which each element of each paradigm is represented by a distinct entry
- A canonical dictionary in which a paradigm is represented by a single entry - its canonical form

The paradigm dictionary operates with a simple table-look-up program, but it has, of course, the disadvantage of great size.

A canonical dictionary implies the existence of an algorithm - of some complexity which can perform the reverse inflection transformation on words encountered in text. Hybrids of these two extremes are, of course, possible.
2.4 THE REVERSE INFLECTION ALGORITHM

Several years ago a reverse inflection algorithm was developed and programmed for use in a Russian parsing program being developed at Lockheed. The algorithm itself is the subject of a forthcoming report, but it is discussed in general terms in Appendix B.

The dictionary which is used in conjunction with the reverse inflection algorithm is a dictionary of canonical forms; the canonical forms are the classically accepted ones—nominative singular for nouns, nominative singular masculine gender for adjectives, and the infinitive for verbs and participles.

The principle of the algorithm can be stated briefly: potential canonical forms of a given text word are constructed by removing certain terminal strings of letters and then adding new terminal strings. After each potential canonical form is constructed, an attempt is made to find it in the dictionary. If the potential canonical form has no match in the dictionary, a new potential form is constructed and so on, until a true canonical form is constructed or until all possible constructions for the word in question have been exhausted.

At the time, then, that the indexing program was written, there existed a reverse inflection algorithm designed to operate on a canonical dictionary whose entries are classically defined canonical forms. The dictionary entries are single words, and the reverse inflection algorithm operates on a single text word at a time. Let us define such a dictionary as $D_s$ and the reverse inflection algorithm as $R_s$. We will now extend the definitions of this section to a phrase dictionary.
3.1 PHRASE DICTIONARIES

In the Introduction it was stated that the Indexer uses a dictionary of technical phrases to compute the index. These dictionaries cover the terminology of a given field or subfield of science and thus provide a list of phrase descriptors for the field in question.

This is a different type of dictionary than the ordinary dictionary whose entries are single words. We are dealing now with a dictionary whose entries are phrases.

3.2 COMMERCIALLY AVAILABLE PHRASE DICTIONARIES

English-Russian technical phrase dictionaries are lists of English phrases and their Russian translations. Single words may occur, but, in general, these dictionaries are phrase dictionaries.

A few dictionaries of this type have been published in the United States (where, of course, the format is usually Russian-English), but for the most part they have been compiled in the Soviet Union. (References 1 through 6.)

Most Soviet dictionaries, having been prepared for translation of English to Russian, are arranged alphabetically according to the English alphabet.
3.3 EXAMPLES OF SOME TYPICAL PHRASES

The following is a list of phrases taken from a nuclear physics dictionary

ПОЛНАЯ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНИЦУ ОБЪЕМА
TOTAL REACTION POWER DENSITY

ОРБИТАЛЬНАЯ ПЛОСКОСТЬ
ORBITAL PLANE

ФОТОРОЖДЕНИЕ
PHOTOPRODUCTION

ЭФФЕКТИВНОЕ СЕЧЕНИЕ ДЛЯ ДЕЛЕНИЯ УРАНА
CROSS SECTION FOR URANIUM FISSION

ЭФФЕКТ ПЕРЕНОСА
TRANSFER EFFECT

КОСМИЧЕСКИЙ
COSMIC

ИНДУКТИРОВАТЬ
INDUCE

ДИФФЕРЕНЦИРУЮЩАЯ СХЕМА
DIFFERENTIATING NETWORK

НАНОСИТЬ В ЗАВИСИМОСТИ ОТ
PLOT AGAINST
The definitions of Section 2 can easily be extended to include phrases. Consider, for example, the first phrase in the above set of examples. Its paradigm is:

**Singular**
- **Nom.** ПОЛНАЯ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Gen.** ПОЛНОЙ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Dat.** ПОЛНОЙ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Acc.** ПОЛНУЮ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Instr.** ПОЛНОЙ МОЩНОСТЮЮ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Prep.** ПОЛНОЙ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА

**Plural**
- **Nom.** ПОЛНЫЕ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Gen.** ПОЛНЫХ МОЩНОСТЕЙ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Dat.** ПОЛНЫМ МОЩНОСТЯМ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Acc.** ПОЛНЫЕ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Instr.** ПОЛНЫМИ МОЩНОСТЯМИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Prep.** ПОЛНЫХ МОЩНОСТЯХ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА

The reduced paradigm is:

**Singular**
- **Nom.** ПОЛНАЯ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Gen.** ПОЛНОЙ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Dat.** ПОЛНОЙ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Acc.** ПОЛНУЮ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Instr.** ПОЛНОЙ МОЩНОСТЮЮ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Prep.** ПОЛНОЙ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА

**Plural**
- **Nom.** ПОЛНЫЕ МОЩНОСТИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Acc.** ПОЛНЫХ МОЩНОСТЕЙ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Instr.** ПОЛНЫМИ МОЩНОСТЯМИ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
- **Prep.** ПОЛНЫХ МОЩНОСТЯХ РЕАКЦИИ НА ЕДИНЦУ ОБЪЕМА
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The cases listed on the left refer to the case of the leftmost noun. We will define the canonical form of the phrase as the form whose leftmost noun is in the nominative singular case. Thus in this example

ПОЛНАЯ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНИЦУ ОБЪЕМА

is the canonical form of the phrase paradigm. The process of transforming the canonical form of a phrase into one or more elements of its paradigm is called inflection and, as before, the inverse transformation deriving the canonical form of a phrase from an element of the paradigm is called reverse inflection. We will denote by $D_p$ a dictionary whose entries are canonical phrases. $R_p$ is the reverse inflection algorithm that transforms members of the phrase paradigm to canonical form.
Section 4
THE DICTIONARY CREATION PROGRAM

4.1 GENERAL DISCUSSION

An examination of the Russian phrases of a phrase dictionary indicates that each phrase
has within it a main or pivotal word upon which the rest of the phrase, so to speak,
depends. Usually this word is the leftmost noun or verb of the phrase. (If the phrase
consists of a single word, then obviously this is the pivotal word.) This pivotal word
occurs in the canonical form—infinitive of verbs, nominative singular for nouns.

We will see that this word may automatically be identified with great accuracy. This
main or pivotal word will be referred to from now on as the representative word.

The position of the representative word within the dictionary phrase is defined as the
left and right limits of the phrase with respect to the representative word. These left
and right limits are called coordinates.

The DCP selects a set of representative words from the phrases of the phrase
dictionary. If a word of this set or an element of the paradigms of this set occurs
in text, it is a signal to the Indexer that this text word may be the representative of
an entire text phrase, the equivalent of which is contained in the machine dictionary.

Next, the Indexer retrieves the coordinates of the representative word and uses these
coordinates to examine the text environment of that word which was originally trans-
formed into the representative word.

In short, the construction of the set of representative words is equivalent to the estab-
ishment of a set of signals to inform the Indexer that the environment of a given text
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word must be examined in detail because it may contain a phrase whose equivalent occurs in the machine dictionary. In addition to the set of representative words, the DCP creates a set of Russian phrases and a set of English translations of these phrases. Links between these three sets are also, of course, established so that the Indexer may thread its way from representative word to Russian phrase represented by that word to English translation of the phrase.

4.2 SELECTION OF REPRESENTATIVE WORDS AND THEIR COORDINATES

The dictionary creation program examines the string of Russian words making up the Russian portion of a dictionary entry and

- Selects the representative word of the phrase
- Assigns a part-of-speech category of noun, verb, or adjective* to the representative word
- Determines the coordinates of the representative word within the phrase

The representative word is defined as follows:

- The leftmost noun or verb in the phrase
- If there is no noun or verb in the phrase, the phrase is an adjective (or a string of adjectives); the rightmost adjective is selected as the representative word

These rules imply an ability to distinguish between adjectives, nouns, and verbs.

Since the Dictionary Creation program does not have recourse to a dictionary, is in

*Participles in phrase dictionaries generally behave syntactically as though they were attributive adjectives (Appendix A). The canonical form of a participle is generally considered the infinitive from which the participle derives. We will see that adjectives which lie to the left of representative words or are representative words themselves are listed in the machine dictionary by their stems. This is true of participles as well, the form being the word minus its adjectival ending. If -CIA or -CIA had to be removed from the participle to get to its adjectival ending then -CIA or -CIA is restored to the participle stem. In summary, participles behave like attributive adjectives and are handled as such by the indexing system. Each time the word "adjective" occurs in the report it can be read as "adjective and/or participle."
fact actually making the dictionary, it is evident that the separation must be made on the basis of the actual words occurring in the phrases. Table 4-1 shows the endings used to partition canonical forms into their part-of-speech categories.

Table 4-1

ENDINGS USED TO PARTITION CANONICAL FORMS INTO THEIR PART-OF-SPEECH CATEGORIES

<table>
<thead>
<tr>
<th>Verb-Part</th>
<th>Adj</th>
<th>Noun</th>
<th>Adj-Noun</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>-СЯ</td>
<td>-ЖИЙ</td>
<td>-ОСТЬ</td>
<td>-НИЙ</td>
<td>-ТЫ</td>
</tr>
<tr>
<td>-СЬ</td>
<td>-ЧИЙ</td>
<td>-ОЧЬ</td>
<td>-ОЙ</td>
<td>-ТИ</td>
</tr>
<tr>
<td>-Ний</td>
<td>-ЕЧЬ</td>
<td>-ЕЕ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-Гий</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-Кий</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-Ый</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ЯЯ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-АЯ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ОЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ЖИЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ЧИЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ШИЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ГИЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-КИЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ХИЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ЫЕ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) If these endings occur, remove them before searching for other endings. Restore them after suffix examination.

The word endings are examined in conjunction with each other. Thus the word ПЕРИОДИЧНОСТЬ is not a verb but a noun because the verbal (-ТЫ) ending is contained in a larger noun (-ОСТЬ) ending. The larger ending takes precedence.

If a word has none of the above endings it is called a noun. Thus СЧЕНИЕ is a noun because it has no ending in the above categories. The endings ОЧЬ and -ЕЧЬ
are verbal endings as well as noun endings, but the verbs form such a small class of technical words that it was decided to designate words with such endings as nouns. НАНОСИТЬ is called a verb only after determining that its verbal (-ТЬ) ending is not contained in the longer (-ОСТЬ) noun ending. ПРЯМОЙ is called both a noun and an adjective because its ending is ambiguous.

4.3 FINDING THE REPRESENTATIVE WORD

The separation is made on the basis of endings. The method is quite accurate though not 100 percent accurate. It must also be kept in mind that the method described below applies to Russian dictionary phrases in canonical form, not to other members of the canonical form's paradigm.

Definition: A terminator is an unambiguous noun or verb.

Rule 1: Scan Russian phrase from left to right. The scan halts at the first terminator. This terminator is the representative word.

Rule 2: The Russian phrase begins with an ambiguous word or a string of ambiguous words. Three possibilities arise and are handled as follows:
(a) Call the first word a noun and apply Rule 1.
(b) The ambiguous string has k words. Call each of the k words adjectives. If there is a k + 1 word call it a noun and apply Rule 1. If there is no k + 1 word apply Rule 3.

Rule 3: No terminator is encountered and no ambiguous words are encountered. The phrase consists of an adjective or a string of adjectives. The scan is terminated by the last word. Call the last word the representative word.

The practical result of Rule 2 is that two representative words are selected, two phrases, and two linkages to the English translation. Thus, a word ending in -ОЙ is listed two times as a representative word, once as a noun, once as an adjective. (Examples are shown in subsection 4.4.)
In summary then, the representative word is defined by means of the three rules as:

- The first noun or verb encountered
- If no noun and no verb encountered, then the representative word is the last adjective of the leading adjective string

The phrases previously listed are repeated below with the representative words underlined. The coordinates of the representative word are easily computed once the representative word itself has been determined. The coordinates are listed in the right hand column. Coordinates of (0.0) indicate that the phrase consists of a single word, namely the representative word itself.

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>ПОЛНАЯ МОЩНОСТЬ РЕАКЦИИ НА ЕДИНИЦУ ОБЪЕМА</td>
<td>(1.4)</td>
</tr>
<tr>
<td>ОРБИТАЛЬНАЯ ПЛОСКОСТЬ</td>
<td>(1.0)</td>
</tr>
<tr>
<td>ФОТОРОЖДЕНИЕ</td>
<td>(0.0)</td>
</tr>
<tr>
<td>ЭФФЕКТИВНОЕ СЕЧЕНИЕ ДЛЯ ДЕЛЕНИЯ УРАНА</td>
<td>(1.3)</td>
</tr>
<tr>
<td>ЭФФЕКТ ПЕРЕНОСА</td>
<td>(0.1)</td>
</tr>
<tr>
<td>КОСМИЧЕСКИЙ</td>
<td>(0.0)</td>
</tr>
<tr>
<td>ИНДУКТИРОВАТЬ</td>
<td>(0.0)</td>
</tr>
<tr>
<td>ДИФФЕРЕНЦИРУЮЩАЯ СХЕМА</td>
<td>(1.0)</td>
</tr>
<tr>
<td>НАНОСИТЬ В ЗАВИСИМОСТИ ОТ</td>
<td>(0.3)</td>
</tr>
</tbody>
</table>

4.4 AMBIGUOUS ENDINGS

Phrases containing -ОЙ, НИЙ, and ЕЕ are handled differently, as has been stated before.
<table>
<thead>
<tr>
<th>№</th>
<th>Word</th>
<th>Part of Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ПРЯМОЙ ПОТОК</td>
<td>NOUN</td>
</tr>
<tr>
<td>2</td>
<td>ПРЯМОЙ ПОТОК</td>
<td>ADJ, NOUN</td>
</tr>
<tr>
<td>3</td>
<td>ВИХРЕВОЙ ТОК</td>
<td>NOUN</td>
</tr>
<tr>
<td>4</td>
<td>ВИХРЕВОЙ ТОК</td>
<td>ADJ, NOUN</td>
</tr>
<tr>
<td>5</td>
<td>ПОЛОННИЙ</td>
<td>NOUN</td>
</tr>
<tr>
<td>6</td>
<td>ПОЛОННИЙ</td>
<td>ADJ</td>
</tr>
</tbody>
</table>

But

**КАНАЛ АКТИВНОЙ ЗОНЫ**  
CORE CHANNEL

because the program recognizes **КАНАЛ** as a noun, hence the representative word before it encounters **АКТИВНОЙ**. The assignment of the correct part-of-speech to the representative word is important, the indexing program uses this syntactic information in constructing the final index. The representative words in items 1, 3, and 6, it should be noted, have been assigned the incorrect part-of-speech. It will be shown in subsection 5.3 how this error is handled by the system. Let us simply note for now that the error is unavoidable because the program cannot determine if an **ОИГ, НИЙ** or **ЕЕ** word is a noun or an adjective; therefore it regards these endings as ambiguous.

4.5 A WORD ABOUT ADJECTIVES

Unlike nouns and verbs, an adjective, if it is a representative word, is carried in the dictionary not in its classical canonical form, but by its stem. In addition, all representative words of a phrase is a noun, then adjectives to the rest of the representative word have had their endings removed. The reason for this is discussed in subsection 5.2.3 where the discussion arises naturally as part of the indexing procedure.
4.6 REPRESENTATIVE WORDS, THEIR COORDINATES AND PARTS-OF-SPEECH AS AN ARGUMENT/FUNCTION TABLE

After the DCP has determined for each entry the representative word and the part-of-speech and coordinates of the representative word, it then proceeds to construct an argument/function table where representative words make up the argument portion of the table and coordinates and parts-of-speech the function portion.

The argument table, of course, can contain only distinct entries. Now if a particular representative word occurs more than once, Rules 1, 2, and 3 will assure that the word in each occurrence has the same part-of-speech. The coordinates of each word, however, may differ. Therefore, all sets of coordinates belonging to identical representative words must be examined so that only the largest coordinates will be entered in the function portion of the table.

Now when the Indexer finds a representative word in text and retrieves its function, it knows not only the representative word's part-of-speech, but also the size (i.e., the number of words, expressed by the coordinate values) of the longest phrases which it represents.

In text, of course, phrases smaller than the maximum may occur. Thus, the Indexer must construct and seek, for any given representative word, all possible text phrases that surround it up to the maximum size permitted by the function coordinates.

Example 1: The following phrases, having the same representative word, occur in a dictionary.

<table>
<thead>
<tr>
<th>Argument</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>method/METOD</td>
<td>noun, (1.2)</td>
</tr>
<tr>
<td>curve fitting method/МЕТОД ПОДГОНКИ КРИВОЙ</td>
<td>(0.2)</td>
</tr>
<tr>
<td>activation method/АКТИВАЦИОННЫЙ МЕТОД</td>
<td>(1.0)</td>
</tr>
<tr>
<td>radiation prospecting method/РАДИАЦИОННЫЙ МЕТОД ПОИСКОВ</td>
<td>(1.1)</td>
</tr>
</tbody>
</table>
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The coordinates (1, 2) are the left and right limits of the largest possible phrases whose representative word is МЕТОД.

If, in the following text sequence, $w_3$ is the representative word with coordinates, say, (1, 2)

$$w_1w_2w_3w_4w_5w_6 \ldots$$

then the possible sets of text phrases based on $w_3$ and coordinates (1, 2) are

$$\ldots w_2w_3w_4w_5 \ldots \quad (1, 2)$$

$$\ldots w_2w_3w_4 \ldots \quad (1, 1)$$

$$\ldots w_3w_4w_5 \ldots \quad (0, 2)$$

$$\ldots w_2w_3 \ldots \quad (0, 1)$$

$$\ldots w_3w_4 \ldots \quad (0, 1)$$

$$\ldots w_3 \ldots \quad (0, 0)$$

In the first two phrases the representative word, $w_3$, is embedded in the phrase while in the remaining four phrases $w_3$ is the left or right limit of the phrase.

Operationally it is useful to distinguish these two types of coordinates – those representing an embedded representative word and those representing a representative word at the phrase's limits. The reason for this distinction will be made clear by the next example. Suppose the following two dictionary phrases have the same representative word.

Example 2:

1. powder-diffraction method/МЕТОД ДИФРАКЦИИ НА ПОРОШКЕ
   $$(0, 0)$$

2. radiation prospecting method/РАДИАЦИОННЫЙ МЕТОД ПОИСКОВ
   $$(1, 1)$$
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If we do not distinguish between the two kinds of coordinates we get, as before.

<table>
<thead>
<tr>
<th>Argument</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>МЕТОД</td>
<td>noun, (1.3)</td>
</tr>
</tbody>
</table>

and again if $w_3 = МЕТОД$ in the sequence $w_1w_2w_3w_4 \ldots \ldots$ the possible text phrases are

\[
\begin{align*}
\ldots w_2w_3w_4w_5w_6 \ldots & \quad (1.3) \\
\ldots w_2w_3w_4w_5 \ldots & \quad (1.2) \\
\ldots w_2w_3 \ldots & \quad (1.1) \\
\ldots w_3w_4w_5w_6 \ldots & \quad (0.3) \\
\ldots w_3w_4w_5 \ldots & \quad (0.2) \\
\ldots w_3w_4 \ldots & \quad (0.1) \\
\ldots w_3 \ldots & \quad (0.0)
\end{align*}
\]

The first two phrases [coordinates (1.3) and (1.2)] are combinations which do not occur in the dictionary and which need never be formed by the Indexer if the functions (0.3) and (1.1) are kept separate.

Therefore, the argument/function pairs are

<table>
<thead>
<tr>
<th>Argument</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>МЕТОД</td>
<td>noun, (0.3), (1.1)</td>
</tr>
</tbody>
</table>

leading to the following text phrases - three less than in the previous case where coordinates were simply merged.
The Indexer forms, and searches the dictionary for, the largest phrases first. When a text phrase is found to have a match in the dictionary, the Indexer terminates potential phrase construction based on the particular representative word it is operating with. Since the largest phrases are found first, this procedure ensures against the double indexing of nested phrases. Thus, "curve fitting method" is the indexed item, not "method."

4.7 REPRESENTATION OF PHRASES

We have discussed selection of the representative word. We have also discussed coordinates and have shown how coordinates of different phrases having the same representative word are merged. Now we will show how the Russian phrase itself is represented in the machine dictionary.

It would be extremely cumbersome to work with an actual list of Russian phrases. trying to match elements of such a list with another list computed from the text. The Russian phrase as a phrase – as a string, that is, of words – does not occur in the machine dictionary. It is represented instead by its logical sum. This means of argument compression represents the phrase as a binary number occupying one machine word. Appendix C shows how logical sums are formed.

4.8 LOGICAL SUMS OF RUSSIAN PHRASES AND ENGLISH TRANSLATIONS AS AN ARGUMENT/FUNCTION TABLE

This argument/function table consists of the logical sums of Russian phrases in the argument portion and the locations of the English translations in the function portion.
The sums are arranged in ascending order so that they are susceptible to a binary search.

It is possible, though certainly not probable, that two distinct phrases could produce identical logical sums. A test case of 8,500 English words and phrases produced only 50 duplicates and most of these were caused by two-word phrases in inverse order. For example, index arithmetic and arithmetic index produced the same logical sum.

It is not known whether such a compression device has ever been used with Russian phrases.

4.9 FORMAT OF THE COMPUTER DICTIONARY

We are now in a position to describe the structure of the machine dictionary.

First, for each letter of the English alphabet occurring in the manual dictionary, three files of information are created as follows:

FILE A
An argument/function table. The arguments are representative words. The functions are the parts-of-speech and the coordinates of the representative words.

FILE B
Also an argument/function table. The arguments are the logical sums of Russian phrases. The functions are the location in FILE C of the English translations of those Russian phrases whose logical sums are contained in the argument portion of this file.

FILE C
Not an argument/function table. Simply a list of English phrases. the Russian equivalents of which have been logically summed and stored in the argument portion of FILE B.

This threefold structure exists for each letter of the English alphabet which occurred in the phrase dictionary. If 25 letters appeared there will be 75 files.
A schematic picture of the dictionary is as follows where FILE A (A) means the A file for the English letter A.

FILE A (A)
FILE B (A)
FILE A (B)
FILE B (B)
FILE A (C)
FILE B (C)

FILE A (Z)
FILE B (Z)
FILE C (A)
FILE C (B)
FILE C (C)

FILE C (Z)

Except for a coming discussion in subsection 5.2.3, where the reasons for carrying certain adjectives in a stem form are discussed, the dictionary system used by the Indexer has now been completely described.

In summary, the dictionary system is actually composed of two distinct types of dictionary (Files A and B) and an English buffer (File C). $R_w$, the reverse inflection algorithm for words, and $R_p$, the reverse inflection algorithm for phrases, operate in conjunction with Files A and B, respectively, because the argument portions of Files A and B correspond to $D_w$ (canonical dictionary of words) and $D_p$ (canonical dictionary of phrases), respectively.
Section 5  
THE RAW INDEX  

5.1 THE ALGORITHM  

The algorithm which produces English translations for intervals of ordered Russian words (i.e., the Raw Index) is described in Appendix D by means of a mathematical notation which can be read as a flow chart. The algorithm will now be described verbally in conjunction with an example.

- A page of text is read into the computer's core.
- A text word $w_i$ is successfully transformed by $R_s$ into its canonical form ($i$ is the position of the word on the page). This can only happen if the canonical form of $w_i$, $\tilde{w}_i$, is a representative word (i.e., if it is in the set of A files).
- The Indexer retrieves $\tilde{w}_i$'s coordinates $(\ell, r)$ and part-of-speech. With the coordinates the Indexer computes the set of phrases $w_{i-k} \ldots \tilde{w}_i w_{i+1} \ldots w_{i-m}$ ($\ell \leq k \leq 0, 0 \leq m \leq r$). Note that $\tilde{w}_i$'s canonical form, not $\tilde{w}_i$ itself occurs in each element of the phrase set.
- For each phrase in the set of phrases, a logical sum is computed (Appendix C). Then for each sum (starting with the one representing the longest word-string) the Indexer seeks a match in that B file corresponding to the A file where $\tilde{w}_i$ was located.
- If a match is found, the Indexer has in fact transformed a text phrase to its canonical form. (See subsection 5.2 for details of this transformation.) Now the logical sum is simply a Russian phrase in a compressed form. The English equivalent of this Russian phrase is now retrieved from FILE C corresponding to FILE B where the sum match was found.
The English translation, the part-of-speech of the Russian representative word, and the left and right sentence limits of the successfully transformed Russian phrase are now stored in a Raw Index Matrix in a row corresponding to the position of w on the original page. In addition, Russian prepositions, conjunctions, and other high-frequency words are stored in the Raw Index Matrix in rows corresponding to their positions on the page.

The Final Index (Section 6) is constructed from elements of the Raw Index Matrix.

5.2 TRANSFORMATION OF TEXT PHRASE TO CANONICAL FORM

The selection of a representative word from a phrase and the computing of its coordinates can be considered a device for determining phrase limits in text, for determining, that is, text phrases to be used as input to $R_p$.

Now we will discuss the transformation of the text phrase to its canonical form. We will discuss, that is, the reverse inflection algorithm for phrases, $R_p$.

First, let us assume that the text phrase which has been isolated is a member of some paradigm whose canonical form is contained in the dictionary. (If this is not the case, then $R_p$ will fail and the Indexer will pass on to the next potential text phrase.)

The text phrase and the dictionary phrase contain, at most, three components:

- The representative word
- The word string following the representative word
- The word string preceding the representative word

Either word string may be empty, but, in the general form considered here, both exist. The transformation of the text phrase to its canonical form can be considered as the transformation of each text component to its dictionary component.
5.2.1 Transformation of Representative Word

The text representative word has already been transformed to its canonical form by $R_s$. This was necessary to obtain the phrase coordinates in the first place.

5.2.2 Words Following Representative Word

These words do not have to be transformed. An examination of the list on page 3-2 shows that the configuration of these words with respect to each other and with respect to the representative word is fixed. Further, these words are contiguous (as are all the words in the phrase, for that matter). Finally, the cases of these words are fixed. Thus, the words following the representative word occur in text exactly as they occur in the canonical form of the phrase.

5.2.3 Words Preceding Representative Word

The only portion of a phrase which may inflect according to its use within the sentence is the representative word and words preceding it.

The representative word has been transformed by $R_s$. Now we will examine the preceding words.

We stated in Section 2 that the inverse inflection algorithm, $R_s$, transformed verbs to the infinitive, nouns to the nominative singular, and adjectives to the masculine nominative singular.

We will now show that transforming text adjectives to the masculine nominative singular will not necessarily lead to the proper dictionary phrase, and that, consequently, the adjective-transforming routine of $R_s$ must be slightly altered.

Suppose the following phrase is in the computer dictionary.

(1) **СОФЕКТИВНОЕ СЕЧЕНИЕ** / EFFECTIVE CROSS-SECTION
СЕЧЕНИЕ, the representative word, is underlined. Now suppose the following phrase occurs in text in the instrumental case

(2) ...ЭФФЕКТИВНЫМ СЕЧЕНИЕМ....

which the reverse inflection algorithm, $R_s$, operating on each word transforms* to

(3) ...ЭФФЕКТИВНЫЙ СЕЧЕНИЕ....

Phrase 3 is not the same as phrase 1, the dictionary phrase. (In fact, phrase 3 is grammatically incorrect – a masculine adjective modifying a neuter noun.) In any event, the English translation "effective cross-section" would not be regarded as a potential indexable phrase because the Russian equivalent is being incorrectly constructed from text.

The difficulty here arises because adjectives agree in case, number, and gender with the nouns they modify. In a dictionary entry an adjective modifying a neuter or feminine noun is itself in the neuter or feminine nominative form. But the reverse inflection algorithm, $R_s$, operating on text words transforms all adjectives to the masculine singular nominative form. The result is that the Indexer constructs an incorrect hybrid noun unit – the adjective in the masculine singular nominative and the noun in the feminine or neuter singular nominative. A correct match with the noun phrase contained in the dictionary cannot, of course, be made. This difficulty has been resolved by altering the procedure described in subsection 4.3. Under this alteration, adjectives preceding a representative word which is a noun have their adjectival endings removed. If the phrase consists of an adjective or a string of adjectives, then the adjectival endings are removed from each word. This means that by the time the Dictionary Creation Program has found the representative word.

*We must assume for this example that ЭФФЕКТИВНЫЙ is in the dictionary. If it were not, then $R_s$ could not transform the instrumental text form to the nominative (dictionary) form.
any adjectives preceding it have had their endings removed. If the representative word is itself an adjective, then its ending also is removed. Thus the phrase ЭФФЕКТИВНОЕ СЕЧЕНИЕ is contained in the dictionary as

ЭФФЕКТИВНОЕ СЕЧЕНИЕ

The Indexer, when it creates phrases from text, removes the same endings from the proper adjectives.

The reverse inflection algorithm (Appendix B) is so structured that when it correctly creates a canonical form it knows the part-of-speech of that form. Now, if the Indexer transforms a text word to a canonical form and that form is a noun and its coordinates indicate a left limit other than zero, then the Indexer, when scanning left in text to form the text phrase, must remove adjectival endings from words lying to the left of the text representative word. Thus

...ЭФФЕКТИВНЫМ СЕЧЕНИЕМ....

becomes

...ЭФФЕКТИВНОЕ СЕЧЕНИЕ....

which is precisely the way the phrase occurs in the dictionary. Note that ЭФФЕКТИВНОЕ need not appear in the dictionary as a representative word, because it is contained in the dictionary in the logical sum representing the phrase ЭФФЕКТИВНОЕ СЕЧЕНИЕ.

The assumption here, of course, is that an adjective string lying to the left of a noun and contiguous with it modifies the noun—a dangerous assumption in literary Russian, but safe enough for scientific text.
5.3 COMPUTER REPRESENTATION OF ADJECTIVES

The phrases of page 3-2 are repeated below. Adjectival endings have been removed from adjectives preceding the representative word.

ПОЛН МОЩНОСТЬ РЕАКЦИИ НА ЕДИНИЦУ ОБЪЕМА
ОРБИТАЛЬН ПЛОСКОСТЬ
ФОТОРОЖДЕНИЕ
ЭФФЕКТИВН СЕЧЕНИЕ ДЛЯ ДЕЛЕНИЯ УРАНА
ЭФФЕКТ ПЕРЕНОСА
КОСМИЧЕС
ИНДУКТИРОВАТЬ
ДИФФЕРЕНЦИРУЮЩ СХЕМА
НАНОСИТЬ В ЗАВИСИМОСТИ ОТ

Double dictionary entries are constructed for phrases beginning with a string of ambiguous words:

ПРЯМОЙ ПОТОК
STRAIGHT-THROUGH FLOW

ВИХРЕВОЙ ТОК
EDDY CURRENT

ПОЛОНИЙ
POLONIUM
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We can now see more clearly the reason for creating double entries for Ой, ЕЕ, and "Ний" phrases. One of the two representative words - the form with the adjectival ending - will never be located in the dictionary because if it or a member of its paradigm occurs in text, the adjectival ending will be removed prior to the dictionary search. And removing the adjectival ending leads to the correct (i.e., the dictionary) representation of the adjective. The incorrect representative word is thus a "wasted" entry, the price paid for making the DCP automatic.

5.4 INDEXING FAILURES: HOW THEY CAN BE CORRECTED

Certain configurations of text words will not be indexed properly. It is not believed that these types of configuration occur often enough to be considered a serious problem but they must be mentioned for completeness. In any case, they can be corrected by making the DCP semi-automatic instead of fully automatic.

5.4.1 Representative Word a Plural Noun

The reverse inflection algorithm, \( R_s \), transforms text nouns to the nominative singular and attempts to find a match in the dictionary set of representative words. Now if a noun in the set of representative words is in the nominative plural, e.g.,

\[ \text{ЛУЧИ in КОСМИЧЕСКИЕ ЛУЧИ/COSMIC RAYS} \]

a member of the noun's paradigm occurring in text will be transformed to the singular form which does not occur in the dictionary, hence no match can be made.

This error can be corrected by altering the reverse inflection algorithm so that it forms, for nouns, both the nominative singular and nominative plural forms.

Unfortunately, such a change will also increase the processing time. It should be pointed out that the great majority of nouns in a piece of text will not be elements of the paradigm of any representative word. Nevertheless, each noun must be processed by \( R_s \) to establish that it is or is not a member of a representative word paradigm.
Changing the algorithm $R_s$ so that it forms the nominative plural would require the reprocessing of a given word in its plural forms, if processing of the singular forms fails.

5.4.2 Representative Word a Noun in Adjectival Form

Some Russian nouns are morphologically adjectives (СТОЛОВАЯ/LIVING ROOM, ДАННЫЕ/DATA)

If such a form is a representative word, it will have its adjectival ending removed (subsection 5.2.3). A member of its paradigm occurring in text will have its ending removed. A match will be made, and the English translation will be stored in the Index Matrix. But it will have the wrong part-of-speech—adjective instead of noun. The English translation will thus appear correctly in the simple index, but quite likely will appear incorrectly (if it appears at all) in the complex index. (The rules for forming the complex index could undoubtedly be altered to satisfactorily handle such nouns. This report, however, describes the system as it now stands.)

5.4.3 Miscellaneous Forms

Occasionally, though not often, miscellaneous forms occur in the dictionary such as a preposition followed by a noun, adjective followed by prepositional phrase, or a verb preceded by an adverb. Their occurrence is sufficiently rare that as yet no special provision has been made for handling them by DCP.

5.5 SEMI-AUTOMATIC DICTIONARY

The errors described in the Indexing system can all be traced to the desire to make the Dictionary Creation Program fully automatic. Relaxing this requirement allowing the DCP to work in tandem with someone possessing a small knowledge of Russian would we believe, eliminate the errors discussed.
DCP would, in this version, be a two-pass system. The first pass would create the type of dictionary that has been described. Suspicious entries – those, for example, whose representative words are potential plural nouns – would be printed out with their English translations. A human being would then examine the print-out and make necessary changes. (Thus, a plural noun would be changed by the human to the singular form so that $R_s$ would successfully operate upon a member of its paradigm occurring in text.)

The second pass would simply merge the corrected entries with the dictionary created on the first pass.

5.6 EXAMPLE OF ENTRY SELECTION FOR THE RAW INDEX

... β ЧАСТИЦ БЕЛИЗИ РАДИОАКТИВНЫХ ИСТОЧНИКОВ ПРЕДПОЛОЖИЛ.....
... i-4 i-3 i-2 i-1 i i+1 ....

{ИСТОЧНИК . i}

{ФИЛЭ. A}
ИСТОЧНИК
noun. (1, 0)

{i . noun . (1, 0) . ИСТОЧНИК}

{i . noun . ИСТОЧНИК . РАДИОАКТИВНЫХ ИСТОЧНИКОВ . ИСТОЧНИКОВ}

{i . noun . РАДИОАКТИВНЫХ ИСТОЧНИКОВ . ИСТОЧНИКОВ}

{i . noun . РАДИОАКТИВНЫХ ИСТОЧНИКОВ . ИСТОЧНИКОВ}

{i . noun . 773141651767 . 632463460443}

{ФИЛЭ. B}

632463460443
Source

773141651767
Radioactive Source

Finally

Film . 1 . 1) (Radioactive source . noun)
Section 6
FINAL INDEX

3.1 GENERAL DISCUSSION

After preliminary processing, the Indexer is ready to construct the index items from the Raw Index. The Raw Index can be viewed as a matrix, $M$. At this point, it is a blend of Russian high-frequency words, English phrases constructed from certain Russian words in the original sentence, and the parts of speech of those Russian words. The positions of the Russian words and of the English phrases with respect to each other in the original sentence are preserved in $M$.

The Indexer can produce two types of Final Index: a Simple Index and a Complex Index.

6.2 SIMPLE INDEX

This is a simple listing, alphabetically arranged and with duplicate entries eliminated, of the English phrases in the raw index and the page numbers on which they occur. There is no cross indexing.

6.3 COMPLEX INDEX

The Complex Index is also formed from the Raw Index. The information contained in the Raw Index—parts of speech of Russian representative words, sentence limits of the original Russian phrase, and English translation of Russian phrase—allow index entries to be constructed using syntactic information. The Complex Index is also cross-referenced. Index items are selected by examining the first column of the Raw Index Matrix. This column contains part-of-speech information and original sentence limits of Russian phrases.
Index items are constructed using the syntactic building blocks of noun, adjective, preposition, and verb. Index items are defined below in terms of this syntactic information. To avoid cluttering up the notation, the abbreviations used will be taken to mean the English translation of the part of speech indicated. Thus n does not mean a noun, but a particular English phrase behaving as a noun. Similarly

\[\begin{align*}
aj &= \text{English phrase behaving as an adjective} \\
v &= \text{English phrase behaving as a verb} \\
pr &= \text{English word behaving as a preposition}
\end{align*}\]

but

\[pr^* = \text{a Russian preposition}\]

pr* is a Russian preposition which cannot be translated with a high degree of accuracy. Some prepositions can be translated with a reasonable degree of accuracy. Their translation is denoted by pr.

The following prepositions are being translated.

<table>
<thead>
<tr>
<th>Russian Preposition</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>в</td>
<td>in</td>
</tr>
<tr>
<td>для</td>
<td>for</td>
</tr>
<tr>
<td>до</td>
<td>to</td>
</tr>
<tr>
<td>к</td>
<td>to</td>
</tr>
<tr>
<td>между</td>
<td>between</td>
</tr>
<tr>
<td>о</td>
<td>about</td>
</tr>
<tr>
<td>с</td>
<td>with</td>
</tr>
<tr>
<td>после</td>
<td>after</td>
</tr>
</tbody>
</table>

We also define a noun unit (nut) as follows:

\[
\text{nut} \left\{ \begin{array}{l} 
n \\
aj_1, aj_2, \ldots, aj_k \end{array} \right\}_{k=2}
\]
In the descriptions to follow it must be remembered that \( aj, v, n, pr, \) and nut represent English words and phrases, and \( pr* \) represents a Russian word.

The structure of the index items can be shown conveniently by a tree structure. A noun unit appears at the top of the tree. Nodes of the tree below the top node represent English phrases lying to the right of the leading phrase. Adjacent nodes on the tree represent contiguous phrases in the sentence. A branch at a given node indicates that the possibilities indicated may follow the phrase represented by the branch node. A continuous line drawn from the top node through lower nodes gives the structure of an index item except that if \( pr* \) occurs in a node the index item terminates at the previous node. If two connected nodes are each a nut, then the English preposition "of" appears on the connecting line to indicate that it is to be inserted between the two noun units.

Example.

```
scattering cross-section
  for
    photons
      of
        high energy
    of
      dense air

of
  mesons
    from
      of
        light nuclei
    of
      high mass
      from
        deuterium
```
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Index items for rightmost branch are:

- scattering cross section of mesons of high mass from deuterium
- deuterium, scattering cross section of mesons of high mass from

Index items for sub-branch of rightmost branch are:

- scattering cross section of mesons from light nuclei
- light nuclei, scattering cross section of mesons from

Index items for leftmost branch are:

- scattering cross section for photons of high energy
- high energy, scattering cross section for photons of

Index items for subbranch of leftmost branch are:

- scattering cross section for photons in dense air
- dense air, scattering cross section for photons in

The second index item in each case is the cross-indexed entry, the leading noun unit representing the terminal node.

If the leading noun unit contains adjectives as in this example, then deeper cross indexing is possible, leading to the following additional entries:

- cross section, scattering, of mesons of high mass from deuterium
- cross section, scattering, of mesons from light nuclei
- cross section, scattering, for photons of high energy
- cross section, scattering, for photons in dense air
Section 7
CONCLUSIONS

The algorithm which produces English translations for sequences of Russian text words can be viewed as the basic algorithm which, in the system described here, is being used to produce an index.

This basic algorithm has several other possible uses.

7.1 EXTRACTING

Phrases occurring in a technical phrase dictionary are, by definition, descriptors critical to an understanding of a given scientific field. Since it isolates such phrases in text, the basic algorithm can be used to extract Russian sentences, paragraphs, or even pages from a larger body of technical text.

7.2 TRANSLATION

The basic algorithm and the dictionary upon which it operates could be used as a closed subroutine within a larger Russian-English translation system. Such a subroutine would produce translations of a sequence of Russian words which occur in a piece of text. The English translation itself would, of course, have to be inflected to conform to the syntactic use of the phrase within the sentence.

7.3 RETRIEVAL

The basic algorithm gives the capability of creating a unique information retrieval system -- one which accepts English queries and addresses these queries to files of Russian articles, or more accurately, to files of indexes of Russian articles.
The Russian Retrieval Program follows directly in conception from the Russian-English Indexing System described in this report and will, in fact, use most of the computer programs used by the Indexing System.

Retrieval of articles processed by the Indexing System appears to be simple. Russian articles so processed have been deeply indexed in English. If a user seeking information from a file of such deep indexes uses the same terminology (i.e., the manual version of the computer dictionary) as was used to create the index, then a matching process — user's phrases versus index — in combination with the logical AND and OR operations will enable the user to address long English queries to the file. In effect this will lead to retrieval by English queries of Russian technical material.

The Indexing and Retrieval applications have been discussed with the intention of deriving English information from Russian text. The logic involved, however, applies to English as well. Thus the Russian-English programs with minor alterations may be used to index (Ref. 7), extract, and retrieve English technical material.
Section 8
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Appendix A

THE FIRST AND SECOND VERB CONJUGATIONS

First Conjugation

<table>
<thead>
<tr>
<th>Imperfective</th>
<th>Perfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Infinitive:</td>
<td></td>
</tr>
<tr>
<td>читать</td>
<td>прочитать</td>
</tr>
<tr>
<td>to read, be reading</td>
<td>to have read</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>II. Indicative:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Present Tense</td>
</tr>
<tr>
<td>I read, am reading</td>
<td>I have, had read</td>
</tr>
<tr>
<td>я читаю</td>
<td>я прочитал, да, да</td>
</tr>
<tr>
<td>ты читаешь</td>
<td>ты прочитал, да, да</td>
</tr>
<tr>
<td>он, она, оно читает</td>
<td>он прочитал</td>
</tr>
<tr>
<td>мы читаем</td>
<td>мы, вы, они прочитали</td>
</tr>
<tr>
<td>вы читаете</td>
<td></td>
</tr>
<tr>
<td>они читают</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Past Tense</td>
</tr>
<tr>
<td>I read, was reading</td>
<td>I have, had read</td>
</tr>
<tr>
<td>я читал, да, да</td>
<td>я прочитал, да, да</td>
</tr>
<tr>
<td>ты читал, да, да</td>
<td>ты прочитал, да, да</td>
</tr>
<tr>
<td>он читал</td>
<td>он прочитал</td>
</tr>
<tr>
<td>она читала</td>
<td>она прочитала</td>
</tr>
<tr>
<td>оно читало</td>
<td>оно прочитало</td>
</tr>
<tr>
<td>мы, вы, они читали</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Future Tense</td>
</tr>
<tr>
<td>I shall read, be reading</td>
<td>I shall have read</td>
</tr>
<tr>
<td>я буду читать</td>
<td>я прочитаю</td>
</tr>
<tr>
<td>ты будешь читать</td>
<td>ты прочиташь</td>
</tr>
<tr>
<td>он, она, оно будет читать</td>
<td>он, она, оно прочитает</td>
</tr>
<tr>
<td>мы будем читать</td>
<td>мы прочитаем</td>
</tr>
<tr>
<td>вы будете читать</td>
<td>вы прочитаете</td>
</tr>
<tr>
<td>они будут читать</td>
<td>они прочитают</td>
</tr>
</tbody>
</table>
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III. Subjunctive (conditional):

Conjugated exactly like the past tense of the indicative mood with the addition of particles бы or б:

я читал, ла, ло бы (б) etc. я прочитал, ла, ло бы (б) etc.

I should read, be reading, I should have read
should have been reading

IV. Imperative:

читай! read!
читайте! read!

прочитай! read! read (it)
прочитайте! through, completely

V. Adverbial participles:

Present Tense

чита́ я reading, while
reading

Past Tense

чита́ вши while (I, etc.) прочита́ вши having read
чита́ в was reading прочита́ в

VI. Participles:

a. Active:

Present Tense

чита́ ющий one who is
reading

Past Tense

чита́ вший one who was reading
прочита́ вший one who has, had read
Imperfective | Perfective
---|---
b. Passive:

**Present Tense**

Long form: чита́емый
Short form: чита́ем

which is being read

**Past Tense**

Long form: прочи́таный
Short form: прочи́тан

which was read

(Other past passive participle endings are: long -ты́й, short -т.)

VII. Passive:

The passive is constructed by means of the short passive participle forms, present or past (see directly above); also by means of the reflexive form.
Second Conjugation

<table>
<thead>
<tr>
<th>Infinitive</th>
<th>Perfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>инфинитив</td>
<td>совершенный</td>
</tr>
</tbody>
</table>

I. Infinitive:

кирить

to smoke, be smoking

въкурить
to have smoked

II. Indicative:

Present Tense

I smoke, am smoking

я курю
ты курите
он, она, оно курит
мы курим
вы курите
они курят

Past Tense

I smoked, was smoking

я въкрыл, ла, ло
ты въкру, ла, ло
он въкрыл
она въкрула
он въкрыл
он въкрыл
мы, вы, они въкрыли

Future Tense

I shall smoke, be smoking

я буду курить
ты будешь курить
он, она, оно будет курить
мы будем курить
вы будете курить
они будут курить

III. Subjunctive (conditional):

Conjugated exactly like the past tense of the indicative mood with the addition of particles бы (б):

я курюла, ла, ло бы (б) etc. я въкурила, ла, ло бы (б) etc

I should smoke, be smoking,
should have been smoking

I should have smoked
<table>
<thead>
<tr>
<th>Imperfective</th>
<th>Perfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV. Imperative:</td>
<td></td>
</tr>
<tr>
<td>курй!</td>
<td>в'якури!</td>
</tr>
<tr>
<td>курйте!</td>
<td>в'якурите!</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>V. Adverbial participles:</td>
<td></td>
</tr>
<tr>
<td>Present Tense</td>
<td></td>
</tr>
<tr>
<td>курй</td>
<td>smoking, while</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Past Tense</td>
<td></td>
</tr>
<tr>
<td>курйвивий</td>
<td>while (I, etc.)</td>
</tr>
<tr>
<td>курйвивий</td>
<td>в'якурививий</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>VI. Participles:</td>
<td></td>
</tr>
<tr>
<td>a. Active:</td>
<td></td>
</tr>
<tr>
<td>Present Tense</td>
<td></td>
</tr>
<tr>
<td>курйвивий</td>
<td>one who is</td>
</tr>
<tr>
<td>курйвивий</td>
<td>smoking</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Past Tense</td>
<td></td>
</tr>
<tr>
<td>курйвивий</td>
<td>one who was</td>
</tr>
<tr>
<td>курйвивий</td>
<td>smoking</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>b. Passive:</td>
<td></td>
</tr>
<tr>
<td>Present Tense</td>
<td></td>
</tr>
<tr>
<td>Long form: курйвивий</td>
<td>None</td>
</tr>
<tr>
<td>Short form: курйм</td>
<td></td>
</tr>
<tr>
<td>which is being smoked</td>
<td></td>
</tr>
<tr>
<td>Past Tense</td>
<td></td>
</tr>
<tr>
<td>Long form: курйвивий</td>
<td>which has, had</td>
</tr>
<tr>
<td>Short form: курйвивий</td>
<td></td>
</tr>
<tr>
<td>which was smoked</td>
<td></td>
</tr>
<tr>
<td>(Other past passive participle endings are long -ты́й, short -т.)</td>
<td></td>
</tr>
<tr>
<td>VII. Passive:</td>
<td></td>
</tr>
<tr>
<td>The passive is constructed by means of the short passive participle forms, present or past (see directly above); also by means of the reflexive form.</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B
REVERSE INFLECTION ALGORITHM

The algorithm operates on a dictionary which contains classically defined canonical forms: nominative singular of nouns, nominative singular masculine gender for adjectives, and the infinitive for verbs and participles.

A word encountered in text has a terminal string of letters removed by the algorithm and a new terminal string added to form a "pseudo-word." The pseudo-word is an attempt on the part of the algorithm to construct the text word's canonical form. If the pseudo-word does not exist in the dictionary, the algorithm proceeds to examine the next word.

If the pseudo-word does not exist in the dictionary, a new pseudo-word is constructed (terminal string removed, new terminal string added). The process continues for a given word until a true canonical form is constructed or until all of the text word's possible constructions have been exhausted.

Pseudo-word construction takes place for all of a word's potential parts-of-speech. Thus, the algorithm assumes a word is a verb, noun, adjective, participle, in that order, and constructs, if possible, a set of pseudo-words for each part-of-speech.

The algorithm operates upon a table which has a 3-level structure. The levels are as follows:

1. Terminal letter for a given part of speech
2. Possible suffixes ending in the terminal letter for this part of speech
3. Canonical suffixes to be added to the stem after suffixes of level 2 have been removed
Example: This example shows the 3-level structure for verbs ending in 10.

(1) 10

(2) 10 10 10 10 10 10 10 10 10 10

(3) -ть -ять -ить -ать -еть -ить -овать -иить -евать -слать

Now suppose ПОЛУЧАЮ occurs in text. The algorithm assumes first it is a verb. It examines the terminal letter, finds that it is 10 and that 10 has eight possible verbal suffixes. In this case, only a single suffix, 10 is contained in the word. 10 is removed from the text word and the seven canonical suffixes are added to the stem to form seven pseudo-words. The suffix (-ть) gives a true canonical form. If, now (ПОЛУЧАТЬ) is in the dictionary, a match will be made.

text  

remove 10  

add suffixes

ПОЛУЧАЮ ——> ПОЛУЧА ——> ПОЛУЧАВАТЬ

уть

стть

ить

эть

ВАТЬ

true form ————> Ть

It may be objected that the algorithm simulates too closely human processes, that it is illogical — inelegant, even — to remove strings of letters only to add new strings. Why not, for example, restrict the algorithm to the removal operation? That is, make the canonical entries in the dictionary be some stripped form of the real word. Then the algorithm need only remove endings and compare the stripped word to canonical entries which have also been stripped.
At the time the algorithm was developed, it was considered desirable to put as much of the translation burden as possible on the computer. If a stripped form of a word is used as the canonical entry, how is the stripped form arrived at? It must be decided by human analysis or by some computer algorithm. Either way, additional labor, human or machine, is necessary. It is not, then, a question of two operations versus one – removal and addition versus removal – but of two operations versus two operations – removal and addition versus removal and removal. In the first case, removal and addition occur in the same algorithm. In the second case, the first removal operation is performed by a human or a computer, but in either case it takes place independently and prior to the second removal operation.

Further, the algorithm was designed for use with a parsing program and it was felt that there was important syntactic information which was characteristic of classically defined words that would disappear if a true word were reduced, in effect, to a "non-word," (We are thinking here of the phenomena of syntactic and semantic government.)
Appendix C
COMPRESSION OF PHRASES INTO A LOGICAL SUM

The phrase to be compressed is

РАСТОЯНИЕ МЕЖДУ ЧАСТИЦАМИ

interparticle distance

The IBM 7094 allows six alphanumerical characters to be stored in a single machine word.

The logical sum can now be calculated. (The actual numbers shown below are the numerical representation in code of the corresponding Russian letters above.)

Table:

| 54 | 21 | 62 | 62 | 63 | 46 |
| 13 | 45 | 31 | 25 | 00 | 41 |
| 25 | 53 | 24 | 64 | 00 | 41 |
| 21 | 62 | 63 | 31 | 23 | 41 |
| 44 | 31 | 00 | 00 | 00 | 00 |
| 00 | 56 | 24 | 25 | 07 | 37 |

Final Sum 00 56 24 25 07 41
Appendix D
CONCEPTUAL DESCRIPTION OF RUSSIAN TEXT PHRASE TRANSLATOR

D. 1 INTRODUCTION

The Russian text phrase translator consists of two operationally distinct parts: the first being a computer-generated phrase dictionary, the second a computer-generated textual analysis which assigns to every text interval an English phrase and grammatical function. The English phrase is either a translation of the text interval or a statement to the effect that the text interval is neither a dictionary phrase nor an inflected form of a dictionary phrase.

In this description of the Translator, the following notations will be adhered to. Collections of phrases will be denoted by capital script letters: $\mathcal{R}, \mathcal{E}, \ldots, \mathcal{R}_a, \mathcal{R}_b, \ldots$ will denote the subfamily of $\mathcal{R}$ all of whose translations begin with the letter $a$, $b$, .... Phrases will be denoted by capital Roman letters: $R, E, \ldots$. The English translation of a Russian phrase $R$ will be denoted by $E(R)$. Words will be denoted by small Greek letters $\omega, \mu, \ldots$. Small Roman letters will denote numbers or themselves. To any Russian word $\theta$ (phrase $R$) is associated its canonical form $\hat{\theta}$ [$R$] and its numerical logical sum $g(\theta) = [g(R)]$.

D. 2 THE PHRASE DICTIONARY

Let $\mathcal{R}$ be a family of Russian phrases in which the left-most noun or verb occurs in canonical form. Let $\mathcal{E}(\mathcal{R})$ be the family of English translations. For each $R \in \mathcal{R}$, a representative word $\omega$ in canonical form is algorithmically determined ($\omega \in R$) as well as its part of speech (POS) and its imbedding coordinates $x(\omega, R), y(\omega, R)$ relative to $R$, that is, if $R = \theta_1 \theta_2 \ldots \theta_i (\omega) \theta_{i+1} \ldots \theta_n$, then $x(\omega, R) = i$, $y(\omega, R) = 0$. Let now $\mathcal{R}_a(\omega) \subseteq \mathcal{R}_a$ be that subfamily of $\mathcal{R}_a$ whose canonical representative word is $\omega$. The $a$-maximal coordinates of $\omega$ are defined as
x(a) = \max_{R \in \mathcal{R}_a(\omega)} x(\omega, R)
\quad y(a) = \max_{R \in \mathcal{R}_a(\omega)} y(\omega, R)

Conceptually, a typical entry in the phrase dictionary is
\[(g(R), E(R), \omega, \text{POS}, x(\cdot), y(\cdot))\]

The a-section of the dictionary may be written as
\[\bigcup_{R \in \mathcal{R}_a} (g(R), E(R), \omega, \text{POS}, x(a), y(a))\]
and the entire phrase dictionary is
\[\bigcup_{(\cdot) = a} \bigcup_{R \in \mathcal{R}(\cdot)} (g(R), E(R), \omega, \text{POS}, x(\cdot), y(\cdot))\]

D.3 THE TEXT ANALYSIS

A prescribed Russian text will be regarded as an ordered set of \(n\) words. Each and every word interval \((a, b)\) \(a \leq b\) will be regarded as a text phrase. Denote by \(\mathcal{F}\) the set of text phrases, by \(\mathcal{E}(\mathcal{R})\) the set of English phrases in the phrase dictionary. Conceptually the textual analysis may be signified as
\[F: \mathcal{F} \rightarrow (\mathcal{E}(\mathcal{R}), \text{grammatical function})\]

Operationally only the dictionary significant phrases in \(\mathcal{F}\) are analyzed, the others being assigned an English phrase by fiat.

The analysis, interpretation, and production of data by the textual analysis algorithm are perhaps most succinctly described in the following conceptual flow chart. The notations are as described in the introduction. Let \(\mathcal{D}_a = \bigcup_{R \in \mathcal{R}_a} (g(R), E(R), \omega, \text{POS}, x(a), y(a))\) be the a-section of the phrase dictionary. Let \(\omega_i\) be the \(i\)-th word in the ordered text.
STEP 1: Canonical form

\[(\omega, i) \rightarrow (\tilde{\omega}, i)\]

STEP 2: Look up \(\omega\) in \(D_a\) (if not successful go to \(D_b, \ldots, D_z\). Failing, go to \(\omega, 1\))

\[(\tilde{\omega}, i) \rightarrow (\tilde{\omega}, i, \text{POS}, x(a), y(a))\]

STEP 3: Formation of phrases in which \(\omega\) is imbedded

\[\{\tilde{\omega}, i, \text{POS}, x(a), y(a)\} \rightarrow \{(\tilde{\omega}, i, \text{POS}, T)\}, \omega \in T \subset \{i - x(a), 1 + y(a)\}\]

STEP 4: Canonical form

\[\{\tilde{\omega}, i, \text{POS}, T\} \rightarrow \{(i, \text{POS}, \tilde{T})\}\]

STEP 5: Logical sum

\[\{(i, \text{POS}, \tilde{T})\} \rightarrow \{(i, \text{POS}, g(\tilde{T}))\}\]

STEP 6: Phrase dictionary look up over \(\{g(\tilde{T})\}\)

The set of \(x(a) - y(a)\) triples \(\{(i, \text{POS}, g(\tilde{T}))\}\) are ordered according to the length of the phrase \(T\), the ordering among equal length phrases being indifferent. The ordered logical sums \(\{g(\tilde{T})\}\) are then matched against the set \(\{g(R)\}\) appearing in \(D_a\), etc. Assuming the first agreement occurs for \(g(C), \), the algorithm then produces the information vector

\[\{(i, \text{POS}, g(\tilde{T}))\} \rightarrow \{(i, \text{POS}, g(S), E(S), M_1, S), M_2, S)\}\]

STEP 7:

\[F \{i - M_1, S), \text{POS}, M_2, S\} \rightarrow \{(F(S), \text{POS})\}\]
STEP 8: After an agreement has occurred [if no agreement occurs in STEP 6], the textual analysis algorithm is repeated for $\omega_{i+y(\omega,S)}+1$ provided the indicated subscript is $\leq n$. Otherwise the text phrase translation is terminated by assigning to all non determined text interval phrases $T \in \Omega$ the English phrase "not significant," and grammatical function "none."
Appendix E
OUTPUT OF THE INDEXING SYSTEM

The first few paragraphs of a geological article entitled "Phase Transformations in the Interior of the Earth." by S. M. Stishov. Nature, Sep 1962 were used as input to the Indexer (Fig. E-1). The simple and complex indexes are listed in Figs. E-2 and E-3. Single words have been eliminated from the complex index, though not from the simple. The computer dictionary is based on Sofiano's geological dictionary (Ref. 1).
ФАЗСВЫЕ ПРЕВРАЩЕНИЯ
В ГЛУБИНАХ ЗЕМЛИ

Достижения механики и физики в XVII—XVIII вв. позволили определить массу и среднюю плотность Земли. Последняя оказалась равной 5,5 г/см³. А так как плотность наиболее тяжелых пород на поверхности Земли не превышает 3,3 г/см³, то, естественно, возникло представление, что плотность Земли увеличивается с глубиной.

Факты существования железных метеоритов, а также в прошлом популяризации теории происхождения Земли из горячего вещества Солнца призвали многих ученых к мысли о концентрации железа в центре Земли. Причем, что уже вплоть до определения вычислений французского геолога А. Добре, сделанной в 1866 г. о железном ядре Земли, некоторые исследователи, которые в конце XIX и начале XX в. удалось установить наличие в Земле ядра.

В 20-х годах текущего столетия В. М. Гольданинтов (Гореню) и немецкий физик-химик Г. Тамм разработали представление о том, что в первоначально расплавленной Земле происходило разделение (дифференциация) вещества по их плотности, аналогично тому, что мы каем, например, при накоплении сульфидных руд. При этом процессе возникают три слоя: нижний (сниженный слой), штейн (смеси сульфидов и металлов) и собственно металл. Согласно этой гипотезе, в Земле выделялись следующие слои: сниженный и сульфидный (оболочка Земли) и металлический, состоящий из железа с примесью никеля (ядро Земли).

Американские ученые Ф. Кларк, Г. Ваннигтон, Л. Адамс и др. не выделили сульфидный слой; они полагали, что между железным ядром и сульфидной оболочкой находится промежуточная область, состоящая из смеси сульфидов и железа.

Теория слоистой, химически дифференцированной Земли, во многом подкреплялась данными сейсмологов, которые впервые и в той ее части, которая располагается между земной корой и ядром, существует много границ раздела.

В дальнейшем ученые геофизики и космогонии, связанные главным образом с именами...

Рис. 1. Зоны в Земле по К. Буллени

Fig. E-1 Russian Text Used for English Indexing
E-2

LOCKEED MISSILES & SPACE COMPANY
<table>
<thead>
<tr>
<th>Term</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVERAGE DENSITY</td>
<td>MELTING</td>
</tr>
<tr>
<td>CENTER</td>
<td>METAL</td>
</tr>
<tr>
<td>CHEMICAL</td>
<td>METALLIC</td>
</tr>
<tr>
<td>COATING</td>
<td>MIXTURE</td>
</tr>
<tr>
<td>DENSITY</td>
<td>ORIGIN</td>
</tr>
<tr>
<td>DIFFERENTIATED</td>
<td>PROCESS</td>
</tr>
<tr>
<td>DIFFERENTIATION</td>
<td>REGION</td>
</tr>
<tr>
<td>EARTH</td>
<td>ROCK</td>
</tr>
<tr>
<td>EARTH SHELL</td>
<td>SIDE</td>
</tr>
<tr>
<td>GEOLOGIST</td>
<td>SILICATE</td>
</tr>
<tr>
<td>HYPOTHESIS</td>
<td>SLAG</td>
</tr>
<tr>
<td>IMPURITY</td>
<td>STRATUM</td>
</tr>
<tr>
<td>INTERMEDIATE</td>
<td>SULPHIDE ORE</td>
</tr>
<tr>
<td>IRON</td>
<td>SULPHITE</td>
</tr>
<tr>
<td>IRON METEORITE</td>
<td>SUPPORT</td>
</tr>
<tr>
<td>LIMIT</td>
<td>SURFACE</td>
</tr>
<tr>
<td>MANTLE</td>
<td>THEORY</td>
</tr>
<tr>
<td>MATTER</td>
<td></td>
</tr>
</tbody>
</table>

Fig. E-2 Simple Index
AVGERAGE DENSITY OF EARTH COATING, SILICATE.
DENSITY OF EARTH DIFFERENTIATION OF MATTER EARTH, AVERAGE DENSITY OF EARTH, DENSITY OF EARTH, IRON IN CENTER OF EARTH, SURFACE OF EARTH, THEORY OF ORIGIN OF EARTH SHELL EXISTENCE OF IRON METEORITE IMPURITY, IRON WITH INTERMEDIATE REGION IRON IN CENTER OF EARTH IRON WITH IMPURITY IRON METERORITE, EXISTENCE OF MATTER, DIFFERENTIATION OF MELTING OF SULPHIDE ORE METAL, MIXTURE OF SULPHITE AND MELTING OF SULPHITE AND METAL REGION, INTERMEDIATE SILICATE COATING SILICATE STRATUM STRATUM, SILICATE, SULPHIDE ORE, MELTING OF SURFACE OF EARTH THEORY OF ORIGIN OF EARTH

Fig. E-3 Complex Index

E-4

LOCKHEED MISSILES & SPACE COMPANY
Commanding Officer
Harry Diamond Laboratories
Attn: Library
Washington, D. C. 20438

Commanding Officer and Director
U. S. Naval Training Device Center
Port Washington
Long Island, New York
Attn: Technical Library

Department of the Army
Office of the Chief of Research & Development
Pentagon, Room 3D442
Washington 25, D. C.
Attn: Mr. L. H. Geiger

National Security Agency
Fort George G. Meade, Maryland
Attn: Librarian, C-332

Lincoln Laboratory
Massachusetts Institute of Technology
Lexington 73, Massachusetts
Attn: Library

Daniel E. Kaplan
Dept. 52-40, Bldg. 202
Lockheed Missiles & Space Company
3251 Hanover Street
Palo Alto, California
The following report describes a computer system for the IBM 7094 which produces English indexes of technical Russian text.

Part of the indexing system produces a machine dictionary on magnetic tape. This dictionary is a computer representation of standard English-Russian technical phrase dictionaries.

The indexing portion of the system matches Russian text phrases against Russian dictionary phrases. Dictionary phrases are in canonical form; reverse inflection algorithms transform text phrases to their canonical form. When a match is found, the English translation of the match is extracted from the dictionary. The final index is constructed from set of such English translations.
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