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ABSTRACT

A critical reexamination is made of existing experimental data on the velocity, temperature, and concentration profiles in a low-speed, constant property turbulent boundary layer with surface mass injection. It is found that a model of the boundary layer can be constructed that fits the local profile data as well as the local drag, mass, and heat-transfer coefficients at the surface. The essential features of the model include a "law of the wall" that provides a continuous and smooth profile from the surface to the fully turbulent region and a "wake region" that joins the inner region smoothly and is characterized by an eddy diffusivity that is constant with respect to distance from the wall. Four empirical parameters appear in the analysis: the Prandtl mixing length constant, K; the Clauser eddy diffusivity Reynolds number; an inner region mixing length constant analogous to Rotta's intercept constant; and a value of turbulent Schmidt or Prandtl number. Constant values of these parameters are found to be suitable in predicting data over a wide range of surface blowing or suction and Reynolds number.
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<td></td>
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\( \zeta \) injection parameter (defined on p. 1-6)
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\( \nu \) momentum thickness of full boundary layer \( L \)

\( \theta_y \) momentum thickness contribution of boundary layer between \( y = 0 \) and \( y = y \) (Eq. (2-45)) \( L \)

\( \kappa \) constant

\( \mu \) viscosity \( M/\nu L, F\theta/L^2 \)

\( \nu \) kinematic viscosity \( L^2/\nu \)

\( \xi \) thermal boundary-layer thickness of full boundary layer \( L \)

\( \xi_y \) thermal energy thickness contribution of boundary layer between \( y = 0 \) and \( y = y \) (Eq. (2-47)) \( L \)

\( \rho \) density \( M/L^2 \)

\( \tau \) local shear in the boundary layer \( F/L^2 \)

\( \psi_i \) rate of mass generation of specie \( i \) by chemical reactions per unit volume \( M/L^3 \theta \)

\( \omega_i \) concentration (mass fraction) of specie \( i \) \( M/M \)

**Subscripts**

\( o \) at the surface, or zero mass transfer at the surface

\( 1 \) at the outer edge of the boundary layer

\( 1-D \) one dimensional

\( a \) specie designation is binary system or at interface

\( b \) specie designation in binary system

\( c \) on surface of a cone

\( x \)
s        slip at the surface

t        total

Superscripts

turbulent fluctuating quantity

-        time averaged quantity, \( \bar{A} = \frac{1}{v} \int_A \bar{a} \, d\theta \)

+        normalized as indicated in Equations (2-41) to (2-36)

-        normalized with respect to edge quantity (e.g., \( \bar{T} = \frac{T - T_0}{T_1 - T_0} \)),

\( \bar{u} = \frac{u}{u_1} \)

Units

F        force
L        length
M        mass
N        number of moles
T        temperature
te        time
1. INTRODUCTION

The most effective current techniques for thermally protecting missile nose cones or manned reentry vehicles from aerodynamic heating, namely, techniques involving ablation or transpiration cooling, are characterized by a mass transfer of gas through the surface of the body. Because of this mass transfer and the attendant surface roughness of ablating surfaces or porous skins, turbulent boundary layers can be expected to exist on the surfaces of reentry vehicles even at the Reynolds numbers corresponding to rather shallow reentry angles. Thus, an understanding of the behavior of turbulent boundary layers under the conditions of reentry and with simultaneous surface mass transfer is of considerable importance in the design of reentry body thermal protection systems. In addition, this understanding is essential in the prediction of electromagnetic radiation emission or of radar reflectivity from the boundary layer or the initial stages of the wake.

When an examination is made of the published literature on this subject, it becomes apparent that rather tenuous extrapolations of tests of limited scope and of early heuristic theories have been made to predict the behavior of the dynamically complex, chemically reacting flows about the reentry bodies. The work contained in this report constitutes a reexamination of the problem, with the intent of arriving at a model of the turbulent boundary layer that is entirely consistent with data obtained under successively more complex situations.

1.1 Historical Review

Before a review is made of the historical background of the current research, it will be worthwhile to present a description of the general structure of the turbulent boundary layer as it is presently understood. This will provide the reader with the hindsight the authors enjoyed while performing this critical reexamination, and will clarify some of the approaches taken in the analysis. The structure of the turbulent boundary layer is described in detail in References 1 and 2 and is summarized in the following sections.
1.1.1 General description of the turbulent boundary-layer structure

Generally, the boundary layer can be considered to be divided into four successive layers from the surface to the outer edge.

(a) The layer closest to the surface is the "laminar sublayer" or the "viscous layer." This layer is characterized by shear stresses that are predominately caused by molecular viscosity. The flow here need not be steady, but can fluctuate as a result of turbulence in the layers above. Where no mass transfer occurs normal to the surface, the time-averaged shear in this layer is essentially constant with distance from the surface.

(b) The next layer away from the surface is the "buffer layer." In this layer, the shear stress is dependent on both the molecular viscosity and the turbulent motion (Reynolds stresses). Again, with no surface mass transfer, the time-averaged shear stress in this layer is essentially constant with distance from the surface. The term "buffer layer" was employed originally by von Kármán to indicate the presence of this layer between a completely laminar and a completely turbulent layer.

(c) The third layer from the surface is called "fully turbulent region." In this layer, the shear stress is dependent primarily on the turbulent motions. The velocity distributions in this layer have been shown experimentally to be dependent on the local wall conditions, and rather insensitive to the local boundary-layer thickness or pressure gradients. This has led Coles to apply the term "law of the wall" to describe this layer, together with layers (a) and (b), above, References 3 and 4.

(d) The fourth layer is also fully turbulent; however, this layer's characteristics are controlled more by the boundary-layer thickness than the local shear at the wall. The flow in this region is generally characterized by eddies that are similar to those that exist in wakes and, thus, Coles could represent the velocity in this region for nonporous walls by a "law of the wake," Reference 4. Others, References 5 and 6, have applied the term "velocity decrement law" to velocity correlations for this same region.

The relative thickness of the four layers described above are indicated in Figure 1, reproduced from Reference 2. The values shown in this figure correspond to a turbulent boundary layer on a nonporous flat plate in low-speed flow, where the properties in the boundary layer are essentially constant, and where the Blasius skin-friction law is applicable. It reveals that the relative thicknesses of the inner layers diminish with increases in the local length Reynolds number. At $Re_x = 10^5$, the boundary-layer law of
the wall applies over only 5 percent of the thickness of the boundary layer, while the wake region occupies 95 percent of the boundary layer. When consideration is made that heat and mass transfer within the boundary layer with Prandtl numbers and Schmidt numbers less than unity result in larger thicknesses of the diffusional boundary layers relative to the flow or momentum exchange boundary layers, the presence of the wake-type flow becomes even more important and requires consideration at lower Reynolds numbers. Also, surface injection tends to increase the boundary-layer thickness which may force a consideration of the wake layers at lower length Reynolds numbers than indicated in Figure 1.

1.1.2 Early contributions

In the late 1940's and early 1950's, a need arose for more effective cooling systems for missile surfaces experiencing aerodynamic heating through turbulent boundary layers. It was known then, from research with laminar boundary layers, that "transpiration" of gas at a surface was a very effective cooling mechanism, Reference 7. Because a qualitatively similar effectiveness was expected to occur with the turbulent boundary layer, research began on this subject at MIT, and then independently, a few years later, at Convair and the Ames Laboratory of the NACA (now NASA).

The MIT work, under the direction of H. S. Mickley, was largely experimental during its early periods, Reference 8. This excellent work has continued to this day, References 9 through 15 and 17 through 20, and provides the bases for many of the deductions of this report that are discussed in detail later. Reference 9 served as the basis for the empirical parameters of the early heuristic theories described in the following paragraphs.

To satisfy the needs for effective missile cooling systems, the speculative analyses of References 21 and 22 were performed to yield indications of the effect of surface mass transfer of air under supersonic conditions where the then existing MIT data of Reference 9 did not apply directly. Reference 21 employed the classical Prandtl mixing-length theory, with variable density, across the entire boundary layer on a flat plate. Thus, the viscous sub-layer, the buffer layer, and the wake regions were not considered. In addition, both the laminar and turbulent Prandtl numbers were set equal to unity in the energy equation. The local shear stress distribution in the boundary layer was modified to account for the surface mass transfer; that is, the local shear stress was expressed as
The omission of the wake region resulted in the mathematical requirement of a continual increase of shear stress with distance away from the wall even with the known boundary condition that the average shear stress must approach zero at the outer edge of the boundary layer. Implicit here was the hope that the equally erroneous ever increasing mixing length, $\delta = k\gamma$, somehow compensated to yield adequate velocity distribution near the outer edge of the boundary layer. The closed-form solution for the velocity distribution in the turbulent region obtained in this analysis could, by an adjustment of the arbitrary constants of integration, be made to fit the compressible analog of the classic logarithmic velocity distribution for the case of zero blowing, that is, Reference 23. Thus, an additional implied assumption was made that the "constants" of integration were not dependent, themselves, on the blowing rate.

An analysis based on the identical physical assumptions as in Reference 21 was performed independently in Reference 24, except that the latter investigation was restricted to constant fluid properties. Again, Reference 9 was used as the experimental basis for comparison. It was found that the theory generally predicted the trends in the data on boundary-layer growth and skin friction (to $\approx$ 25 percent); however, the predicted and measured velocity profiles disagreed considerably in shape.

To account for the Prandtl numbers other than unity in the heat-transfer rates, Reference 22 added a laminar sublayer to the fully turbulent outer region, again characterized by the Prandtl mixing-length theory and the shear distribution represented in Equation (1-1). The omission of a buffer layer caused a discontinuity in the slope of the velocity profile to occur at the interface of the sublayer and fully turbulent regions. It was found that the thickness of the sublayer was an important parameter, and recourse to the low-speed data of Reference 9 was made to define a realistic hypothesis for the sublayer thickness. The results of Reference 22, while yielding quantitative results on the expected reduction in surface heat-transfer rates that agreed fairly well with subsequent experimental data, Reference 25, never yielded satisfying results concerning the velocity and temperature profiles over the entire boundary layer or of the temperature or enthalpy recovery factor. The theory showed an ever increasing value of recovery factor with

The term $u$ in Equation (1-1) increases monotonically with distance from the surface.
increasing length Reynolds number that was not evident in the zero and finite following-rate data. Significantly, no consistent Mach number effect was evident in the theoretical results, and the tests of Reference 25 did not contribute information regarding these Mach number effects, as they were conducted at a single Mach number, $M = 2.7$. Later it was indicated, Reference 26, that the theory of Reference 22 agreed to about ±25 percent with the skin-friction data obtained at $M = 5.1$ from boundary-layer velocity surveys. This agreement appears, in retrospect, to have been fortuitous because the skin-friction data were obtained from an extrapolation of velocity distribution measurements toward the surface, usually a rather inaccurate technique with probes as large as the conventional impact pressure tubes (see Analysis).

Theories similar to Reference 22 were developed for the case of injection of a single foreign gas into undissociated air, References 27 and 28. These theories were further restricted, however, to changes in the physical properties of the binary mixture caused only by concentration variations of the individual gases and did not include chemical reactions, temperature, or compressibility effects. In general, these theories indicated the marked effectiveness of light gas to reduce heat transfer and skin friction at the surface but, in general, possessed the shortcomings of Reference 22. Further, Reference 28 only yielded the relationship between heat transfer and skin friction, but not an explicit value of either term.

When the skin-friction data of Reference 29 were obtained, it was found that the results agreed qualitatively with the theory of Reference 27, in that the transpiration of lighter gases was more effective in reducing skin friction. The data also showed that the theories of References 21 and 22 failed to predict quantitatively the Mach number effect indicated in the data, and that the agreement of the predictions of Reference 22 with earlier data was fortuitous, as the data were obtained at a Mach number of 2.7 where agreement happened to occur, see Figure 2 reproduced from Reference 29. This latter effect occurred because the data of Reference 9, the basis of arbitrary constants in Reference 22, showed a lesser reduction in skin friction with gas injection than the later data of Reference 15. The data of Reference 26, therefore, are inconsistent with these general results.

An analysis by Ness, Reference 31, extended the work of Reference 27 to include variations of the properties in the boundary layer caused by temperature variations as well as by concentration distributions. The gases considered were undissociated air and a light, chemically inert injected foreign gas. Ness used the two-layer formulation of References 22 and 27 with
essentially the same sublayer thickness criterion. Numerical values of surface skin friction and heat-transfer rates were evaluated for the particular case of helium injection into air up to Mach numbers of 4.

For light gas injection where Schmidt numbers can vary between about 0.2 to 1.6 in the sublayer, Ness argues that the turbulent Schmidt number must be equal to the Schmidt number based on molecular transport properties at the interface of the two layers, Reference 32. His argument is based on the mathematical result that if the turbulent Schmidt number is a fixed value lying between the extreme values of the Schmidt number in the sublayer, a maximum in the concentration of the light gas at the wall occurs when the velocity ratio at the edge of the sublayer is varied at constant, but large, values of the injection parameter \( \zeta \). The concentration at the wall varies monotonically if Ness' criterion cited above is applied. Why Ness finds a maximum in concentration of the light gas at the wall with varying sublayer velocity ratio an unacceptable anomaly is not clear. As the velocity ratio is increased with increased skin friction, the resistance of the boundary layer to mass transfer tends to increase, causing a rise in surface concentration for the increased flow rates corresponding to constant \( \zeta \). On the other hand, the increased flow rate also results in an increased light gas concentration at the edge of the sublayer which increases the molecular Schmidt number in the sublayer that, in turn, tends to drop the boundary-layer resistance to mass transfer. Thus, two simultaneous, but opposite, effects are occurring so that it is not inconceivable that a maximum in concentration actually occurs. Thus, Ness' argument cannot be accepted a priori but must be tested against the concentration profile data that exist. It will be shown later that the assumption of a laminar Schmidt number equal to 0.2 and a turbulent Schmidt number equal to 0.75 yields excellent agreement with concentration profile data; and since this is in contradiction to Ness' criterion for the value of the turbulent Schmidt number, it can be concluded that his criterion is not a necessary condition.

In view of the above discussion, some caution must be exercised in accepting Ness' numerical results which indicate a correspondence to the Mach number effect found in Reference 29. In fact, Ness' analysis reduces to that of Reference 22 for air injection, where little, if any, Mach number effect is noted, see Figure 2. It is believed that the results of Reference 31 may be fortuitous and introduced through the arbitrary choice of the variation of

\[ \zeta = \frac{\sqrt{u_o}}{u_2 \left(C_f/2\right)} \]

The injection parameter
the turbulent Schmidt number. Again, Reference 31 possesses all the defects cited earlier for two-layer models of the turbulent boundary layer; for example, ever increasing temperature recovery factor with increasing Reynolds number.

Regardless of the limitations of the data cited and of the two-layer theories, the practical needs in the design of ablation bodies have led to the use of results of these investigations to define the heat flow blocking effect by the injected gases, for example, Reference 33.

1.1.3 Recent contributions

The recent publication by Pappas and Okuno, Reference 34, extends the work of Reference 29 to local heat-transfer rate measurements while helium, air, and Freon-12 are injected from the surface of a 15° included angle cone. The results of this test indicate further anomalies not evident in the previously discussed theories. These can be summarized as follows:

(a) No particular Mach number effect is shown in plots of $\frac{St}{St_0}$ versus $\frac{\rho_0 \nu_0}{\rho_u u_u} St_0$ for air injection. This agrees with the theory of Reference 27, yet the skin-friction data of Reference 29 do not agree with the same theory. The implication here is that the theoretical prediction of the modified Reynolds analogy is not correct.

(b) The data show little variation of dropoff in Stanton number with Reynolds number which is inconsistent with the theory of Reference 27 for helium injection.

(c) At subsonic speeds, the recovery factor for helium injection increases from the zero injection value of 0.84 to a maximum value near 1.35 and then decreases with increasing injection. At supersonic speeds, the recovery factors for all the injection gases initially decrease from the zero injection value and then increase at higher injection rates to values greater than unity. None of these effects are evident in the existent theories. It is believed (Ref. 35) that thermal diffusion in the sublayer may be causing these recovery-factor effects.

The general result of these data is that the light gases are not relatively as effective in reducing heat-transfer rates as has hitherto been expected from the theories cited above. These data are not entirely consistent with the heat-transfer measurements of Bartle and Leadon, Reference 36, where a Mach number effect on heat-transfer data is still noted. For injected gases other than nitrogen, there is insufficient detail in Reference 36 to make direct comparison with the data of Pappas and Okuno.
1.2 Curr. Approach

In general, it can be deduced from the survey cited above that several major discrepancies exist between the data obtained to date and existing theory dealing with air or foreign gas injection into a turbulent air boundary layer. In addition, certain unresolved differences exist between different sets of data. The use of these theories to predict the behavior of turbulent boundary layers on ablating reentry bodies requires extrapolation that borders on mere guessing.

It is the intent of the current research, therefore, to create a newer model of turbulent boundary layer that is consistent with successively more complex experimental results. In the following paragraphs the broader aspects of this model will be described in order that the details of the analysis presented in Section 2 can be viewed in their proper perspective.

As has been previously noted (Section 1.1.1), the boundary layer can be divided into essentially four parts, the first three of which are characterized by the "law of the wall." Because the characteristics of this portion of the boundary layer have been found to be almost exclusively dependent on wall conditions, it is possible to formulate its solution in terms of a "one-dimensional" initial value problem. The initial values are those that characterize the conditions at the wall which, in general, vary from one point on the wall to another. The term "one-dimensional" is appropriate in the mathematical sense that the solution proceeds out (in one dimension, y) from a specified wall point.

The fourth region of the boundary layer (as enumerated in Section 1.1.1) is strongly dependent on the history of the boundary layer and on local free-stream conditions and gradients. Thus, the solution of this portion of the boundary-layer problem is characterized by a "two-dimensional" boundary value problem. The boundary values are conditions at some initial plane normal to the flow direction, conditions on a plane parallel to the wall in the free stream beyond the extent of the boundary layer, and conditions at the interface between this region and the inner "law of the wall" region.

In the analysis presented in the next section, these two regimes will be studied, first individually and then in concert, to establish a "solution" for the complete boundary layer. The establishment of this "solution" is dependent, in large measure, on the physical assumptions which will be made to obtain a tractable set of mathematical relations for each of these two regimes. These are briefly summarized in the following table:
### Regime | Mathematical Characteristics | Assumptions
--- | --- | ---
"Law of the wall" | "One-dimensional" initial-value problem | 1. Mixing length representative of the variation of turbulent transport properties.  
2. Rate of increase of mixing length based on local properties in the boundary layer

Wake Regime | "Two-dimensional" boundary-layer problem | 1. Molecular transport effects negligible.  
2. Turbulent transport properties are functions of the streamwise coordinate, $x$, only.  
3. Clauser parameter, $\epsilon_1/\bar{u}_1$, invariant.  
4. Invariant turbulent Schmidt and Prandtl numbers.

The advantages realized by dividing the solution into two distinct regimes are manifold, if consideration is given to the complexities of a single unified solution. It is indeed fortunate that such a division not only reduces an otherwise intractable mathematical problem into two reasonable straightforward problems, but also is consistent with the physical character of the boundary layer. The assumptions used in the wake regime, although reasonably valid therein, are totally invalid in the law of the wall regime. Likewise the "one-dimensional" assumption of the law of the wall regime, although good therein, cannot be extended into the wake regime. Thus, the complexities of one regime are avoided in the solution of the other, resulting in a profound reduction in the overall complexity of the total problem.

In previous work, boundary-layer studies have emphasized the "law of the wall" regime, usually ignoring the contributions of the wake regime. The principal difference between these analyses has involved the chosen representation of the variation of the turbulent transport effects. In the present work these various techniques have been evaluated in light of the existing data with a particular emphasis on their application under conditions of surface mass addition. The choice of a "mixing length" model was based primarily on its initial successful application under these conditions. The selected analytical representation of the mixing length, although original, is a consequence of a generalization and rationalization of existing representations. Based on the data evaluated, the two constants of this representation do not
vary with surface mass addition or Schmidt (or Prandtl) number nor with application to velocity, temperature, or concentration gradients. Because the consequent mathematical formulation is an initial-value problem, its solution is conceptually simple.

Solutions for the outer portion of the boundary layer (the wake regime), with one notable exception, do not exist per se. There are various velocity profile generalizations which have been evolved and successfully applied (e.g., Coles, Ref. 3; Black and Sarnecki, Ref. 37; and Kendall, Ref. 17; the latter two being inspired by the former) but these techniques are not supported by any particular physical rationale relating to the turbulent transport properties which dictate the profiles. The exception is the work of Clauser (Ref. 6). Based on observations with regard to the variation of the turbulent viscosity within the boundary layer, he proposed a simplification and a generalization, namely, that the turbulent viscosity coefficient was a function of the streamwise coordinate only, and that this functional dependence could be specified as

\[
\frac{\tau_M}{u_0 v^*} = \text{constant}
\]

that is, the turbulent viscosity is proportional to the product of the free-stream velocity and the boundary-layer displacement thickness. In his original work, Clauser restricted his solution to velocity profiles on impervious walls. In the analysis to follow, the technique has been extended to concentration and temperature profiles as well as velocity profiles, all under condition of surface mass addition. The procedure involves the formulation of a similarity solution, much akin to the classical solutions of the laminar boundary layer. Some of the requisites for a truly similar (turbulent) boundary-layer solution are found to be more palatable than their counterparts in the laminar boundary layer. In particular, a constant value of the transpiration ratio \( \frac{\rho_0 v_0}{\rho_1 v_1} \) is required rather than its inverse decay with boundary-layer thickness as prescribed for laminar similarity solutions.

The remaining requirements of the solution of the entire boundary layer involve the coupling of the inner and outer solutions and generalizations of the results obtained for specified boundary conditions. This is again an almost purely mathematical effort and requires no further physical assumptions, beyond those already discussed. A total of four invariant constants are utilized: the Clauser parameter, the turbulent Prandtl (or Schmidt) number, and the two constants of the mixing length expression.
In checking for consistency between theory and experiment, emphasis has been placed on velocity, temperature, and gas species concentration profiles in addition to overall surface transfer coefficients, such as the skin friction coefficient or Stanton number. The work reported in this report is limited to the case where the fluid properties in the boundary layer are essentially constant. The excellent agreement of the proposed boundary-layer model with much of the data obtained at low speeds and with small quantities of foreign gas injection is quite encouraging. Even the initial objectives of this program cannot be considered to be complete, however, until the boundary-layer model is adapted to be consistent with existing data on the following:

(a) Boundary-layer velocity profiles obtained at supersonic speeds with air injection at the surface.

(b) Surface transfer coefficients in supersonic flow with foreign gas injection in moderate and large quantities.

(c) Surface transfer coefficients deduced in sonic or supersonic flows where intense chemical activity and high surface mass transfer takes place.

Ultimately, the theoretical model of the boundary layer will have to be tested against future experiments in high-speed chemically reacting boundary layers where local profile data are obtained.
2. ANALYSIS

2.1 Basic Boundary-Layer Equations

Because of the complexity of the ultimate goals of this study, it is imperative that the considerably more restrictive objectives of the initial work reported herein be brought into proper perspective. To aid in the establishment of this perspective, this section will present the basic boundary-layer equations which are appropriate to the general solutions ultimately sought. A sequence of restrictions will subsequently be imposed upon these general relations in order to arrive at the basic set of relations which will be considered in detail in this report. In the various developments which will be presented in the subsequent sections of this report, means of relaxing many of these restrictions will be discussed. Initially, therefore, the boundary-layer relations presented will include effects of compressibility, chemical reactions between multiple components, unequal binary diffusion coefficients, thermal diffusion and its reciprocal partner, the DuFour effect, and temperature and concentration-dependent physical properties.

2.1.1 General two-dimensional mass, momentum, and energy equations

In the derivation of the equations presented here, the standard definitions of time-averaged turbulent quantities and relative order of magnitude are employed, for example, References 23 and 38. Because the turbulent transport terms are expressed in the Bousinesq form, that is, employing eddy viscosity, eddy diffusion, and eddy conductivity, all the terms in the equations are time-averaged quantities and no need exists for using a superscript bar to distinguish the time-averaged quantities. The reader is cautioned to remember, however, that $\rho\nu$ represents $\overline{\rho\nu}$, not $\rho\overline{\nu}$.

The equations derived are essentially identical to those derived in References 38 and 39 for flow over a flat plate with uniform free-stream conditions, except that the diffusion flux used here is in a more general form including the effects of thermal diffusion (Soret effect) and unequal binary diffusion coefficients. The diffusion introduced by pressure gradients and body forces are the only physical phenomena that are neglected. In the order of magnitude arguments, terms of the following type have been eliminated: (1) triple correlations, (2) derivatives of turbulent correlations parallel to the wall, and (3) correlations involving turbulent components of molecular transport mechanisms.
2.1.1.1 Conservation of specie and mass equations

A mass balance of an individual specie in a unit volume results in the relationship

\[
\frac{\partial}{\partial t} (\rho u \omega_i) + \frac{\partial}{\partial y} (\rho v \omega_i) = \frac{\partial}{\partial y} \left( \rho \varepsilon_D \frac{\partial \omega_i}{\partial y} - j_i \right) + \psi_i
\]  

(2-1)

where \( \psi_i \) represents the rate of mass generation of species \( i \) per unit volume due to chemical reactions, \( \varepsilon_D \) is defined in terms of the correlation of the fluctuating components of concentration and normal velocity, that is,

\[
\rho \varepsilon_D = - \frac{(\rho v) \omega_i}{\partial \omega_i / \partial y}
\]

(2-2)

and \( j_i \) is the mass diffusion rate of species \( i \) due to molecular processes. This latter term can be related to the gradient of species \( i \) (as well as gradients of other species), the family of binary diffusion coefficients, \( D_{ij} \), appropriate to the boundary-layer system, and the multicomponent thermal diffusion coefficients \( D_T \) through the Stefan-Maxwell relations, Equation 8.1-3 of Reference 39,

\[
\frac{\partial x_i}{\partial y} = \sum_j \frac{x_i x_j}{\rho D_{ij}} \left( j_i + D_{ij} \frac{\partial x_i}{\partial y} - j_j + D_{ij} \frac{\partial x_j}{\partial y} \right)
\]

(2-3)

When Equation (2-1) is summed over all the species in the system, and it is remembered that

\[
\sum_i \left( \rho \varepsilon D_i \frac{\partial \omega_i}{\partial y} - j_i \right) = 0
\]

(2-4)

because of the definition of "mass diffusion" and that

\[
\sum_i \psi_i = 0
\]

(2-5)

because of a conservation of atomic species, there results

\[
\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} = 0
\]

(2-6)
since $\omega_1 = \omega_2$. Equation (2-6) is the familiar overall continuity equation.

When Equation (2-6) is considered together with Equation (2-1), there results

$$
\rho u \frac{\partial \rho}{\partial x} + \rho v \frac{\partial \rho}{\partial y} = \frac{\partial}{\partial y} \left( \rho \epsilon D_i \frac{\partial}{\partial y} \omega_i - j_i \right) + j_i \quad (2-7)
$$

2.1.1.2 Momentum equation

For the case of a uniform free-stream condition, the momentum equation can be written as follows:

$$
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \frac{\partial}{\partial y} \left[ \rho \left( \gamma + \epsilon_M \right) \frac{\partial u}{\partial y} \right] \quad (2-8)
$$

where the eddy viscosity is defined in terms of the Reynolds stresses of turbulent flow by

$$
\rho \epsilon_M = \frac{\langle \rho v \rangle' u'}{\langle \partial u/\partial y \rangle} \quad (2-9)
$$

2.1.1.3 The energy equation

The energy equation for this general system can be written as

$$
\rho u \frac{\partial h}{\partial x} + \rho v \frac{\partial h}{\partial y} = \frac{\partial}{\partial y} \left[ \rho \left( \epsilon_M + \gamma \right) \frac{\partial u}{\partial y} + \frac{k}{c_p} \frac{\partial h}{\partial y} \right] + \sum_i \left( \rho \epsilon D_i \frac{\partial}{\partial y} \omega_i - j_i \right) h_i - \left( \rho \epsilon_H + \frac{k}{c_p} \right) \sum_i h_i \frac{\partial \omega_i}{\partial y}
$$

$$
- \frac{RT}{\rho} \sum_i \sum_j \frac{X_i D_j T}{m_i D_{ij}} \left( \frac{j_i}{\omega_i} - \frac{j_j}{\omega_j} \right) \quad (2-10)
$$

where the DuFour effect, the flux of heat caused by thermal diffusion, is given in terms of the diffusion fluxes of the pertinent species in the final term, and the turbulent enthalpy transport coefficient is defined by
2.1.2 Binary, non-resetting system

If the boundary layer is constrained to a binary non-resetting system (species a and b), considerable simplification results. The relations for mass transfer, Equations (2-7) and (2-3), become

\[
- \rho \varepsilon_H = \frac{\sum \omega_i \left( \frac{\partial \nu}{\partial y} \right) h_i'}{\sum \omega_i \left( dh_i / dy \right)} \quad (2-11)
\]

The heat-transfer equation becomes

\[
\rho u \frac{\partial h_t}{\partial x} + \rho v \frac{\partial h_t}{\partial y} = \frac{\partial}{\partial y} \left[ \rho (\varepsilon_M + v) \frac{u^2}{2} + \left( \frac{k}{c_p} + \rho \varepsilon_H \right) \frac{\partial h}{\partial y} \right]
\]

\[
+ \left( \rho \varepsilon_D \frac{\partial \omega}{\partial y} - j_i \right) (h_a - h_b) - \left( \rho \varepsilon_H + \frac{k}{c_p} \right) \frac{\partial \omega}{\partial y} (h_a - h_b)
\]

\[
- RT \left( \frac{m_j \omega}{m_a m_b} \right) \quad (2-14)
\]

where the parameter \( \alpha \) is related to the thermal diffusion coefficient in Equations 8.1-17 and 8.1-10 of Reference 39 by

\[
\alpha \equiv \frac{k_T}{x_a x_b} = \frac{1}{x_a x_b} \left( \frac{m^2}{x_a x_b} - \frac{D_a T}{D_{ab}} \right) \quad (2-15)
\]

and is, in general, relatively invariant with concentration (in contrast to the rather large variations of \( D_i^T \)).
If, additionally, the boundary layer is constrained to the case of constant properties, negligible viscous dissipation, no thermal diffusion, and only trace amounts of foreign gases, the final simplified two-dimensional relations are obtained. These are for mass and energy, respectively

\[ u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial}{\partial y} \left[ (\tau_D + \tau_{ab}) \frac{\partial u}{\partial y} \right] \]  
\[ u \frac{\partial \tau}{\partial x} + v \frac{\partial \tau}{\partial y} = \frac{\partial}{\partial y} \left[ \left( \frac{\tau_H}{c_p} + \frac{k}{\rho c_p} \right) \frac{\partial \tau}{\partial y} \right] \]

2.1.3 The one-dimensional mass, momentum, and energy equations

The general two-dimensional boundary-layer relations described in the preceding subsections are such a complex set of simultaneous, non-linear, partial differential equations that their complete solution including even the simplest phenomenological development of the turbulent transport properties \((\tau_M, \tau_D, \text{ and } \tau_H)\) has yet to be performed. Many of the complicating factors in this equation are significant only in the region close to the wall. It is in this region that the molecular transport properties are of consequence and it is here that the turbulent transport properties are most variable. To seek a two-dimensional solution in this region seems unwarranted, particularly in light of the extensive empirical evidence that it is characterized by a "law of the wall." Since the mathematical statement of the "law of the wall,"

local state and local normal fluxes = \( f(\text{wall state, wall fluxes, thermodynamic properties of the fluids, } y) \)

is identical with the implied solution of a one-dimensional initial value problem, it is apparent that the two assumptions are compatible. Thus, it is pertinent to look at the relations that will result when a one-dimensional assumption is introduced.

The general two-dimensional continuity equation which is

\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \]  

reduces to

\[ \frac{\partial v}{\partial y} = 0 \]
which is solved to yield

$$n = (\rho v)_o = \rho_o v_o$$

since turbulent correlations vanish at the surface, $$(\rho'v')_o = 0$$. Here, $$\rho_o v_o$$ can be considered as a parameter that may vary with x.

The one-dimensional assumption leads to the following forms for the mass, momentum, and energy equations:

$$\rho_o v_o \left( \frac{d\rho}{dy} - j_i + j_o \right) + \int_0^y \psi_i dy = 0$$

$$\rho_o v_o \frac{du}{dy} = \rho (v + \varepsilon_M) \frac{du}{dy} - \tau_o$$

$$\rho_o v_o (h_t - h_o) = \varepsilon_M + \varepsilon_H \left( \frac{k}{c_p} + \varepsilon_H \right) \frac{dh}{dy}$$

$$+ \sum_i \left( \rho \varepsilon_{D_i} \frac{d\omega_i}{dy} - j_i \right) h_i - \left( \varepsilon_H + \frac{k}{c_p} \right) \sum_i h_i \frac{d\omega_i}{dy}$$

$$- \frac{RT}{\rho} \sum_i \sum_j \frac{x_j D_i}{m_i D_{ij}} \frac{T}{\omega_i - \omega_j} + q_o$$

where the wall shear $$\tau_o$$ is, in general, a function of x, as is $$q_o$$ which is defined by

$$q_o = \rho_o v_o (h_{injectant} - h_o) + q_{supplied}$$

where $$h_{injectant}$$ is the enthalpy of the injectant evaluated at some plane at or below the surface and $$q_{supplied}$$ is heat crossing the same plane as a consequence of conduction or radiation. It should be emphasized that $$h_o$$ is the enthalpy of the gas mixture adjacent to the surface as contrasted to the enthalpy of the pure injectant.

If the boundary layer is restricted to a binary nonreactive system, these equations become
\[ \begin{align*}
\rho_0 v_0 \left( \frac{u_i - u_{i_0}}{2} \right) &= \frac{\partial u_i}{\partial y} - j_i + j_{i_0} \quad (2-22) \\
\rho_0 v_c u &= \rho (v + \epsilon_M) \frac{\partial u}{\partial y} - \psi_0 \quad (2-23) \\
\rho_0 v_0 (h_i - h_{i_0}) &= \rho (v + \epsilon_M) \frac{\partial (u^2/2)}{\partial y} + \left( \frac{\rho \epsilon_H + k}{c_p} \right) \frac{\partial h}{\partial y} \\
&+ \left( \frac{\rho \epsilon_D}{c_p} \frac{\partial a}{\partial y} - j_a \right) (h_a - h_b) - \left( \frac{k}{c_p} + \rho \epsilon_H \right) \frac{\partial a}{\partial y} (h_a - h_b) \\
&- RT \frac{m_j \rho}{m_b} + q_o \\
\text{with} \\
j_a = -\rho D_{ab}^* \left( \frac{\partial a}{\partial y} - \rho \frac{\partial \omega}{\partial y} \frac{d \ln T}{dy} \right) \\
\text{and if further the boundary layer is constrained to an essentially one-}
\text{component system containing only trace amounts of foreign species and having}
\text{essentially constant properties, the final relations are obtained.}
\end{align*} \]

\[ \begin{align*}
v_0 \left( \frac{\rho a - \rho a_{i_0}}{2} \right) &= (\epsilon_D + D_{ab}^*) \frac{\partial a}{\partial y} + \frac{j \rho}{\rho} \\
or \\
v_0 \left( x_i - x_{i_0} \right) &= (\epsilon_D + D_{ab}^*) \frac{\partial x}{\partial y} + \frac{N \cdot m}{\rho} \\
v_0 u &= (v + \epsilon_M) \frac{\partial u}{\partial y} - \frac{\tau_0}{\rho} \quad (2-26) \\
v_0 (T - T_0) &= \frac{(\epsilon_M + \nu)}{c_p} \frac{\partial (u^2/2)}{\partial y} + \left( \epsilon_H + \frac{k}{c_p} \right) \frac{dT}{dy} + \frac{q_o}{\rho c_p} \\
\text{The last three relations of the equations above can be expressed in terms}
\text{of a new set of variables as follows:}
\end{align*} \]
\[
1 + 1_0^+ = \left( \frac{1}{Sc} + \left( \frac{eM}{\nu} \frac{1}{Sc'} \right) \right) \frac{dx^+}{dy^+}
\]

\[
1 + 1_0^+ = \left( 1 + \frac{eM}{\nu} \right) \frac{du^+}{dy^+}
\]

\[
1 + 1_0^+ = \left( \frac{1}{Pr} + \frac{eM}{\nu} \frac{1}{Pr'} \right) \frac{dT^+}{dy^+}
\]

where the viscous dissipation term has been ignored in the energy relation. The non-dimensional variables that are utilized above are defined by

\[
y^+ = \frac{y u_I}{\nu}
\]

\[
u^+ = \frac{u}{u_I}
\]

\[
u_I = \sqrt{\frac{\tau_o}{\nu}} = u_I \sqrt{C_f/2}
\]

\[
x^+ = \left( \frac{x_a - x_o}{x_{z_1} - x_o} \right) \frac{u_I}{u_1} = \frac{x}{u_I} \frac{u_I}{u_1 C_M} \]

\[
T^+ = \left( \frac{T - T_o}{T_1 - T_o} \right) \frac{u_I}{u_1 C_H} = \frac{T}{u_I} \frac{u_I}{u_1 C_H}
\]

\[
\nu_0^+ = \frac{\nu_0}{u_I}
\]

the Prandtl and Schmidt numbers by

\[
Pr = \frac{C_p u_I}{k}
\]

\[
Pr' = \frac{c_M}{c_H}
\]

\[
Sc = \frac{\nu}{D}
\]
In addition, the momentum, mass, and energy transfer coefficients are defined by

\[ \frac{C_f}{2} = \frac{\rho}{\nu u_1^2} \]  

\[ C_M = \frac{mN}{\nu u_1 \left( x_{a_1} - x_{a_0} \right)} = \frac{\rho}{\nu u_1 \left( \omega_{a_1} - \omega_{a_0} \right)} \]  

\[ C_H = \frac{-q_0}{\nu u_1 c_p \left( T_1 - T_0 \right)} \]  

The solution of the basic equations, either one- or two-dimensional, can be divided into two major aspects. The first is the adequate specification of the physical parameters, of particular importance being the various eddy transport properties. The second and equally important aspect involves the mathematical procedures for solution for various imposed boundary conditions.

2.1.4 Integral boundary-layer equations for constant fluid properties

Because of the physical requirement for a knowledge of the turbulent transport coefficients, it is desirable to present the boundary-layer equations in a fashion permitting the experimental evaluation of these parameters. A way of obtaining these parameters from mean value data is through use of integral boundary-layer equations. These equations have been derived for the constant property boundary layers and are summarized below. These relations are presented in terms of the internal or partial values \( \beta \) of the displacement, momentum, mass, and enthalpy thicknesses. These thicknesses are defined, respectively, as

\[ y^* = \int_0^y \left( 1 - \bar{u} \right) dy \]  

\[ \eta_y = \int_0^y \bar{u}(1 - \bar{u}) dy \]
\begin{equation}
\gamma_y = \int_0^y \tilde{u}(1 - \tilde{X}) \, dy \tag{2-46}
\end{equation}

\begin{equation}
\tilde{e}_y = \int_0^y \tilde{u}(1 - \tilde{T}) \, dy \tag{2-47}
\end{equation}

The integral relations become for the momentum equation

\begin{equation}
\begin{aligned}
v + \bar{c}_M &= \frac{u_1}{d\tilde{u}/dy} \left\{ \frac{c_F}{2} - \frac{\bar{d}_y}{dx} + \frac{v_w}{u_1} - (1 - \tilde{u}) \frac{\bar{d}_y}{dx} \\
&\quad - \frac{\bar{d}_y}{u_1} \frac{du_1}{dx} \left[ 2 + \frac{\bar{d}_y}{v_y} + (1 - \tilde{u}) \left( \frac{\bar{d}_y}{\tilde{v}} - \frac{v_y}{\tilde{v}} \right) \right] \right\} \tag{2-48}
\end{aligned}
\end{equation}

for the energy equation

\begin{equation}
\begin{aligned}
\frac{k}{\rho c_p} + \bar{c}_H &= \frac{u_1}{d\tilde{T}/dy} \left\{ c_H - \frac{d\xi_y}{dx} - \frac{v_w}{u_1} \left( \frac{\bar{d}_y}{\tilde{T}} - \frac{v_w}{\tilde{T}} \right) + \frac{v_w}{u_1} - (1 - \tilde{T}) \frac{db^*}{cx} \\
&\quad - \frac{\bar{d}_y}{u_1} \frac{du_1}{dx} \left[ 1 - (1 - \tilde{T}) \left( \frac{v_y}{\tilde{v}} - \frac{\bar{d}_y}{v_y} \right) \right] \right\} \tag{2-49}
\end{aligned}
\end{equation}

and for the mass equation

\begin{equation}
\begin{aligned}
D^* + \bar{c}_D &= \frac{u_1}{d\tilde{\rho}/dy} \left\{ c_M - \frac{\bar{d}_y}{dx} - \frac{v_w}{u_1} \left( \frac{\bar{d}_y}{\tilde{\rho}} - \frac{v_w}{\tilde{\rho}} \right) + \frac{v_w}{u_1} - (1 - \tilde{\rho}) \frac{db^*}{dx} \\
&\quad - \frac{\bar{d}_y}{u_1} \frac{du_1}{dx} \left[ 1 - (1 - \tilde{\rho}) \left( \frac{v_y}{\tilde{v}} - \frac{\bar{d}_y}{v_y} \right) \right] \right\} \tag{2-50}
\end{aligned}
\end{equation}

When $y > 0$ these relations reduce to the more conventional integral boundary-layer equations. These are as follows for momentum, energy, and mass conservation, respectively:

\begin{equation}
\frac{c_F}{2} = \frac{\bar{d}_y}{dx} - \frac{v_w}{u_1} + \frac{\bar{d}_y}{u_1} \frac{du_1}{dx} (2 + H) \tag{2-51}
\end{equation}

\begin{equation}
\begin{aligned}
c_H &= \frac{\bar{d}_y}{dx} - \frac{v_w}{u_1} + \frac{\bar{d}_y}{T_0 - T_1} \frac{d(T_0 - T_1)}{dx} + \frac{v_w}{u_1} \frac{du_1}{dx} \tag{2-52}
\end{aligned}
\end{equation}
2.2 Solution of the One-Dimensional Boundary-Layer Equations

In this section, the solutions of one-dimensional boundary-layer equations presented in the preceding section will be developed. These solutions are primarily dependent on the development of an appropriate model of turbulence and its coupling with the one-dimensional equations. Certain basic considerations will be discussed with regard to the formulation of a universal "law of the wall." Subsequently, the more empirical models of turbulence will be considered, specifically, the pragmatic mixing length concept. A functional dependence of the mixing length on the various boundary-layer variables will be postulated based on certain limiting criteria and on dimensional arguments.

This postulated mixing length relation will be used to predict profiles of velocity, temperature, and concentration throughout the one-dimensional portion of the boundary layer. Extensive re-evaluation of the existing data was required in order to establish the significance of these comparisons. Because of the importance of these evaluations, they will be described in reasonable detail.

2.2.1 The law of the wall

Mathematically it is required that \( y \ll \delta \) for the one-dimensional boundary-layer equations developed in the preceding section to be strictly applicable. In practice, however, this "one-dimensional" regime includes three regions of interest which extend over a significant portion of the boundary-layer thickness as indicated in Figure 1. These regions include the laminar "sublayer" wherein molecular transport mechanisms prevail, the transitional regime, and the turbulent core of the velocity profile (the log-law regime). Inspection of the basic one-dimensional equations for mass, heat, or momentum transfer indicates that a solution can be obtained for a specified set of surface conditions, provided only that the variation of the various thermodynamic and transport properties, both molecular and turbulent, be known. The turbulent viscosity, thermal conductivity, and diffusion coefficients are by far the most elusive of these properties. With the possible exception of these turbulent properties, the required properties are functions of local conditions (including normal fluxes). Thus, the assumptions implicit
in the acceptance of the one-dimensional equations are consistent with the empirically accepted "law of the wall." The implication of the "law" is that all properties of the boundary layer within its regime are functions of the normal coordinate from the wall and properties at the wall, for example,

\[ T^* = f(y, T_o, q_o, T, v, v_o, \text{physical properties of mainstream and injected gases}) \]

For this generalization to apply, however, it is necessary that the turbulent transport properties be the function of the same set of variables. It should be emphasized that there is no obvious analytical logic which would indicate this simplified dependence. In the region \( y \ll \delta \), the equations governing the turbulent components of velocity cannot be reduced to a one-dimensional set, rather a three-dimensional set persists. The solution of this set requires initial conditions both at the wall and at two mutually perpendicular planes normal to the wall. Considerable data exist, however, which indicate that a "law of the wall" represents the mean flow and that properties within the realm of this law are functions only of the normal coordinate and the wall state. Clauser, Reference 40, was one of the first to make extensive use of this fact under conditions of severe adverse pressure gradients. The implications of these facts are significant in that they indicate the direction possible solutions should take.

2.2.1.1 The turbulent transport properties

Because of the current lack of understanding of turbulent mechanisms, "theoretical" predictions of the variation of turbulence near the wall must rely on empirical input into relations based on some phenomenological dependence. Because of the generality of the ultimate goals of this analysis and of the strong desire to approximate the physical situation, certain prerequisites were established for the turbulent transport relations. These were:

(a) The relations must indicate a continuous variation of the turbulent transport properties from the wall to the fully turbulent region.

(b) The relations must be generally applicable to mass, momentum, and energy transport.

(c) The relations must be extendable to compressible real gas property flow.

(d) The relations should be suitable for transpired and untranspired boundary layers without any, or a minimum, modification of form.

Two basic types of viscous layer hypotheses have been proposed in the past. The first type predicts the variation of turbulent viscosity from the
wall to the fully turbulent regime. Reichardt, Rannie, and Deissler have, in References 41 through 43, for example, proposed such variations. The second type of hypothesis relates to a variation of mixing length from the wall into the fully turbulent portion of the boundary layer. Rotta, von Kármán, and van Driest (Refs. 44 to 46) have adopted this procedure. Since data indicate that surface mass addition strongly affects the eddy viscosity profile, it was found that the first type of hypotheses could not be simply modified to predict this variation. On the other hand, the success of the pragmatic mixing length theory in predicting profiles in the fully turbulent portion of the boundary layer with surface mass addition has been noted (e.g., Refs. 13 and 17). It has generally been concluded that the slope of the linear relation between mixing length and distance from the wall is insensitive to surface mass addition. As a consequence of this apparent generality of the mixing length approach, it was adopted for the present studies.

2.2.1.2 The mixing length postulate

The basic mixing length postulate can be expressed as

\[(\rho \nu) u' \cdot u' = \rho \xi^2 \left( \frac{du}{dy} \right)^2 = \rho \xi M \frac{du}{dy} \]  (2-54)

where the mixing length, \( \xi \), is a combination of various correlations, but retains some relationship to the scale of turbulence. Prandtl proposed that this length will, in its simplest form, be related to the distance from a wall, at least in the region of development of turbulence. His proposition that

\[ \frac{df}{dy} = \text{constant} = \]  (2-56)

It is, of course, obvious that the turbulent viscosity and mixing length postulates are simply related and that it would be possible to cast the former in terms of the latter. When properties are constant and the surface is impervious, the relation becomes

\[ \xi^+ = \frac{\xi M}{\nu} \left( 1 + \frac{\nu}{\xi M} \right)^{1/2} \]

or when \( \xi M \gg \nu \)

\[ \xi^+ = \xi M^{1/\nu} \]
has been tested under a variety of conditions and found to be quite adequate in the fully turbulent portion of the law of the wall regime.

As the wall is approached, however, this simple relation is no longer appropriate and, in fact, it can be shown theoretically that

\[
\begin{align*}
\lim_{y \to 0} x &= 0 \\
\lim_{y \to 0} \frac{dx}{dy} &= 0
\end{align*}
\]

(2-57)

This is a consequence of the Reichardt-Elrod criterion (see Refs. 41 and 47, Appendix A) which states that

\[
\lim_{y \to 0} u'v' = 0, \quad \lim_{y \to 0} \frac{du'v'}{dy} = 0, \quad \lim_{y \to 0} \frac{d^2u'v'}{dy^2} = 0
\]

(2-58)

and in addition that

\[
\lim_{y \to 0} \frac{d^3u'v'}{dy^3} = 0
\]

(2-59)

if the flow is independent of the spanwise coordinate and if axial variations of mean flow parameters can be ignored at the wall. The expression for the mixing length decay (Eq. (2-57)) is required by Equation (2-58) but also encompasses Equation (2-59).

Thus, two criteria have been specified, namely, Prandtl's hypothesis which will be taken as appropriate in the fully turbulent portion of the "law of the regime" and the Reichardt-Elrod criterion as expressed by Equation (2-57).

When the mixing length postulate, Equation (2-54), is introduced into the constant property one-dimensional momentum (Eq. (2-29)), there results

\[
\frac{d^+ + 2}{dy^+} \left( \frac{du^+}{dy^+} \right)^2 + \left( \frac{du^+}{dy^+} \right)^2 = 1 + \nu_o u_o^+
\]

or

\[
\begin{align*}
\frac{du^+}{dy^+} &= \frac{-1 + \sqrt{1 + 4i^+2(1 + \nu_o u_o^+)}}{2i^+2} \\
(2-60)
\end{align*}
\]
where $i^+ = i u_+ / v$. Equation (2-60) can be integrated by finite difference techniques, given the form of $i^+$. In addition, Equations (2-28) and (2-30) can be simultaneously integrated with Equation (2-60) to yield the desired non-dimensional concentration and temperature distributions, given the form of $i^+$, and the variation (if any) of turbulent Prandtl and Schmidt numbers.

2.2.2 The momentum boundary layer without surface mass addition

Since experimental data must serve as the principal basis of the appropriate mixing length relation and since the majority of the available boundary-layer data are for the case of no surface mass addition, it is appropriate to consider this simpler case first. In this section the various relations which have been postulated for the mixing length will be evaluated in light of the data and the various criteria developed in the preceding section.

2.2.2.1 Previous mixing length representations

Based on experimental data, several functional representations of the mixing length have been generated which satisfy the criterion proposed in Section 2.2.1, along with others that do not. Some of the better known relations are included in Table I. This table also indicates the ranges of validity for the various expressions and their compliance (or noncompliance) with various criteria.

For the purposes of comparison, the constants for each of these expressions have been re-evaluated consistent with the following requirements:

(a) The mixing length constant $\kappa = 0.44$.
(b) A value of $u^+$ of 16.2 at $y^+ = 100$.

These values are consistent with a universal log-law velocity profile of the form

$$u^+ = 5.2 \log_{10} y^+ + 5.8$$

(2-61)

where the constant 5.2 ($\log_{10} 10/k$, $\kappa = 0.44$) has been selected based on evaluation of impervious wall velocity profiles from a variety of investigators, of particular significance in this regard being the data of Reference 50 (see Fig. 16 of that reference). The lower values of $k$ generally employed have been derived based on massed data plots such as Figure 4 of Reference 40. With such plots, the departures of $u^+$ from linearity above the curve at large values of $\log y^+$ (the wake effect) and below the curve at low values of $\log y^+$ (Laminar flow effects) tend to prejudice the
selection of the linear representations. On the other hand, individual profile plots (e.g., Fig. 5 of Ref. 40) tend to support the higher value of $K$ used here. At a value of $y^+$ of 100 there is rather uniform agreement amongst various investigators as to the value of $u^+$. It was for this reason that this intercept was chosen as a basis, the value of $u^+$ of 16.2 being a representative average of the amassed profile data (see Refs. 3 and 40). In Table I, six flow postulates are considered. They have been selected, not with an eye toward completeness, but rather in an effort to present the range of postulates available. Historically, the two-layer Prandtl-Taylor model must be taken as the point of departure for all subsequent models. It takes on greater significance in this study since it has been used almost exclusively as a basis for past mixing length studies of the transpired turbulent boundary layer. The van Kármán three-layer profile prediction was introduced in order to improve the $u^+$ relation in the range of $y^+$ from about 5 to 30. In so doing, however, it provides no particular insight into the mechanisms in this transitional range. Rotta, by perturbing the original mixing length expansion to account for a constraining effect of the laminar sublayer and by including the contribution of the molecular transport properties beyond the sublayer, achieved continuity of shear and velocity without introducing undue complication. Reichardt postulated a direct expression for the evaluation of the turbulent viscosity which was consistent with the Reichardt-Elrod criterion. Similarly, van Driest proposed a mixture length expression, also consistent with this criterion. The mixing length expression utilized in the current work, and developed in a more general form in the next subsection, is shown in Table I in its reduced form for the case of constant properties and no transpiration. Additional models and their comparisons are discussed in References 1 and 2. For each model given in Table I, the requisite mixing length expression is presented, if the original representation of the model was in some alternate form.

As would be expected, the three multiple layer models for the law of the wall fail to satisfy all the continuity tests. From the limiting expression for mixing length as the wall is approached, it can be argued that all of the models given satisfy the Reichardt-Elrod criterion, if the criterion is limited to the requirement that $i^+$ and $d i^+/dy^+$ approach zero at the wall, but only the continuous representations do so in a non-degenerate fashion. The van Driest representation of $i^+$ includes an inflection point which distinguishes it from the other models. The model, to be developed in Section 2.2.2.2, appears to combine the displacement effect of Rotta with the exponential decay of van Driest.
This latter model has been used as a standard of comparison in the formulation of Figure 3 wherein the differences between the prediction of $u^+$ by the various techniques are amplified. It is apparent that the three single layer models agree rather well and any selection between them should be based on grounds other than this comparison.

2.2.2 Proposed mixing length representation

The discussion of Section 2.2.1 leads to two generalizations, one based on experimental evidence, the other on theoretical considerations. These are

$$\frac{d\ell}{dy} \rightarrow \kappa \text{ as } y \text{ increases} \quad (2-62)$$

$$\lim_{y \to 0} \frac{d\ell}{dy} \rightarrow 0 \text{ and } \lim_{y \to 0} \ell \rightarrow 0 \quad (2-63)$$

Several means of expressing a relation covering the full range of $y$ and including these limiting criteria have been presented in Table I. Since physically these relations are concerned with the transition from laminar to turbulent flow, it is advantageous in considering extensions of mixing length theory to establish some physical logic for the selected relation. Unfortunately, the understanding of the transitional process has not reached a state permitting any quantitative specification. Therefore, the selected model may be based only on qualitative understanding of the process, dimensional considerations, and the above limiting criteria. These criteria are immediately satisfied by a simple implicit relation of the form

$$\frac{d\ell}{dy} = (\kappa y - \ell) \quad (2-64)$$

which implies that the rate of increase of the mixture length is proportional to the difference between value postulated by Prandtl ($\kappa y$) and its actual value. This rate of increase should also be augmented by the local applied shear and retarded by the local viscosity. Using these parameters to nondimensionalize the above relation yields

$$\frac{d\ell}{dy} = (\kappa y - \ell) \sqrt{\frac{s/\rho}{\nu}} \quad (2-65)$$

For constant shear through the boundary layer (no surface mass addition), this relation becomes
\[
\frac{d\kappa}{dy^+} = \kappa_y^+ - \kappa^+
\]

\[= \frac{\kappa y^+ - \kappa^+}{y_a^+} \quad (2-65)\]

where \(y_a^+\) is a dimensionless constant of proportionality. Integrating this relation yields

\[
\kappa^+ = \kappa \left( y^+ - y_a^+ \left[ 1 - \exp \left( -\frac{y^+}{y_a^+} \right) \right] \right) \quad (2-67)
\]

which for large \(y^+\) reduces to Rotta's expression, namely,

\[
\kappa^+ = \kappa \left( y^+ - y_a^+ \right) \quad (2-68)
\]

Table I presents Equation (2-67) along with five of the more conventional relations previously suggested. In addition, this expression served as the basis of comparison in Figure 3 where it was found to be in essential agreement with other continuous models. Because of its conceptual simplicity and its apparent combination of the better features of Rotta's and van Driest's models, Equation (2-66) has been chosen as the basis for the data comparisons of the next subsection. In general form, Equation (2-65) permits inclusion of the change in shear through the boundary layer introduced by surface mass injection in a physically reasonable manner.

### 2.2.2.3 Comparison of proposed model with data

The adequacy of any turbulent boundary-layer technique is measured by the degree to which the method reproduces the experimental data, when an accounting is made of the uncertainties which may exist in these data. The uncertainties in experimental data which would yield errors in a universal-velocity profile \(u^+(y^+)\) are

(a) Uncertainties in friction factor.
(b) Uncertainties in the measured local velocities.

It is common knowledge that experimental velocities determined by pressure probes are subject to errors of unknown magnitude when the probes are in the near vicinity of a wall, as in the viscous sublayer. In addition, the effect of local turbulence can be significant (as will be noted later). To
some extent, errors in measured velocities using hot-wire anemometers are correctible, but are still subject to some uncertainty. Friction factors determined from the integral momentum equation (Eq. (2-51)), are subject to errors primarily because they require the presumption of two-dimensional flow (no spanwise variations) and the differentiation of experimental data, which amplifies inherent errors. This problem is greatly magnified for transpiration data, as will be seen later, in that the friction factor is interpreted by a small difference of two relatively large uncertain numbers, that is, d\theta/dx = \nu_0/\nu_1. For the purpose of comparing the various mixing length techniques to experimental data, the authors have chosen the following data sources as subject to a minimum of criticism:

(1) Data of Laufer (Ref. 48)
These data were achieved for fully developed turbulent flow in pipes. Velocities were measured by hot-wire anemometers, and friction factors were interpreted from the measured pressure gradient. The major uncertainty here is the point in the universal velocity distribution where flow in a pipe departs from the characteristics of a flat plate and the origin and description of the wake.

(2) Data of Klebanoff (Ref. 49)
These data were achieved for an artificially thickened turbulent boundary layer on a flat plate. Velocities were measured by hot-wire anemometers, and turbulent shears were measured in the boundary layer near the wall from which the surface friction factor could be indirectly determined, that is, when \nu_0 = 0, \sigma_0/\sigma = 0

\frac{d\phi}{\partial y} = 0

for small y, or

\tau_w = \tau = \rho \bar{u}'\bar{v}'

for small \ y \ but \ where \ \epsilon_m >> \nu.

(3) Data of Smith and Walker (Ref. 50)
These data were measured for turbulent boundary layers on a flat plate. Velocities were determined by pressure probes. Friction factors were determined with a floating element flush with the plate surface.

The analytical, universal velocity distribution without transpiration computed using Equations (2-60) and (2-67) is compared with the above data.
in Figures 4(a), 4(b), and 4(c). It may be concluded that this technique for computing velocity distributions does a good job of representing the available data, particularly in view of the data of Klebanoff, and those of Smith and Walker.

In addition, it is possible to compare the predictions of various turbulence parameters involving derivatives of the velocity profile with data. These comparisons are presented in Figures 5 through 7. Figure 5 compares the predicted turbulent shear variation with data as obtained by Laufer. In Figure 6, the eddy viscosity, as obtained from Schubauer’s presentation (Fig. 6 of Ref. 51) of the interpreted data of Laufer and Klebanoff, are compared with the predictions of the model. Finally, in Figure 7, predictions of two related functions, the energy dissipation function and the turbulent energy production are compared with the values interpreted from the data of Laufer and Klebanoff and presented by Schubauer. In all cases, the comparisons are excellent.

It should be noted that, to this point, comparisons with data have been based primarily on surface shear data obtained in some direct fashion at each station, that is, turbulent shear measurements by floating elements, turbulence correlations, or pressure gradients in pipe flow. Thus, the uncertainties recounted at the beginning of this subsection have been avoided in the verification of the proposed law-of-the-wall representation for the case where \( v_0 = 0 \). In general, this verification would apply equally well to the other continuous models compared in Figure 3, Reichardt or van Driest.

That the simple model proposed in Section 2.2.2.2 accurately predicts events in the range of the "law of the wall" seems well-established for the constant property, impervious wall boundary layer. The success of the model when extended to more general boundary layers will be considered next.

2.2.3 The one-dimensional momentum boundary layer with surface mass addition

Using the preceding discussion on the momentum boundary layer without surface mass addition as a basis, this section will introduce the complicating factors associated with surface mass addition. In the past, this extension has been performed most successfully by use of the mixing length concept, its success having led to its adoption in the present study. A thorough evaluation of the existing data under conditions of surface mass addition will be

\(^4\text{Direct comparison of the flat-plate relations can be made with pipe flow when attention is confined to the region close to the wall, } y/r < 6.1.\)
presented in the following sections along with the general comparison of these data with the predictions of the postulated mixing length relations.

2.2.3.1 Previous mixing length representations

The fact that mixing-length theory is readily applicable to the case of transpiration, as previously stated, has been demonstrated, for example, by Rubesin, Kendall, and Mickley and Davis, References 22, 17, and 15. Although these authors have assumed a two-layer approach similar to the Prandtl-Taylor model and thus do not satisfy the current ground rules of a continuous velocity gradient, their successes require some consideration. Therefore, prior to developing a model consistent with the specified ground rules for this study, a brief review of the previous developments will be presented in the following paragraphs.

For the so-called laminar sublayer \((v / u_0 = 0, l^+ = 0)\), the solution for the momentum equation is

\[
\frac{1}{v_0} u^+ = \left( e^{v_+ y^+} - 1 \right)
\]  (2-69)

In the two-layer model this solution is presumed to apply over the range

\[ 0 \leq y^+ \leq y_a^+ \]

where \(y_a^+\) is the non-dimensional thickness of the "laminar sublayer" and will, in general, be a function of \(v_0^+\), the mass-transfer parameter.

For the values of \(y^+\) greater than \(y_a^+\), the quantity \(v / u_0\) is assumed to be much greater than 1, allowing Equation (2-29) to be

\[
\frac{d u^+}{d y^+} = \frac{1 + v_0^+ u^+}{k^+} \ln \frac{y_a^+ y^+}{y_a^+} \left( 1 + \frac{v_0^+ y_a^+}{2k^+} \right)
\]  (2-70)

whose solution, with appropriate limits of integration, yields

\[
u^+ = \frac{1}{y_0^+} \left[ \left( e^{v_0^+ y_a^+/2} + \frac{v_0^+ y_a^+}{2k^+} \ln \left( 1 + \frac{y_a^+}{y_a^+} \right) \right) - 1 \right]
\]  (2-71)
Several postulates have been made with regard to the variation of the laminar sublayer thickness, $y_a^+$, with transition. Rubesin (Ref. 22) assumed two types of conditions from which two forms of this variation could be determined, that is, postulate 1

$$u_a^+ y_a^+ = \text{constant} \quad (2-72)$$

This assumes the Reynolds number based on sublayer thickness and the interface velocity is a constant and is analogous to a transition Reynolds number. This assumption yields, from Equation (2-69)

$$\frac{y_a^+}{y_a^o} \left( \frac{v_o^+ y_a^+}{y_a^o} - 1 \right) = v_o^+ y_a^o \quad (2-73)$$

where the subscript, $o$, on $y_a^+$ refers to the value without surface mass addition. An alternative assumption, postulate 2, is

$$u_a^+ = \text{constant}$$

which yields

$$\frac{y_a^+}{y_a^o} = \frac{\ln \left( 1 + \frac{v_o^+ y_a^+}{y_a^o} \right)}{v_o^+ y_a^o} \quad (2-74)$$

Van Driest, Reference 2, assumed that the Reynolds number based on the thickness of the laminar sublayer and the local shear velocity was invariant, that is,

$$\frac{y_a \sqrt{\tau_o^*}}{\nu} = \text{constant} = \frac{y_a^o \sqrt{\tau_o^*}}{\nu} = y_a^+ = y_a^o \sqrt{\frac{\tau_a}{\tau_o}}$$

$$= y_a^+ \left( 1 + v_o^+ u_a^+ \right)^{1/2} = y_a^o \ e^{v_o^+ u_a^+ / 2 \nu} \quad (2-75)$$
Kendall (Ref. 17) found that the variation of the laminar sublayer thickness required for Equation (2-71) to fit his data in the turbulent core was remarkably similar to that postulated by van Driest (Eq. (2-76)) and the second postulate of Rubesin, Equation (2-74). Both of these theoretical postulates yielded essentially identical values of laminar sublayer thickness as indicated in Figure 8.

### 2.2.3.2 Proposed mixing length representation and resultant predictions

Since the above relations depend on the existence of a purely laminar sublayer up to $y_a^+$ to form the relation for $y_a^+$, their extension to the techniques permitting a continuous decay of turbulence all the way to the wall is not well defined. Fortunately, the extension of the technique proposed in Equation (2-65) is quite straightforward. This relation becomes

$$ \frac{d\ell^+}{dy^+} = \frac{\kappa y^+ - \ell^+}{y_a^+} \frac{\sqrt{\tau/\rho}}{\sqrt{\tau_0/\rho_0}} $$

(2-77)

where the effect of transpiration manifests itself in the locally variable shear ratio. With Equation (2-26), this expression becomes, for the constant property boundary layer

$$ \frac{d\ell^+}{dy^+} = \frac{\kappa y^+ - \ell^+}{y_a^+} \left(1 + v_o^+ u^+\right)^{1/2} $$

(2-78)

Because of the implicit nature of Equation (2-78), it is intractable in closed form for $v_o^+ \neq 0$. Since the use of a computer had long since been accepted, this did not result in any significant complication of the solution procedure.

The results obtained when Equation (2-78) is combined with Equation (2-60) and the indicated integration is carried forward numerically are presented in Figure 9 for a range of values of the blowing parameter $v_o^+$ and $y_a^+ = 11.83$, its value for the zero surface mass-transfer case. Before an assessment can
be made of the accuracy of this inner region prediction technique, including the assumption of a constant $y^+$, it will be necessary to demonstrate means of obtaining the local skin friction to be used in the dimensionless parameters $u^+$ and $y^+$. This is the topic of the next section.

2.2.3.3 Evaluation of available friction factor data

As was noted in the preceding section, values of the local wall shear are required to normalize velocity profile data if these data are to be compared directly with the predictions of the law of the wall. Most of the existing skin-friction data for cases with transpiration have been evaluated employing the integral momentum equation for two-dimensional flow, namely:

$$\frac{C_f}{2} = \frac{d\nu}{dx} - \frac{v_Q}{u_1} + (2 + H) \frac{\theta}{u_1} \frac{du_1}{dx}$$  \hspace{1cm} (2-79)$$

wherein the sum and difference between experimentally determined parameters are required. This is rather an inaccurate procedure when the positive and negative terms are both large and of the same magnitude. Although the accuracy of friction factors interpreted from data by use of Equation (2-79) is reduced when $v_Q/u_1$ is positive, it is enhanced when $v_Q/u_1$ is negative, that is, for the cases of suction. Thus, the suction data of Dutton, Reference 16, becomes an important basis of comparison.

For positive values of $v_Q/u_1$, the data obtained at MIT under the direction of H. S. Mickley represent an extensive source of two-dimensional data. Before comparisons are made with these data, however, it is well to subject it to some scrutiny, as is done in the next paragraphs.

A series of reports and doctoral dissertations containing transpiration data have been originated at MIT, authored by Mickley, Stewart, Squyres, Gessner, Curl, Davis, Kendall, Smith, Goodwin, and Butensky (Refs. 9 through 15 and 17 through 20). These sources contain data for heat, mass, and momentum transfer under the influence of transpiration into incompressible turbulent boundary layers on a flat porous plate. With one exception, all reported friction factors were determined from velocity profiles and the integral momentum equation. In detail, uncertainties in this method of evaluation of the friction factors arise for the following reasons:

1. Lack of knowledge of local transpiration rates in the vicinity of the survey probe, in contrast to the reported average compartment transpiration rates.
(2) The influence of three-dimensional wind-tunnel flow effects when evaluations are based on the presumption of two-dimensional flow.

(3) As blowing rate increases, the gradient in the momentum thickness \( \frac{dc}{dx} \) approaches the blowing-rate parameter, \( \frac{\nu}{u_*} \), and the calculated friction factor is the result of a small difference in two large numbers, each with some error, Equation (2-79).

(4) The determination of the gradient of the momentum-thickness along the plate requires differentiation of experimental data.

For these reasons, an attempt has been made here to report * momentum data in an alternate form, in order to distinguish differences in experimental results, and in the hope of determining experimental friction factors in light of all of the available data. To this end, the following format for data presentation was adopted. The momentum integral, Equation (2-79), when integrated with respect to \( x \), yields

\[
\left( \frac{C_f}{2} \right) \frac{dx}{Re_x} = \left( \frac{\rho_i u_1}{\mu} \right) \int_0^x \frac{v_0}{u_1} \, dx + \left( \frac{\rho_i u_1}{u_1} \right) \int_0^x \theta (2 + H) \frac{d \ln u_1}{dx} \, dx \quad (2-80)
\]

The terms on the right side of the above equation can be evaluated directly from velocity profile data, the surface injection rate distribution, and the velocity gradient along the surface. No differentiation of experimental profile data is required and the attendant uncertainties of such an operation are avoided in the comparisons that follow. Although \( \left( \frac{C_f}{2} \right) Re_x \) cannot be considered a universal relationship independent of such factors as the location of the boundary-layer transition, the strength of boundary-layer trips, and the streamwise pressure gradients, this relationship is quite useful in the comparison of data all taken with similar equipment and flow conditions.

The drag parameter \( \left( \frac{C_f}{2} \right) Re_x \) for some of the MIT data is presented in Figures 10(a) through (d). It is seen that a significant spread in the data exists between and within the data sources. This spread is likely to be due, primarily, to the uncertainty in the local blowing rate, that is, in the blowing rate along the axial plane in which the velocity profiles were measured, in contrast to the streamwise average blowing rate that was the actual quantity measured. For cases in which concentration or temperature profiles were measured simultaneously (or at least for the same operating conditions) with the velocity profiles, mass or energy balances can be performed on the system in order to establish the consistency of the reported blowing rates.
For cases in which concentration profiles were measured, the following overall mass balance can be written on a given specie:

\[
\int_0^x v_o (x_{i_2} - x_{i_1}) \, dx = \int_0^x u (x_i - x_{i_1}) \, dy
\]  

(2-81)

where \(x_{i_2}\) is the mole fraction of the species \(i\) in the undiluted injectant and \(x_{i_1}\) is its mole fraction in the free stream. Equation (2-81) presumes that the mole density of this mixture is essentially constant (i.e., temperature and pressure are constant for a mixture of perfect gases). In terms of the mass thickness (Eq. (2-46) at \(y = 0\)) this becomes

\[
\frac{1}{u_i} \int_0^x v_o \, dx = \frac{1}{u_i} \int_0^x (x_{i_0} - x_{i_1}) \, dx
\]

(2-82)

since \(x_{i_2}\) and \(x_{i_1}\) were constant with distance along the plate for the available data.

Similarly, an overall energy balance in low speed flow with constant \(C_p\) results in

\[
\xi (T_o - T_1) - \frac{1}{u_i} \int \frac{\xi q}{C_p} \, dx = \frac{1}{u_i} \int v_o (T_2 - T_1) \, dx
\]

(2-83)

where \(\xi q\) = sum of electrical heat input less losses per unit surface area, and \(T_2\) is the temperature of the pure injectant prior to its contact with the surface heating units.

The right-hand side of Equation (2-82) was plotted against its left-hand side (Ref. 17), using the helium data of that reference. The resultant curve has been duplicated here as Figure 11. The slope of the line best fitting these data is 1.10. Thus, if all other parameters of Equation (2-82) are presumed accurate, it is possible to conclude that

\[
\frac{v_o^{\text{actual}}}{v_o^{\text{measured}}} \approx 1.1
\]

5For the available data this assumption is less restrictive than the constant mass density assumption introduced in the theoretical development.
for cases when \( v_o \) is approximately constant. The required presumption is relatively sound since no differentiation or extrapolation is required to obtain the necessary parameters. For this reason the blowing rates reported in Reference 17 include this correction factor.

In Figure 12(a), the right-hand side of Equation (2-83) was plotted against its left-hand side for one run of Squyres (Refs. 9 and 10). When heat losses are ignored it is seen that the slope of the curve is 1.38 indicating, for approximately constant \( v_o \),

\[
\frac{v_{o\text{actual}}}{v_{o\text{measured}}} = 1.38
\]

Equation (2-83) indicates that inclusion of heat losses would further increase this factor. In Figure 12(b), a similar plot was prepared for one run of Reference 12. It is seen that a fairly good energy balance is obtained for these latter data. The effect of heat losses is also indicated based on the original estimates of Curl in Reference 12. He considers the loss calculation to be accurate only to within \( \pm 50 \) percent, however. The indicated values of the ratio \( v_{o\text{actual}} \) to \( v_{o\text{measured}} \) are 0.89 and 0.95 for the balances, excluding and including heat losses, respectively.

It might appear unusual that this parameter varies so significantly from one set of data to another, since nonuniformities in blowing distribution and/or three-dimensional effects would normally be considered a characteristic of the apparatus. In each instance, however, changes were made between individual experiments in the configuration of the porous wall and the adjacent side walls.

As a consequence of these determinations, the transpiration rates of Squyres were "corrected" for the particular run studied. The consequent values of \( \overline{C_f} \text{Re}_{x} \) were also modified and replotted in Figure 13. There results a significant improvement in the correspondence of these data with those of the other investigators. This lends credence to the postulated error mechanism.

It is apparent that, with the exception of the no-blowing data, a straight line is the only justifiable curve through the assessed data. The resultant relation will be of the form

\[
\text{Re}_{x}^{\frac{1}{2}} = a \text{Re}_{x}^{b}
\] (2-84)
yielding on differentiation of the entire left side

\[ \frac{C_f}{2} = ab \text{Re}_x^{b-1} \]  

(2-85)

The following table summarizes the results obtained using the straight lines indicated in Figures 10(a), (b), (d), (e), and 13:

<table>
<thead>
<tr>
<th>( \frac{v_g}{v_1} )</th>
<th>a</th>
<th>b</th>
<th>ab</th>
<th>b-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>5.50 \times 10^{-2}</td>
<td>0.768</td>
<td>4.23 \times 10^{-2}</td>
<td>-0.232</td>
</tr>
<tr>
<td>0.001</td>
<td>3.26 \times 10^{-2}</td>
<td>0.784</td>
<td>2.55 \times 10^{-2}</td>
<td>-0.216</td>
</tr>
<tr>
<td>0.002</td>
<td>8.24 \times 10^{-2}</td>
<td>0.689</td>
<td>5.67 \times 10^{-2}</td>
<td>-0.311</td>
</tr>
<tr>
<td>0.003</td>
<td>2.21 \times 10^{-2}</td>
<td>0.762</td>
<td>1.68 \times 10^{-2}</td>
<td>-0.238</td>
</tr>
<tr>
<td>0.004</td>
<td>2.26 \times 10^{-1}</td>
<td>0.595</td>
<td>1.34 \times 10^{-1}</td>
<td>-0.405</td>
</tr>
</tbody>
</table>

Although a number of tests have been performed at nominal transpiration ratios of 0.005, the data when presented in the form of Figure 10 scatter wildly. As an example of this difficulty, one run from Reference 17 is plotted in Figure 14. It is obvious that the evaluation of a slope from these data is impossible. It should be emphasized that the magnitude of the ordinate of the plotted points represent on the average only about 3 percent of the experimentally determined \( \text{Re}_x \).

When velocity gradients exist, another integral form of the momentum equation is more convenient than Equation (2-81) in the evaluation of data, namely:

\[
\int \frac{C_f}{2} \cdot \frac{u_1}{2+H} \, dx = \frac{v_g}{u_1} \frac{2+H}{2} - \int \frac{v_g}{u_1} \frac{2+H}{2} \, dx + \int (H - \bar{H}) \frac{u_1}{1+H} \, du_1
\]  

(2-86)

where the final term can usually be ignored if the shape factor, \( H \), does not vary much from an average value, \( \bar{H} \). This relation was used with two runs of Davis, specifically those runs which he used to define the friction factor at a \( \frac{v_g}{u_1} \) of 0.005. The results are shown in Figure 15. Again the same scatter is noticed, and any conclusion with regard to actual values of friction factor must be seriously questioned.

Tewfik (Ref. 35) also used the momentum equation to evaluate friction factors at transpiration ratios to 0.003. His determinations indicated the same difficulties described here for the MIT data. It seems apparent that
these determinations have also been affected by feedback of downstream perturbations of the flow field. Such perturbations have been found significant in other experiments (Ref. 14). For this reason, the values of skin friction determined in the midrange of his test section are considered most reliable.

It is thus apparent that the values of skin friction, determined by the momentum equation, for transpiration ratios, \( \nu_0 / u_1 \), in excess of 0.003 are subject to considerable uncertainty utilizing boundary-layer integrals.

Because of the above uncertainties, an alternate method of skin-friction evaluation was attempted in Reference 17. It was based on interpretations of the dynamic pressure measurements of the pitot probe in the vicinity of the wall. Basically, two assumptions were made. The first was that

\[
\left( \frac{u^2}{2} \right)_{\text{measured}} = \int_{y - b_p / \sqrt{2}}^{y + b_p / \sqrt{2}} \left( \frac{u^2}{2} \right)_{\text{undisturbed}} \, dy
\]  

(2-87)

where \( b_p \) was the probe height and \( y \) was the distance of the midplane of the probe from the wall. The second presumption was that the velocity profile ultimately approached the wall according to the laminar wall law relation (Eq. (2-69)). The technique is described in detail in Appendix B.

It is concluded in Appendix B that the procedure does indeed yield valid friction factors and that the accuracy of the technique does not degenerate as the mass addition rate is increased. It should be emphasized that the procedure is independent of any assumption with regard to the growth (or decay) or turbulence near the wall except that reasonably monotonic behavior is anticipated. On the contrary, such profile analysis procedures as those proposed by Clauser (Ref. 40) require the pre-knowledge of the "law of the wall" turbulent velocity distribution. Since the law of the wall is significantly affected by surface mass addition, the application of the Clauser procedure here will be valid only where the law of the wall with surface mass addition is verified by such independent friction-factor determinations as were discussed in this subsection.

In Figure 16 the friction factors developed in Reference 17 by use of the technique described in Appendix B are presented, together with those values obtained from the momentum equation (see the table following Eq. (2-85)). In addition, a curve based on the data of Smith and Walker (Ref. 50) is also shown along with the Schultz-Grunow correlation curve. The general agreement is well within that expected. In order to present the results of these
evaluations in a more useful fashion, Figure 17 was prepared based on a sequence of cross plots of the data of Figure 16. This latter figure might be considered the "conclusion" of this evaluation of available friction-factor data for the turbulent boundary layer with surface mass addition. Values will be taken from this figure in the next section to formulate the nondimensional velocity profile parameters and their subsequent comparison with the proposed law of the wall.

2.2.3.4 Comparison of proposed model with data

Probably the most meaningful test of the proposed law of the wall relations is its "direct" comparison with measured profile data. This comparison had to await the prior establishment of the friction factors appropriate to these measured profiles. This was done in the preceding subsection and resulted in a generalized plot of friction factor as a function of the Reynolds number and the blowing ratio (Fig. 17). In the comparisons to follow, friction factors will be obtained from this figure for all flat-plate profiles.

A series of comparisons are presented in Figures 18(a) and (b) using the blowing data of Kendall and Gessner and the suction data of Dutton. For the suction profiles, essentially asymptotic condition prevailed and thus

$$\frac{C_f}{2} = \frac{v_0}{u_i} \text{ as } \frac{du}{dx} \to 0$$

assuring rather good accuracy in the determination of friction factors for these data. The quality of all the comparisons is seen to be good. The deviations noted in the range of $y^+$ up to 30 are most likely due to probe and turbulence corrections, the former effect being significant only for $y^+$ less than 10 (see Fig. B-4). Turbulence contributions to the dynamic pressure measurements cannot be evaluated without introducing multiple assumptions but appear to approximate the noted discrepancy (based on the $u''u'$ correlation data of Refs. 48, 49, and 19).

*A mixing length model was proposed, namely

$$\overline{u'u'} = \int_u^2 \left( \frac{du}{dy} \right)^2$$

where

$$\int_u^+ \approx y^+ \left( \frac{f^+}{K_y^+} \right)^{1/2}$$

Using this model good agreement was obtained with all available data.
Certain additional data have been reported by Tewfik (Ref. 35). The woven screen used in these experiments produced definite roughness effects. The electromesh screen used at MIT did not produce these effects and thus direct comparison is difficult. Using the data obtained without blowing it was noted that the required value of \( y^+ \) for the proposed model (Eq. (2.6)) was 6.86 (as compared to 11.025). Using this value, a comparison was made with one of the profiles reported in Reference 35, the results being shown in Figure 19. The comparison is quite satisfactory. The reduction of the effective laminar sublayer thickness by wall roughness is in accord with the supposition of Rotta. It is significant, however, that blowing does not appear to lessen this roughness effect.

Final conclusions with regard to the adequacy of the proposed wall law model will be reserved until after concentration and temperature profile comparisons are presented. To this point a certain internal consistency has been established between the chosen model, the measured profiles, and the evaluated friction-factor data. The weak link is of course the accuracy of the friction-factor data. Mass-transfer and heat-transfer coefficients are more directly determined and thus will serve as a better basis for the final assessment of the model.

2.2.4 The one-dimensional diffusion and thermal boundary-layer equations with surface mass addition

2.2.4.1 Mixing length form of equations

When viscous dissipation and chemical reactions do not occur, and when the foreign gas is present in trace quantities so that properties are essentially constant across the boundary layer, the diffusion and energy equations in the inner portion of the boundary layer can be written as follows:

\[
\frac{dx^+}{dy^+} = \frac{Sc \left( 1 + VQx^+ \right)}{1 + \frac{Sc}{Sc^*} \epsilon^2 \frac{du^+}{dy^+}} \tag{2-88}
\]

\[
\frac{dT^+}{dy^+} = \frac{Pr \left( 1 + VQ^+T^+ \right)}{1 + \frac{Pr}{Pr^*} \epsilon^2 \frac{du^+}{dy^+}} \tag{2-89}
\]
In these equations, the mixing length term and the velocity gradient are obtained in numerical form from previous numerical integrations of Equations (2-78) and (2-60). Integration of Equations (2-88) and (2-89) can proceed numerically once values of the turbulent Prandtl and Schmidt numbers \( Pr' \) and \( Sc' \) are specified.

The MIT data of Curl and Kendall were used to evaluate the turbulent Prandtl and Schmidt numbers employed in the numerical work of this study. If in the above diffusion equation it is assumed that the turbulent eddy transport is much larger than the molecular transport and \( v_o^+ \) is set equal to zero, it can be shown readily that

\[
x^+ = (Sc')u^+ + \text{const}
\] (2-90)

In Kendall's experiment, Reference 17, he introduced a helium-air mixture into an air boundary layer at such small mass injection rates that an equation of the form of Equation (2-90) would be expected to hold over a portion of the boundary layer. When his concentration data are plotted against the local dimensionless velocity as in Figure 20, it is found that a straight-line relationship holds quite well for the data and that the turbulent Schmidt number can be represented by 0.75. The dimensionless velocity range used here is such that molecular viscosity effects can be neglected and, yet, the one-dimensional character of the flow should still apply. Under conditions of blowing, where one-dimensional eddy transport prevails, the turbulent Schmidt number can be expressed as

\[
Sc' = \frac{1 + v_o^+ u^+}{1 + v_o^+ x^+} \frac{dx^+}{du^+}
\] (2-91)

Kendall found that he could not evaluate his data with blowing as accurately as the very small (essentially zero) blowing data described above; therefore, in the present work, the small increase in turbulent Schmidt number exhibited by the data at the increased blowing rates will be ignored. Turbulent Prandtl numbers, in the neighborhood of the wall, were found from the temperature distribution data of Curl and Gessner in a manner similar to that shown in Figure 20. It was found that a Prandtl number of 0.75 fitted the data well. Again, under the conditions of transpiration, these data contained serious uncertainties in friction factor and heat-transfer coefficients and in the velocity and temperature distributions in the inner portions of the boundary layer where these one-dimensional equations can be expected to apply.
For the purposes of this study, therefore, the turbulent Prandtl and Schmidt numbers were assumed constant, independent of surface mass transfer, and each equal to 0.75. These simplifications facilitated the integration of the diffusion and energy equations, the results of which are shown in the next section.

2.2.4.2 Comparison of concentration and temperature distributions with data

The theoretical parametric predictions of the law of the wall nondimensional concentration ($\text{Sc} = 0.21$, $\text{Sc}' = 0.75$) and temperature ($\text{Pr} = 0.7$, $\text{Pr}' = 0.75$) profiles are presented in Figures 21 and 22, respectively. The significance of these figures will become apparent in the data comparisons that follow and in the later stages of the analysis.

The theoretical predictions corresponding to the experimental concentration profiles of Kendall (using his reported friction and mass-transfer factors) are compared with his data in Figure 23. The departure of the experimental data from the theory, in its range of applicability, is well within the uncertainty of Kendall's reported mass-transfer factors; that is, adjustment of the reported mass-transfer factors of less than 10 percent is required for the predicted distributions to agree with the normalized experimental concentration profiles for the three blowing rates shown. Note that the wall pressure profile technique, discussed in Appendix B, was used to determine the experimental friction factors needed in these dimensionless coordinates.

The theoretical predictions corresponding to the temperature distribution data of Curl are shown, along with the data, in Figure 24. The ordinate in this figure is the dimensionless temperature parameter defined by Equation (2-35). It will be noted that two sets of data are given for largest blowing rate where $v_0^+ = 0.168$. The differences in these data are the Stanton numbers ($C_H$) employed in the correlations; the data indicated by square symbols are based on the directly measured Stanton numbers as reported, and the data represented by diamond symbols are based on Stanton numbers with the heat-loss correction excluded. The better agreement of the latter representation should not be considered significant, rather the difference between the two curves should be considered as one measure of the effect of the uncertainties in the heat-transfer coefficient data. It should be noted that the direct determination of heat-transfer coefficient is linearly dependent on the local transpiration ratio. This potentially represents the most significant source of uncertainty. The increasing deviations of the data from the predictions
as the wall is approached are no doubt due to the relatively large gradients of temperature close to the wall and other wall-probe interactions.

It can be concluded from the above comparisons of data and theory that the law-of-the-wall predictions of temperature distributions (employing Pr = 0.7 and Pr' = 0.75) and helium concentration distribution (using Sc = 0.21 and Sc' = 0.75) are quite satisfactory when consideration is given to the possible uncertainties in the data.

2.2.5 Conclusions regarding law of the wall

A law of the wall was developed in the previous sections that produced continuous profiles of velocity in the laminar, transitional, and fully turbulent regimes near the wall under the conditions of nonzero surface mass transfer and a constant density in the boundary layer. Profiles of the concentration of trace elements and small temperature variations were also evaluated. The theoretical model employed a mixing-length formulation that continuously approaches the Prandtl requirement, dl/dy → K, in the fully turbulent region and the Elrod criteria at the wall. In addition, the mixing-length formulation contain factors that can be treated as constants, independent of the surface blowing rate.

When the theoretical model is compared to velocity profile data, after skin-friction factors have been established to permit expressing the profiles in dimensionless form characteristic of a wall law, it is found that there is rather good agreement over a considerable range of surface mass transfer. Further, temperature and concentration profiles were predicted and compared with data, after turbulent Prandtl and Schmidt were evaluated from zero-blowing data and assumed unchanged by surface mass transfer. The good agreement of the latter comparisons further established the usefulness of the currently proposed model, at least in the vicinity of the wall.

As stated earlier, wall laws are expressed in terms of the local surface shear. The history of the boundary-layer growth up to the point in question does not appear explicitly, but only through the value of the local shear. To establish the position of this local shear on the surface of a body, it is necessary to first establish the local boundary-layer thickness. This is accomplished by linking the law of the wall described in the previous sections with a flow model applicable to the outer portion of the boundary layer. This is accomplished in the following sections of this report.
2.3 Solution of the Two-Dimensional Boundary-Layer Equations (Law of the Wake)

As outlined in the Introduction, the turbulent boundary layer is characterized by two regions; the inner region that is essentially one dimensional and the outer region that is two dimensional. A general solution of the outer, two-dimensional region would require an understanding of turbulence mechanisms beyond the current state of knowledge and an ingenious handling of the inner boundary conditions to provide a continuous match with the inner region. Fortunately, an empirical discovery by Clauser, Reference 6, that the eddy viscosity is essentially constant across the outer portion of a boundary layer, but varies from station to station, opens new avenues for an analytical representation of the wake region. In fact, as will be shown presently, the old standby in laminar boundary-layer theory of local similarity can be employed in this portion of the turbulent boundary layer. The novel requirements here with respect to laminar boundary-layer solutions are that the inner boundary conditions of the two-dimensional region must be established through a matching process with the inner one-dimensional law of the wall and that the eddy viscosity varies with the distance along the surface.

It will be noticed in the following development that the solution of the two-dimensional region can be achieved through the use of similarity arguments. Because some of the requirements for strict similarity are not universally realized, it is necessary to think in terms of "local" similarity much as the investigators did with laminar boundary layers that truly are not similar. This mathematical inexactness obviates the need for extreme thoroughness in the matching of the inner and outer flow, a process that would involve iterative procedures of significant complexity. Matching here is accomplished by extending the two-dimensional solution to the surface and employing a fictitious slip velocity there. This slip velocity becomes a variable that can be adjusted in the matching procedure needed to couple the flow solution for the inner and outer solution. The matching procedure will be described in detail in Section 2.4. In this section a description is given of the two-dimensional boundary-layer solution.

The basic incompressible boundary-layer equations for which a similarity solution is sought are the continuity equation, Equation (2-6), reduced to

\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \]
at constant density and the momentum equation, Equation (2-8), with the inviscid flow pressure gradient term retained

\[ \frac{du}{dx} + v \frac{du}{dy} = -\frac{\varepsilon_m}{\varepsilon_m + \nu} \frac{\partial^2 u}{\partial y^2} + u \frac{\partial u}{\partial x} \quad (2-93) \]

Here \( \varepsilon_m \) is the total kinematic viscosity acting in the fully developed turbulent (or wake) region of the boundary (i.e., \( \varepsilon_m + \nu \) has been replaced by \( \varepsilon_m \)). The form of the third term in Equation (2-93) indicates an anticipation of employing the Clauser criterion that

\[ \frac{\varepsilon_m}{u_1} \xi^* = \text{const} = 0.018 \quad (2-94) \]

namely, the dependence of \( \varepsilon_m \) on \( x \) through \( \xi^* \) and \( u_1 \) but an independence of the normal coordinate \( y \).

The first step in the formulation of a similarity solution involves a selection of certain similarity forms for the dependent and independent variables. For the present, these are chosen as

\[ \hat{U} = \frac{u - u_s}{u_1 - u_s} \quad (2-95) \]

\[ \hat{V} = \frac{v - v_0}{v_1 - v_0} \quad (2-96) \]

and

\[ \hat{y} = \frac{\chi}{5} \quad (2-97) \]

where \( u_s \) is the apparent wall-slip velocity and \( v_1 \) is the normal component of velocity existing at points beyond the boundary layer, that is, for \( y \) greater than \( 5 \). In general, \( v_1 \) is a function of \( y \) as well as \( x \), but can be related to the other parameters of the solution by use of the continuity equation, that is,

\[ v - v_0 = -\frac{\partial}{\partial x} \int_0^y u \, dy \quad (2-98) \]
which for $y > 0$ yields

$$v_1 - v_0 = u_1 \frac{d \delta_1^*}{dx} + b* \frac{du_1}{dx} - y \frac{du_1}{dx} \quad (2-99)$$

Here $\delta_1^*$ is employed to represent the displacement thickness of the entire similarity flow region from $y = 0$ to $y = b$ and with slip at the surface. It should be noted that by integrating Equation (2-98) over the range of $y$ down to the wall, a region of the boundary is being considered where the outer flow solution does not correspond to the real flow. To account for this, a distinction is made between the displacement thickness evaluated from the similarity solution $\delta_1^* \text{sim}$ and the displacement thickness applicable to the real flow, $\delta_1^*$.

Consider first the transformation of the independent variables $x$ and $y$ to $\bar{x}$ and $\bar{y}$.

$$\bar{x} = x \quad (2-100)$$

$$\bar{y} = \frac{y}{b} \quad (2-97)$$

The transformation equations become

$$\frac{\partial}{\partial x} = \frac{\partial}{\partial \bar{x}} - \frac{\bar{y}}{b} \frac{\partial}{\partial \bar{y}} \quad (2-101)$$

and

$$\frac{\partial}{\partial y} = \frac{1}{b} \frac{\partial}{\partial \bar{y}} \quad (2-102)$$

When the continuity equation is transformed according to Equations (2-101) and (2-102) and the dependent variables are replaced by the definitions (2-95) and (2-96), there results

$$(u_1 - u_s) \left( \frac{\partial u_1}{\partial \bar{x}} - \frac{\bar{y}}{b} \frac{\partial \delta_1}{\partial \bar{y}} \right) + \bar{u} \frac{\partial}{\partial \bar{x}} (u_1 - u_s) + \frac{du_s}{dx}$$

$$+ \left[ u_1 \frac{\partial \delta_1^*}{\partial \bar{x}} + (\delta_1^* \text{sim} - \bar{y} \delta_1) \frac{du_1}{dx} \right] \frac{\partial \delta_1^*}{\partial \bar{y}} - \bar{v} \frac{du_1}{dx} = 0 \quad (2-103)$$

Similar transformations convert the momentum equation to
\[
\begin{align*}
&\left[ (u_1 - u_s) \bar{u} + u_s \right] \left[ \bar{u} \frac{du}{dx} (u_1 - u_s) + \frac{du}{dx} + (u_1 - u_s) \left( \frac{\partial \bar{u}}{\partial x} - \bar{y} \frac{du}{dx} \frac{\partial \bar{u}}{\partial y} \right) \right] \\
&+ \left[ \left( u_1 \frac{\partial \bar{b}_s \text{sim}}{\partial x} + \bar{b} \left( \frac{\partial \bar{b}_s \text{sim}}{\partial y} \bar{u} \right) \right) \bar{v} + v_0 \right] \left( u_1 - u_s \right) \frac{\partial \bar{u}}{\partial y} \\
&= \frac{c_m (u_1 - u_s)}{\bar{b}^2} \frac{\partial^2 \bar{u}}{\partial y^2} + u_1 \frac{du}{dx} \\
\end{align*}
\]

(2-104)

If similarity exists, that is, \( \bar{u} \) is a function of \( \bar{y} \) only, the axial variation of \( \bar{u} \) at constant \( \bar{y} \) must vanish. Incorporating this similarity assumption into the above relations and further rearranging them results in a continuity equation of the form

\[
- \left[ (u_1 - u_s) \frac{1}{6} \frac{\partial \bar{b}_s}{\partial x} \right] \bar{y} \frac{\partial \bar{u}}{\partial y} + \left[ \frac{\partial \bar{b}_s}{\partial x} (u_1 - u_s) \right] \bar{u} + \left( \frac{\partial u}{\partial x} \right) \bar{y} \\
+ \left( u_1 \frac{\partial \bar{b}_s \text{sim}}{\partial x} + \bar{b} \frac{\partial \bar{b}_s \text{sim}}{\partial x} \right) \frac{\partial \bar{u}}{\partial x} \frac{\partial \bar{u}}{\partial y} \\
= 0
\]

(2-105)

and a momentum equation of the form

\[
\left( u_s \frac{du}{dx} - u_1 \frac{du}{dx} \right) + \left[ \frac{\partial \bar{b}_s}{\partial x} u_s (u_1 - u_s) \right] \bar{u} - \left[ u_s (u_1 - u_s) \frac{1}{6} \frac{\partial \bar{b}_s}{\partial x} \right] \bar{y} \frac{\partial \bar{u}}{\partial y} \\
+ \left[ (u_1 - u_s) \frac{\partial \bar{u}}{\partial x} (u_1 - u_s) \right] \bar{u}^2 - \left[ (u_1 - u_s) \frac{1}{6} \frac{\partial \bar{b}_s}{\partial x} \right] \bar{y} \frac{\partial \bar{u}}{\partial y} \\
+ \left[ \frac{\partial \bar{b}_s \text{sim}}{\partial x} \bar{u} \left( u_1 - u_s \right) \right] \bar{y} \frac{\partial \bar{u}}{\partial y} - \left[ \frac{\partial \bar{u}}{\partial x} (u_1 - u_s) \right] \bar{y} \bar{v} \frac{\partial \bar{u}}{\partial y} + \left[ \frac{v_0 (u_1 - u_s)}{\bar{b}} \right] \frac{\partial \bar{u}}{\partial y} \\
= \left[ \frac{c_m (u_1 - u_s)}{\bar{b}^2} \right] \frac{\partial^2 \bar{u}}{\partial y^2}
\]

(2-106)

In order to achieve similarity, the axially dependent coefficients of the variables in the above equations must be in constant ratio to avoid the inconsistency of an \( x \) dependence. If the Clauser parameter is modified to
(a relative minor change) and is presumed constant, it is required that the following parameters be axially invariant (or at least very slowly varying)

\[
\frac{u_s}{u_1}, \frac{v_0}{u_1}, \frac{d5}{dx}, \frac{5}{u_1}, \frac{du_1}{d5}, \frac{5_{\text{sim}}}{5}
\]

The first two parameters require a linear dependence of the fictitious slip velocity and the normal surface mass transfer velocity on the free-stream velocity at the edge of the boundary layer. For a flat plate, the latter parameter would indicate the requirement of a constant blowing rate along the plate. The third parameter indicates a linear growth of the boundary layer. The fourth parameter, when combined with the third, results in a requirement on the allowed free-stream velocity distribution, namely

\[
u_1 = (ax + b)^m
\]

where \(a, b,\) and \(m\) are constants. The fifth parameter indicated is not really independent as can be discerned from the definition of the displacement thickness expressed in terms of the similarity variables

\[
\frac{5_{\text{sim}}}{5} = \left(1 - \frac{u_s}{u_1}\right) \int_0^1 (1 - 0) d\bar{y}
\]

The value of the definite integral is itself dependent on \(v_0/u_1\) and \(u_s/u_1\); thus, the requirement of constant \(5_{\text{sim}}/5\) is automatically satisfied by constant \(v_0/u_1\) and \(u_s/u_1\) and no new requirement is imposed.

The effect of expressing the Clauser parameter in terms of \(5_{\text{sim}}\) rather than \(5^*\) is approximately 5 percent (i.e., \(\epsilon_m/u_1 5^* = 0.018 \rightarrow \epsilon_m/u_1 5_{\text{sim}} = 0.019\)) since the ratio of the two displacement thicknesses was, for the entire range of data studied, approximately 0.95. In the numerical work reported here, this modification was not employed and an iterative technique was introduced to correct the solutions. It soon became obvious that this iteration was not warranted and that the constancy of the modified Clauser parameters was as readily justifiable as was the constancy of the original parameter.
Because of the requirement that $u/u_1$ be constant, no loss in generality results from replacing $\theta$ with $u/u_1$ or $\tilde{u}$. Also, the requirement that $\delta^{*}\tilde{\delta}/\delta$ be constant permits redefining $\tilde{v}$ as $y/\delta^{*}\tilde{\delta}$. These redefinitions result in considerable algebraic simplification in the transformed continuity equation

$$
\frac{\delta^{*}\tilde{\delta}}{u_1} \frac{du_1}{dx} (\tilde{u} - \tilde{v}) - \frac{\delta^{*}\tilde{\delta}}{dx} \tilde{y} \frac{\tilde{u}}{dy} + \left( \frac{\delta^{*}\tilde{\delta}}{dx} + \frac{\delta^{*}\tilde{\delta}}{u_1} \frac{du_1}{dx} \right) \frac{dy}{dy} - \frac{\delta^{*}\tilde{\delta}}{u_1} \frac{du_1}{dx} \frac{dy}{dy} = 0
$$

and in the transformed momentum equation

$$
- \frac{\delta^{*}\tilde{\delta}}{u_1} \frac{du_1}{dx} + \frac{v}{u_1} \frac{dy}{dy} + \left( \frac{\delta^{*}\tilde{\delta}}{dx} + \frac{\delta^{*}\tilde{\delta}}{u_1} \frac{du_1}{dx} \right) \frac{dy}{dy} - \frac{\delta^{*}\tilde{\delta}}{dy} \frac{u}{dy} \frac{dy}{dy} + \frac{\delta^{*}\tilde{\delta}}{u_1} \frac{du_1}{dx} (\tilde{u}^2 - \gamma_0 \frac{\tilde{\delta}}{dy}) = \frac{\epsilon_m}{u_1 \delta^{*}\tilde{\delta}} \frac{d^2\tilde{u}}{dy^2}
$$

These simultaneous differential equations, one of the first and the other of the second order, can be combined into a single third-order equation. This is done by solving the continuity equation for $\tilde{v}$ and introducing it into the momentum equation. Before doing this, however, it is well to introduce certain simplified nomenclature by means of the following definitions:

$$
a_1 = \frac{\delta^{*}\tilde{\delta}}{dx}
$$

$$
a_2 = \frac{C_f}{2} = \frac{\tau_0}{\rho u_1^2}
$$

$$
a_3 = \frac{u}{u_1}
$$

$$
a_4 = \frac{v}{u_1}
$$

$$
a_5 = \frac{\delta^{*}\tilde{\delta}}{dx} \frac{du_1}{dx}
$$

$$
a_6 = \frac{\epsilon_m}{u_1 \delta^{*}\tilde{\delta}}
$$
An expression for the $\overline{V}$ can be obtained by integrating the continuity equation once with respect to $\overline{U}$ and rearranging, yielding

$$\overline{V} = \frac{(a_1 + a_5) \int \overline{U} \, d\overline{U} - a \overline{U} \overline{U}}{a_1 + a_5 - a \overline{U}}$$

(2-110)

when this relation is introduced into the momentum equation the following third-order differential equation is obtained

$$a_0 \frac{d^2 \overline{U}}{dy^2} + \left[ (a_1 + a_5) \int \overline{U} \, d\overline{Y} - a_4 \right] \frac{d\overline{U}}{d\overline{Y}} + a_5 (i - \overline{U}^2) = 0$$

(2-111)

The integral in the coefficient of the second term in Equation (2-111) can be eliminated by introducing a stream-function related term, namely

$$g' - H\overline{U}$$

In terms of this variable, Equation (2-111) becomes

$$a_0 g'' + \left[ (a_1 + a_5)g - a_4 \right] g'' + a_5 (1 - g'^2) = 0$$

(2-113)

and the following boundary conditions apply:

$$\overline{Y} = 0 \quad g = \int_0^{\overline{Y}} \overline{U} \, d\overline{Y} = 0$$

(2-114)

$$g' = \overline{U}_s = a_3$$

and

$$\overline{Y} \rightarrow \infty \quad g' = \overline{U} \rightarrow 1$$

With the exception of the term containing $a_4$ which relates to surface mass addition, this equation is identical to the one presented by Clauser in Reference 6.

Before the techniques employed in the solution of the problem described in Equations (2-113) and (2-114) are discussed, it is convenient to relate the dependent variable $g$ with the actual shear at the wall and with the $^7$See also Equation (2-121).
displacement thickness. The momentum equation for the two-dimensional solution with slip, Equation (2-93), reduces to the following equation as \( y \to 0 \)

\[
\eta_s \frac{du}{\alpha x} + \nu_0 \frac{\partial u}{\partial y} = \frac{1}{\eta_s} \frac{\partial \tau}{\partial y} + \frac{du}{\alpha x}
\]  

(2-115)

For \( \eta_s = a_3 u_1 \), Equation (2-115) becomes

\[
\frac{\partial \tau}{\partial y} = \rho a_3 \frac{du}{\alpha x} - \rho u_1 \frac{\partial u}{\partial x} + \rho v_0 \frac{\partial u}{\partial y}
\]  

(2-116)

which when integrated with respect to \( y \) yields

\[
\tau - \tau_s = \rho u_1 \frac{du}{\alpha x} \left( a_3^2 - 1 \right) y + \rho v_0 (u - u_s)
\]  

(2-117)

In the actual boundary layer, no slip occurs and the corresponding expression for the local shear is

\[
\tau - \tau_0 = \rho v_0 u
\]  

(2-118)

For the same shear condition away from the surface in the real boundary layer as in the one with slip, the following relationship is required at \( y = 0 \)

\[
\tau_0 + \rho v_0 u_s = \tau_s = \rho \varepsilon_m \left( \frac{\partial u}{\partial y} \right)_s
\]  

(2-119)

In terms of the \( g \) function, Equation (2-119) can be rewritten as

\[
\frac{C_f}{2} = \frac{\tau_0}{\rho u_1^2} = -\frac{\nu_0 u_1}{u_1} + \frac{\varepsilon_m}{u_1 \delta_{sim}} \left( \frac{\partial u}{\partial y} \right)_s
\]

or

\[
g''(0) = \frac{a_2 + a_3 a_4}{a_3}
\]  

(2-120)

Also

\[
\delta_{sim} = \int_0^{\infty} (1 - \tilde{u}) dy
\]

Note that the additional local similarity requirement that \( C_f/2 \) be constant is introduced here.
or

\[ l = \int_{\delta}^{y>\delta} (1 - \tilde{\gamma}) d\tilde{\gamma} = \tilde{\gamma} - g \]

\[ g = \tilde{\gamma} - 1 \]  \hspace{1cm} (2-121)

at large \( \tilde{\gamma} \). Equation (2-121) represents an additional boundary condition for large \( \tilde{\gamma} \) in Equation (2-114).

To avoid the iterations inherent in the numerical integration of the boundary-value problem discussed by Equations (2-113) and (2-114), the basic problem is transformed to an initial value problem through the transformations

\[
\begin{align*}
    f &= c_1 g \\
    \xi &= c_2 \tilde{\gamma}
\end{align*}
\]

where \( c_1 \) and \( c_2 \) are constants. Restricting Equation (2-113) to no mainstream acceleration, that is, a flat plate with \( a_2 = 0 \), the transformations (2-122) result in

\[ Af'' - Bf' = f''' \]  \hspace{1cm} (2-123)

with the boundary conditions

\[
\begin{align*}
    \xi &= 0 & f &= 0 \\
    f' &= D & f'' &= C \\
    \xi &\to \infty & f &= F \\
    f' &= E
\end{align*}
\]

(2-124)

where the parameters \( A, B, C, D, E, \) and the function \( F \) are defined by

\[
\begin{align*}
    A &= \frac{a_2}{c_2 a_\delta} & D &= \frac{c_1}{c_2} a_3 \\
    B &= \frac{n_1}{c_1 c_2 a_\delta} & E &= \frac{c_1}{c_2} \\
    C &= \frac{c_2}{c_2} \left( \frac{a_2 + a_3 a_\delta}{a_\delta} \right) & F &= c_2 \left( \frac{\xi}{c_2} - 1 \right)
\end{align*}
\]

(2-125)
It can be seen that if an arbitrary set A, B, C, and D is specified then a complete initial value problem has been formulated. The solution of this problem will yield the parameter E and, from the definitions, the function F. It is seen that knowledge of these latter two quantities permits the evaluation of c₁ and c₂ and subsequently the evaluation of the remaining parameters. From this process there results a self consistent set of values for the parameters a₁, a₄/a₅, a₁/a₅, and a₅/a₅ without recourse to iterating the solution of the differential equation. Thus, in terms of physical quantities a consistent set is found between Cf/2, vₒ/u₁, u₅/u₁, and d6*sim/dx.

Equation (2-123) was solved using a standard Runge-Kutta routine. To test this parametric procedure, it was applied to the Blasius problem. For this case of a laminar boundary layer a₅ is no longer a constant; however,

\[ \frac{a₁}{a₅} = \text{const} = \frac{d \text{Re}^*_X}{\text{Re}^*_X} = c₂ A \]  

(2-126)

and

\[ \frac{a₄}{a₅} = \text{const} = \frac{C_f}{2 \text{Re}^*_X} = \frac{c₂^2}{c₁} \]  

(2-127)

Also, with zero mass addition and surface slip, there results a₁ = a₄ = 0. Thus, the problem is defined as an initial value problem when A, B, and C are arbitrarily selected. Two independent sets of A, B, and C were utilized and both yielded

\[ \frac{C_f}{2} = 0.33205 \text{Re}^{-1/2}_X \]  

(2-128)

the classical laminar boundary-layer solution.

In the numerical work associated with the similarity portion of the boundary-layer, values of A, B, C, and D were arbitrarily assigned. It was found that 72 independent solutions were adequate to provide solutions covering the following ranges:

---

9 If after Equation (2-106), im is considered axially independent, the resultant set of axially independent parameters is a₃ and u₁0*sim times a₁, a₂, a₄, a₅, and a₆.
and a wide variety of values of $C_f/2$ and $dS*/dx$. How these results are related to the "law-of-the-wall" region will be described in detail in the next section.

### 2.4 Matching Procedure for Solutions of the Laws of the Wall and the Wake

In the previous sections, solutions of the laws of the wall and wake were found having the following functional relationships

\[
\text{Law of the wall } u^+ = F(y^+, \nu_o^+) \tag{2-129}
\]

\[
\text{Law of the wake } u = G(\tilde{y}, \nu_o/u_1, C_f/2, u_1^2, dS*/dx) \tag{2-130}
\]

The four parametric terms on the right of Equation (2-30) (other than $\tilde{y}$) are not randomly variable but were found to be grouped in self consistent sets in which two of the parameters may be considered independent.

Several matching procedures are possible to link these solutions, however, the one described here is thought to be the most straightforward in concept. The matching procedure is begun by selecting arbitrarily one of the sets of parameters

\[
\frac{\nu_o}{u_1}, \frac{C_f}{2}, \frac{u_1^2}{u_1^2}, \frac{dS^*}{dx}
\]

found to be self consistent. The profile results of the two-dimensional similarity solution are then plotted as $u$ versus $y$ with $y = \tilde{y}/S_{Sim}$. Knowledge of $C_f/2$ and $\nu_o/u_1$ permits the direct evaluation of $\nu_o^+$ from Equations (2-33) and (2-36) as

\[
\nu_o^+ = \frac{\nu_o}{u_1 \sqrt{C_f/2}} \tag{2-131}
\]

Identification of $\nu_o^+$ permits establishing the particular unique relationship of $u^+$ versus $y^+$ corresponding to Equation (2-130) for the inner region. At this point a particular $y^+_{match}$ and, thus, $u^+_{match}$ is tentatively chosen as the match point. Since the value of $\varepsilon_m/y$ increases continuously
from unity at \( y^+ = 0 \) all along the inner solution, choosing \( y_{\text{match}}^+ \) also yields a value of \( (\tau_m/v)_{\text{match}} \). Since the outer region was assumed to have a constant value of \( \tau_m \), it is the value of \( (\tau_m/v)_{\text{match}} \) that is applicable over the entire outer region. From Equation (2-94) it can be shown that

\[
\text{Re}_{\text{sim}}^{b^*} = \frac{u_{\text{sim}} b^*}{v} = \frac{(\tau_m/v)_{\text{match}}}{a_j} \tag{2-132}
\]

Utilizing this information, it is easy to relate the coordinates of the inner and outer flows, namely,

\[
\tilde{u} = u^+ \sqrt{C_f/2} \tag{2-132}
\]

and

\[
\tilde{y} = \frac{y^+}{\sqrt{\text{Re}_{\text{sim}}^{b^*}} \sqrt{C_f/2}} \tag{2-134}
\]

The value of \( y_{\text{match}}^+ \) is moved about iteratively until \( \tilde{u}_{\text{match}} \) and \( \tilde{y}_{\text{match}} \) lie on the \( \tilde{u}(\tilde{y}) \) curve of the outer flow solution.\(^{10}\)

The resulting curve of \( \tilde{u}(\tilde{y}) \) is then utilized to evaluate local boundary-layer thickness characteristics needed in subsequent correlations. The displacement thickness of the combined boundary layer is given by

\[
\delta_{\text{sim}}^* = \int_0^{\tilde{y}_{\text{match}}} (1 - \tilde{u}) \, d\tilde{y} + \int_{\tilde{y}_{\text{match}}}^{\infty} (1 - \tilde{u}) \, d\tilde{y} \tag{2-135}
\]

and the momentum thickness is given by

\[
\delta_{\text{sim}}^* = \int_0^{\tilde{y}_{\text{match}}} \tilde{u}(1 - \tilde{u}) \, d\tilde{y} + \int_{\tilde{y}_{\text{match}}}^{\infty} \tilde{u}(1 - \tilde{u}) \, d\tilde{y} \tag{2-136}
\]

\(^{10}\) Although the matching method is described as a graphical process, in actual practice the procedure was programmed to be performed by the computer. A mismatch in the local shear also results; however, this has been estimated as less than 0.5 percent of the local shear.
The integrals utilize the velocity distribution appropriate to the inner and outer layers of the boundary layer. Equations (2-135) and (2-136) combined with Equation (2-132) yield the displacement and momentum thickness boundary layer appropriate to the blowing parameter, \( v_\theta /u_1 \), and skin-friction coefficient \( C_f /2 \), in the Equation (2-131).

2.5 Evaluation of Reynolds Numbers Based on the Length of Run

The previous section described the technique for establishing the relationships

\[
\frac{C_f}{2} = f_1 \left( Re_\theta, \frac{v_\theta}{u_1} \right) \tag{2-137}
\]

\[
H = \frac{\delta^*}{\overline{u}} = f_2 \left( Re_\theta, \frac{v_\theta}{u_1} \right) \tag{2-138}
\]

for the entire boundary layer. To relate the skin-friction coefficient with the Reynolds number based on the length of run, use is made of the integral form of the momentum Equation (2-51). For a flat plate, this equation becomes

\[
\frac{C_f}{2} + \frac{v_\theta}{u_1} = \frac{dR_\theta}{dX} \tag{2-139}
\]

For constant \( v_\theta /u_1 \) and turbulent flow from the leading edge, this equation can be integrated conveniently to yield

\[
Re_X = \int_0^{R_\theta} \frac{dR_\theta}{\frac{C_f}{2} + \frac{v_\theta}{u_1}} \tag{2-140}
\]

The integral in Equation (2-140) was evaluated numerically from the results indicated by Equation (2-137). In the vicinity of the leading edge it was necessary to extrapolate to \( R_\theta \) smaller than given by the numerical examples worked out. This was accomplished by first deriving an exponential equation for \( C_f /2 \) in terms of \( Re_\theta \) from the small \( Re_\theta \) numerical results and, thus, using this equation for extrapolating the very small values of \( R_\theta \).

If one accepts the argument that Equations (2-137) and (2-138) are the basis of a local similarity even under conditions where streamwise pressure
gradients occur, the entire momentum equation, Equation (2-51), can be solved numerically to also yield the growth of the boundary layer on two-dimensional bodies other than flat plates. It would be preferable, however, to expand the set of independent parameters to include the local pressure gradient parameter, $a_\infty$, and then enter the integral momentum equation.

2.6 Solution of the Energy and Diffusion Equations

The solutions of the energy and diffusion equations follow nearly the same course as did the solution of the momentum equations, except that the matching of the inner and outer solutions is accomplished at a known position in the boundary layer where momentum matching was already established. The restriction to the constant property case in the current analysis permits separating the solutions of the individual equations and utilizing the existing momentum solution to solve the energy and diffusion equations. In the more general case, these scalar conservation equations would have to be coupled with the momentum equation and simultaneous solution of the three equations would be required.

The basic energy conservation equation for a constant property boundary layer is

$$ u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\epsilon_m}{Pr'} \frac{\partial^2 T}{\partial y^2} $$

(2-141)

where the Prandtl number, $Pr'$, is defined here as the overall ratio of momentum to energy transfer coefficients, that is,

$$ Pr' = \frac{\epsilon_m + v}{\epsilon_H + \frac{k}{\rho c_p}} = \frac{\epsilon_m}{\epsilon_H + \frac{k}{\rho c_p}} $$

(2-142)

again replacing the sum of $\epsilon_m + v$ by $\epsilon_m$. The value of $Pr'$ in the two-dimensional region is obtained from the one-dimensional energy solution at the $y_m^+$ determined in the matching of the one- and two-dimensional momentum solutions. Generally, at the match point the contribution of the molecular mechanisms is negligible compared to the turbulent processes and

$$ Pr' \approx \frac{\epsilon_m}{\epsilon_H} $$

(2-143)
Continuity of $\frac{\varepsilon_m}{\rho}$, $Pr'$, temperature, and temperature derivatives across the match point assures a continuity in the heat flux at that point. For the diffusion equations, all relations would be identical with $x_a$ replacing $T$ and $Sc'$ replacing $Pr'$. Here,

$$Sc' = \frac{\varepsilon_m + v}{\varepsilon_D + D}$$  \hspace{1cm} (2-144)

When the outer flow is considered, it is convenient to define the dependent variable as

$$\overline{T} = \frac{T - T_0}{T_o - T_1} = 1 - \frac{T}{T_o}$$  \hspace{1cm} (2-145)

When Equation (2-145) is inserted into Equation (2-141) and the transformations, Equations (2-101) and (2-102), are utilized, there results

$$\frac{a_o}{Pr'} \frac{d^2\overline{T}}{dy^2} + \left[(a_i + a_5)g - a_4\right]\frac{d\overline{T}}{dy} - a_7\overline{T} = 0$$  \hspace{1cm} (2-146)

where

$$a_7 = \frac{5*_{sim}}{T_o - T_1} \frac{dT}{dx}$$  \hspace{1cm} (2-147)

Similar expressions for the diffusion equation are

$$\frac{a_o}{Sc'} \frac{d^2\overline{X}}{dy^2} + \left[(a_i + a_5)g - a_4\right]\frac{d\overline{X}}{dy} - a_8\overline{X} = 0$$  \hspace{1cm} (2-148)

where

$$a_8 = \frac{5*_{sim}}{x_{i1} - x_{i0}} \frac{dx}{dy}$$  \hspace{1cm} (2-149)

The boundary conditions on these equations are the requirement of a match with the inner region at $\overline{y}_{match}$ and that $\overline{T} \to 0$ and $\overline{X} \to 0$ as $y \to \infty$. In both of the above equations, it was assumed the free-stream properties, $T_1$ and $x_{i1}$, are invariant with distance along the surface of the body. For consistency with the previous momentum equation solutions, $a_5$ must be set equal to zero.
For the case of a constant surface temperature, $a_\gamma = 0$, and Equation (2-146) reduces to

$$
\frac{d^2 \tau}{dy^2} + \frac{Pr' \cdot (a_1 \gamma - a_4)}{a_0} \frac{d \tau}{dy} = 0
$$

(2-150)

When Equation (2-150) is integrated with respect to $\tilde{y}$, there results

$$
\frac{d \tau}{d \tilde{y}} = \left( \frac{d \tau}{d \tilde{y}} \right)_{\text{match}} \int_{\text{match}}^{\tilde{y}} \frac{Pr' \cdot (a_1 \gamma - a_4)}{a_0} \, d \tilde{y}
$$

which, when integrated again, yields

$$
\tilde{T} - \tilde{T}_{\text{match}} = \left( \frac{d \tau}{d \tilde{y}} \right)_{\text{match}} \int_{\text{match}}^{\tilde{y}} \frac{Pr' \cdot (a_1 \gamma - a_4)}{a_0} \, d \tilde{y}
$$

(2-151)

At the upper boundary condition, there results

$$
\frac{\tilde{T}_{\text{match}}}{\left( \frac{d \tau}{d \tilde{y}} \right)_{\text{match}}} - \int_{\text{match}}^{s} \frac{Pr' \cdot (a_1 \gamma - a_4)}{a_0} \, d \tilde{y} = I_1
$$

(2-152)

Since $g(\tilde{y})$ is known from the solution of the momentum equation, the integral in Equation (2-153) can be evaluated directly from the chosen self-consistent set of $\frac{d \rho^*}{dx}$, $C_f/2$, $u_\infty/u_1$, $v_\infty/u_1$, and the known match point.

From the solution of the inner region $T'(y^+, v_0^+)$, and the definition, Equation (2-55), it is seen that that

$$
\frac{\tilde{T}}{T^*} = 1 - \frac{C_H}{\sqrt{C_f/2}} T^+
$$

(2-154)

and
From a combination of Equations (2-153) through (2-155), it is found that

\[
\frac{dT}{dy} = -C_H R_0^+ \frac{dT^+}{\text{sim} \ dy^+}
\]  

(2-155)

All the terms of the right member of Equation (2-156) are readily found from the prescribed values of \(C_f/2\) and \(v_o/u_1\) and \(y_{\text{match}}^+\) established in the momentum solution. From Equations (2-154) through (2-156) evaluation of \(T_{\text{match}}^+\) and \((dT/dy)_{\text{match}}^+\) can be made and with these quantities, the temperature distribution through the boundary layer is given by Equation (2-152) and the numerical inner flow solution \(T^+(y^+)\). The energy thickness (energy decrement thickness) is found by numerically integrating the following

\[
\frac{\xi}{\delta_{\text{sim}}} = \int_0^{\tilde{y}_{\text{match}}} \overline{uT} \ dy + \int_{\tilde{y}_{\text{match}}}^{\infty} \overline{uT} \ dy
\]  

(2-157)

over the two regions of the boundary layer. The length Reynolds number corresponding to \(C_H\) and \(\xi\) found in this manner is the same corresponding to \(C_f/2\) used as a parameter in the above procedure.

For the case of constant \(v_o/u_1\), along a plate, the most common injection distribution utilized in the existing experiments, a change in \(x_o\), the molar concentration at the surface, occurs with distance along the surface. This change in \(x_o\) results in the requirement for a non-zero value of \(a_s\) (Eq. (2-149)) in Equation (2-148). Under this condition, Equation (2-148) cannot be solved in closed form and numerical integration is required. To avoid iterations in the integrations, advantage is taken of the homogeneous nature of Equation (2-148) to express

\[
\overline{x} = a_p(\tilde{y})
\]  

(2-158)

where at large \(\tilde{y}\)

\[
p(\tilde{y}) = 0
\]

\[
p'(\tilde{y}) = 1
\]
Equation (2-148) thus becomes

$$\frac{3a}{Sc} \frac{d^2 P}{dy^2} + \left[(a_1 + a_2)g - a_3\right] \frac{dP}{dy} - a_8 \bar{u} = 0$$  (2-159)

which can be integrated for specified values of $C_f/2$ and $v_0/u_1$ and assumed values of $a_8$. The boundary conditions that must be satisfied at $y_{match}$ (continuity of concentration and its derivative) require that

$$\alpha = \frac{\sqrt{C_f^2 \text{Re}_{\text{sim}}^* (x^+)^\prime \text{match}}}{-p_{\text{match}} x^+ \text{match} + p_{\text{match}} \sqrt{C_f^2 \text{Re}_{\text{sim}}^* (x^+)^\prime \text{match}}}$$  (2-160)

The value $C_M$ is found conveniently from

$$C_M = \frac{\sqrt{C_f^2 (1 - \alpha_{p \text{match}})}}{x^+ \text{match}}$$  (2-161)

Both $\alpha$ and $C_M$, expressed above, are dependent on the choice of $a_8$ utilized in Equation (2-159). The unique value of $a_8$ appropriate to the solution is found iteratively from the requirement that over a plate with uniform blowing

$$\text{Re}_{\Gamma} = (\text{Re}_x) \left(C_M + \frac{v_0}{u_1}\right)$$  (2-162)

where

$$\frac{\text{Re}_{\Gamma}}{\text{Re}_{\text{sim}}^*} = \int_0^{y_{\text{match}}} \bar{u} \bar{x} \, dy + \int_{y_{\text{match}}}^{\infty} \bar{u} \bar{x} \, dy$$  (2-163)

is evaluated numerically. The parameter $a_8$ is iterated until the $\text{Re}_{\Gamma}$ found from Equations (2-162) and (2-163) agree.

A similar situation to the above occurs for the energy boundary layer on a porous plate dissipating a constant heat flux with a uniform coolant gas injection. Here $a_7$ is no longer zero and has to be iterated so that
\[
\frac{\text{Re}_x}{\text{Re}_x} = \frac{q}{\rho_1 u_1 c_p} \quad (2-164)
\]

where \( q \) is the net energy supplied to the wall, for example, electrical heating less radiation losses plus bulk convection \( \rho v_0 c_p (T_2 - T_1) \).
3. RESULTS AND DISCUSSION

In the preceding section a set of analytical procedures was developed for the prediction of the profiles of velocity, temperature, and concentration in a turbulent boundary layer. The results predicted by the "law-of-the-wall" relations were compared with data in order to establish the validity of that portion of the model. For the outer (or wake) region of the boundary layer, a locally similar solution was devised. When this latter solution is coupled with the inner "wall law" solution the complete profile predictions result. These profiles can subsequently serve as the basis for integral solutions of the boundary layer.

In this section the predictions for the complete profiles will be compared with data and the subsequent results of the integral solutions will be presented, compared with data, and discussed.

However, one new postulate was introduced in the analysis of the outer region of the profile that should be evaluated prior to the presentation of the results obtained. This postulate is related to the Clauser parameter and its constancy under conditions of surface mass transfer.

The experimental variation of eddy viscosity across a boundary layer where significant surface blowing occurs is shown in Figure 25 along with hot-wire data taken over a smooth, solid plate (the filled-in symbols). The eddy viscosity corresponding to data with blowing was evaluated by employing Equation (2-48) and velocity profiles from Reference 17. Although this latter technique was not expected to be very accurate, rather good agreement was obtained with the more accurate hot-wire data. The data for the blowing case exhibit a scatter that lies almost equally above and below the more accurate data. A value of the Clauser parameter, $\epsilon_M/u_{1,5}^*$, of 0.018 agrees quite well with both sets of data for $0.2 < y/5 < 0.6$. Above $y/5 = 0.6$ the parameter drops off, primarily due to intermittency, that is, the fraction of the time the boundary layer is turbulent at a particular value of $y/5$. That this is the case is seen by the "corrected" data shown on Figure 25 which were obtained by dividing the eddy viscosity values by the values of the intermittency factors given in Reference 51. The most significant conclusion that can be drawn from this figure is that $\epsilon_M/u_{1,5}^*$ can be considered to be independent of surface blowing and this is the basis of Equation (2-94).

A comparison is made in Figure 26 between experimental velocity profiles measured over smooth, non-porous plates, and the predicted results of the current analysis. The theoretical predictions shown are evaluated at the value of $Re_\theta$ that corresponded to the data. This basis of comparison on
the local boundary-layer thickness avoided those uncertainties that occur when the length-of-run Reynolds number is employed, namely, accounting for the effects of the position of natural transition downstream of the plate leading edge or of boundary-layer trips. In Figure 26(a) the velocity profile comparison is made with the data of Reference 51. Except for the data points quite close to the surface, the prediction for velocity at a given distance from the surface is within a few percent of the data. In the inner region, the difference between the prediction and the data becomes as large as 10 percent where the absolute values of the velocity are much smaller. No systematic difference between the analytical results and the data can really be expected because the $Re_\theta$ were matched; however, the prediction over-predicts and under-predicts in four alternate regions indicating a generally good agreement with the data over the whole of the boundary layer rather than favoring one boundary-layer region over the other. The comparison shown in Figures 26(b) and (c) with the data of References 52 and 11 indicates essentially an identical behavior.

In Figure 27, similar velocity profile comparisons are made with data obtained over porous plates where surface blowing or suction occurred. Again, the theoretical and experimental values of $Re_\theta$ were matched. In Figure 27(a) comparison of the analytical results is made with the data of References 16 and 17, which data cover a large range of uniform blowing and suction conditions. Again, the general agreement between the analysis and the blowing data is quite good, the differences in velocity being of the order of a few percent, except for the inner 2 percent of the boundary-layer thickness where the prediction is about 10 percent lower than the data. The significance of the latter observation is tempered when it is remembered that the probe size was rather large compared to the distance away from the surface in this region so that data errors can be expected to be larger here. The comparison with the suction data, the data points indicated by square symbols, is also very good. Except for one data point, differences of less than 4 percent occur over the entire boundary layer. The data of Reference 11, shown in Figure 27(b), show the same general agreement with the predictions as do the data of Reference 17 discussed previously. In the immediate vicinity of the wall, the differences between the data and predictions become quite large and, again, probe size effects could be important here as well as the dynamic pressure contributions of turbulence discussed in Section 2.2.3.4.

It can be concluded from Figures 26 and 27 that the analysis does quite a good job in predicting the shapes of velocity profiles under conditions of zero mass transfer, blowing, and suction.
A comparison of the analytical prediction of temperature distributions with data is presented in Figure 28. These data taken from Reference 12, apply for the case of zero blowing and for \( \nu \sqrt{u_1} = 0.004 \) and the predictions are based on matching the analytical with the local measured values of \( Re \). The agreement between the predictions and the data is within 3 percent over the entire boundary, except for the innermost points. From this figure it can be concluded that the proposed analytical model predicts these limited number of cases of temperature distribution data quite well under the conditions of zero mass transfer or with blowing.

The distribution of helium that was injected into a boundary layer, Reference 17, is compared in Figure 29 with the prediction given by the present analysis. Again, the measured \( Re \) is used as the matching criterion for the analysis. Data are presented for a case with very little blowing, \( \nu \sqrt{u_1} = 0.000113 \), and one with rather large blowing, \( \nu \sqrt{u_1} = 0.00545 \). For the low blowing case, the agreement between the analysis and the experiment is within 5 percent, except for the data points right next to the surface. Again, probe size may have an influence here. At the higher blowing rate, the data are generally lower than the predicted profile, with a maximum difference of about 10 percent. Generally, the differences are much lower than this maximum figure. It can be concluded, therefore, that the proposed technique does a satisfactory job in predicting concentration distribution.

The analytical results for the model of turbulent boundary layer utilized in this analysis are presented in terms of dimensionless transfer coefficients and shape factors as functions of Reynolds numbers and transpiration rates in Figures 30 through 36.

Figure 30 shows the local skin-friction coefficient on a flat plate with uniform injection as a function of the Reynolds number based on the momentum thickness. The transpiration rate, \( \nu \sqrt{u_1} \), is shown as a parameter of the individual curves. For the curves representing suction, negative \( \nu \sqrt{u_1} \), a limiting line is shown where the local suction rate is just equal to the local skin-friction coefficient, which then results in a constant boundary-layer thickness beyond that point (line of asymptotic suction solutions). The curves shown of this figure reveal that outward transpiration, positive \( \nu \sqrt{u_1} \), reduces the local skin friction \( Re \) relationship, with the reduction being greater at the larger values of \( Re \). Suction increases the skin-friction coefficient. These results are qualitatively compatible with past findings.
In Figure 30(b) the \( \nu_0/\nu_1 = 0 \) line from Figure 30(a) is reproduced along with the recent data from Smith and Walker, Reference 50. The maximum difference between the data and the prediction is 5 percent over the Reynolds number range \( 3 \times 10^3 \) to \( 5 \times 10^4 \) while the bulk of these data agree with the prediction to a few percent.

The theoretically predicted variation of the boundary-layer form factor, \( H = \delta^*/\nu \), is shown in Figure 31(a) as a function of the momentum-thickness Reynolds numbers at a variety of transpiration rates. The curves on the figure reveal that \( H \) varies quite markedly with both Reynolds number and transpiration rate. Consideration of this variation is of considerable importance in the evaluation of the turbulent boundary-layer growth on a surface possessing a streamwise pressure gradient, see Equation (2-51).

In Figure 31(b) the predicted variation of \( H \) under zero transpiration is compared with the data of Reference 50. This comparison indicates that the boundary-layer model proposed herein satisfactorily represents the form factor under conditions of zero transpiration to within about 4 percent. The inadequacy of power law formulations that predict constant values of \( H \) with Reynolds number is evident here.

When the von Kármán integral equation is evaluated on a flat plate utilizing the \( C_f/2(Re_\theta) \) relationships of Figure 30, the curves of \( C_f/2(Re_\theta) \) shown in Figure 32 result for a boundary-layer turbulent from the leading edge. The values of \( C_f/2(Re_\theta) \) utilized at very low \( Re_\theta \) were obtained from logarithmic extrapolations of the curves of Figure 30(a). It should be noted that the \( \nu_0/\nu_1 = 0 \) line is within a few percent of the Kármán-Schoenherr relationship over the entire range of Reynolds numbers shown. Again, the increased effectiveness of uniform transpiration at the higher Reynolds numbers is evident.

Similar curves to those described above for the heat-transfer coefficient (Stanton number) and the mass-transfer coefficient with uniform transpiration on a flat plate are presented in Figures 33 to 36. The heat-transfer coefficients apply for a laminar Prandtl number of 0.71 and a turbulent Prandtl number of 0.75. The mass-transfer coefficients apply for laminar and turbulent Schmidt numbers of 0.2 and 0.75, respectively. Again, the effect of increased transpiration is greater at the higher Reynolds numbers.

Another way of demonstrating the effect of surface mass transfer on the local skin-friction coefficient is shown in Figure 37. In this coordinate system, \( C_f/C_{f*} \) is plotted against \( \nu_0/\nu_1 (C_f/2) \) where the (*) refers to no-blowing conditions at the same Reynolds number. The effect of higher Reynolds
number is largely eliminated on such a plot, as is indicated in the current results and those of Reference 22. The current results are essentially the same as those of the pioneer paper by Dorrance and Dore, Reference 21, and slightly lower than the results of Rubesin, Reference 22.

There has been some argument as to the appropriateness of the coordinate system employed in Figure 37 because the term \( \frac{v}{u_1} \sqrt{C_f/2} \) is more consistent with the law of the wall, Reference 54. This parameter was used as the abscissa of the curves shown in Figure 38 and a decided Reynolds number effect is introduced. From a correlation viewpoint, therefore, the coordinates of Figure 37 are more appropriate. Apparently the wake region has a significant effect in the Reynolds number and blowing parameter range shown.

In the evaluation of skin friction on bodies other than a flat plate, the effect of surface mass transfer at constant values of \( \text{Re}_m \) is required and this is shown in Figure 39. Again, the choice of the coordinates eliminate the large Reynolds number dependence. At a given value of the blowing parameter, the reduction in skin friction shown in this figure is less than that shown in Figure 37. This is consistent for a boundary layer whose thickness grows at a rate slightly less than linear with distance along a plate.

Figure 40 shows the effect of surface mass transfer on the local mass transfer coefficient. The curves are generally similar to the skin-friction results shown in Figures 37 and 39. Again, similar results for the local heat-transfer coefficient are given in Figure 41.

The effect of surface mass transfer on the coefficients of diffusion and heat transfer can best be shown by the Reynolds analogy factors \( \frac{C_f}{2C_m} \) (dashed lines) and \( \frac{C_f}{2C_H} \) (solid lines) indicated in Figure 42. Whereas in Figure 37 there was little to be gained by using the current analysis in place of the early heuristic theories, in this figure it is noted that the heat transfer at the highest blowing rate is only 0.4 that given by Reference 21 (where \( \text{Pr} = 1, \text{Pr}_t = 1 \) and 0.5 of that given by Reference 22 (where \( \text{Pr} = 0.75, \text{Pr}_t = 1 \)). These major differences result largely from the more precise boundary-layer profiles employed in the current analysis. Of interest also is that at zero mass transfer the Reynolds analogy for heat transfer agrees quite well with the old Colburn value of \( \text{Pr}^{2/3} \). As surface mass transfer increases the Reynolds analogy factor drops significantly, indicating a lesser effect of blowing on heat transfer than on skin friction. Because of the very low Schmidt number (\( \text{Sc} = 0.21 \)) for helium at small concentrations, diffusing in air, the Reynolds analogy factor for diffusion is
much lower than that for heat transfer, although not as low as $Sc^{2/3}$ at zero blowing. Again, surface mass transfer reduces this factor significantly, indicating the lesser sensitivity of the mass transfer or diffusion coefficient to surface mass transfer. For the diffusion coefficients, the coordinates employed in Figure 42 do not completely eliminate the Reynolds number effect.
4. CONCLUDING REMARKS

The results of this report demonstrate that a model of the turbulent boundary layer with surface mass addition can be established, that is, in excellent agreement with profile data for velocity, temperature, and concentration in constant property boundary layers (low speed, small temperature and concentration differences between surface and free stream). A uniquely interesting result of this analysis is that the four parameters employed, namely: (1) the Prandtl mixing length parameter $K$; (2) the Clauser eddy diffusivity Reynolds number; (3) the inner mixing length parameter $y_a^+$, analogous to Rotta's intercept parameter; and (4) the turbulent Prandtl or Schmidt number, can be treated as constants independent of the rate of surface mass transfer and Reynolds number.

This agreement with the data, restricted though they may be to essentially constant properties, is sufficiently encouraging to suggest the next step in this work. Velocity profile data have been obtained in boundary layers in supersonic flow with inert gas mass transfer at the surface, References 56 and 55. It would be a logical next step in this research to determine the modifications needed in the present theory to permit its extension to include the effects of variable fluid properties and to yield agreement with the existing data. In accomplishing this extension, it will be worthwhile to examine the applicability of several of the provocative ideas of Reference 57 toward solving the current problem. Another phase of any extensions of this work must be the planning of definitive experiments wherein chemical reactions occur as a consequence of the surface mass transfer. Profile data do not exist at present for such conditions and it is only upon such data that sound extensions of this work can be based.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Original Representation</th>
<th>Range of ( y^* )</th>
<th>Equivalent Mixing Length Representation in Equation (2-63)</th>
<th>Constant when ( \lambda = 0.44 )</th>
<th>Continuous Variation of ( i^* )</th>
<th>Monotonic ( di^<em>/dy^</em> )</th>
<th>Mixing Length as ( y^* \to 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prandtl-Taylor</td>
<td>( u^* = y^* )</td>
<td>0 - ( Y_a^* )</td>
<td>( i^* = 0 ) ( Y_a^* = 11.27 )</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>( i^* = 0 )</td>
</tr>
<tr>
<td>Reference 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>van Kármán</td>
<td>( u^* = y^* )</td>
<td>0 - ( Y_a^* )</td>
<td>( i^* = 0 ) ( Y_a^* = 4.5 )</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>( i^* = 0 )</td>
</tr>
<tr>
<td>Reference 46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rotta</td>
<td>( f^* = 0 )</td>
<td>0 - ( Y_a^* )</td>
<td>( i^* = Y_a^* ) ( Y_a^* = 6.91 )</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>( i^* = 0 )</td>
</tr>
<tr>
<td>Reference 45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Richardson</td>
<td>( \frac{t}{y} = \tanh \left( \frac{y^*}{y_a} \right) )</td>
<td>0 - ( Y_a^* )</td>
<td>( i^* = \frac{Y_a}{y} ) ( Y_a^* = 11.04 )</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>( i^* = y^{1/2} )</td>
</tr>
<tr>
<td>Reference 47</td>
<td>( \tau^* = \frac{L_y}{y_a} ) ( 1 - \exp \left( \frac{Y_a}{y_a} \right) )</td>
<td>0 - ( Y_a^* )</td>
<td>( i^* = \frac{Y_a}{y} ) ( Y_a^* = 27.8 )</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>( i^* = y^* )</td>
</tr>
<tr>
<td>Present Analysis</td>
<td>( f^* = \left( y^* - Y_a^* \left[ 1 - \exp \left( \frac{Y_a}{y_a} \right) \right] \right) )</td>
<td>0 - ( Y_a^* )</td>
<td>( i^* = \frac{Y_a}{y} ) ( Y_a^* = 11.83 )</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>( i^* = y^* )</td>
</tr>
</tbody>
</table>

*Constant shear, no surface mass transfer.
Figure 1.- Relative thickness of the four structurally different zones within the turbulent boundary layer, zero surface mass transfer, and constant fluid properties.
Figure 2.- Comparison of early skin-friction theories and experiment with air injection.
Figure 3.- Comparison of the various techniques of Table I with the adopted technique for the law of the wall, $v_0^+ = 0$. 

- Prandtl-Taylor
- Rotta
- Van Driest
- Von Kármán
- Reichardt
Predicted using continuous mixing-length formulation
Eq. (2-67)

(a) Velocity distribution in a pipe, Reference 48, Reynolds number based on diameter = 5.0x10^5.

Figure 4.- Comparison of mixing length formulations with data.
(b) Velocity distribution over a flat plate, Reference 49.

Figure 4 - Continued.
(c) Velocity distribution over a flat plate, Reference 50.

Figure 4.—Concluded.
Figure 5. - Comparison of predicted turbulent shear distribution with data, Laufer, Reference 48, $v_0^* = 0$. 
Figure 6.- Comparison of predicted eddy viscosity with data, zero mass transfer, Schubauer, Reference 53.
Figure 7.- Comparison of predicted direct viscous dissipation and turbulent energy production rates with the data of Klebanoff and Laufer.
Figure 8.- Variation of sublayer thickness with transpiration rate for two hypotheses in the two-layer boundary-layer model.
Figure 9.—Predicted variation of dimensionless velocity with and without transpiration.
Figure 10. - Composite plot of integral momentum equation results for MIT data.

(a) $v_0/u_1 = 0$. 
Figure 10.—Continued.

(b) \( v_o/u_1 = 0.001 \).
Length Reynolds number, $Re_x$

(c) $v_0/u_1 = 0.002$.

Figure 10.- Continued.
Length Reynolds number, $Re_x$

(d) $v_o/u_1 = 0.003$.

Figure 10.- Continued.
(c) \( \nu \cdot u^* = 0.004 \).

\textit{Figure 10.— Concluded.}
Figure 11.- Mass balance in the boundary layer, Reference 17.
Injectant heat flow into the boundary layer, $\int_{0}^{x} \left( \frac{v}{u_1} \right) (T_e - T_1) dx$, in. °F

(a) Run H-17a of Reference 9.

Figure 12.- Energy balance in the boundary layer.
Figure 12.- Concluded.
Figure 13.- Composite plot of integral momentum equations results for MIT data after correction of blowing rates for energy balance results, $v_{\sigma}/u_1 = 0.002$. 
Figure 14.—Integral momentum equation results for MIT data of Reference 17, Run C-5×10⁻³-50, \( \frac{v_0}{u_1} = 5\times10^{-3} \).
Figure 15.- Evaluation of high-blowing data of Davis in terms of a modified drag parameter, including the effects of free-stream acceleration.
Figure 16.—Comparison of experimental determinations of friction factors with surface mass addition.
Figure 17.- Interpreted friction factors with surface mass addition based on data of Figure 16.
<table>
<thead>
<tr>
<th>Author</th>
<th>Run</th>
<th>Station</th>
<th>$Re_x \times 10^{-8}$</th>
<th>$\frac{\nu}{x} \times 10^3$</th>
<th>$\frac{\nu}{\nu'} \times 10^3$</th>
<th>$\nu' \times 10^{-6}$</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kendall</td>
<td>C-10^{-8}</td>
<td>L</td>
<td>658</td>
<td>0.1131</td>
<td>1.60*</td>
<td>0.003</td>
<td>○</td>
</tr>
<tr>
<td>Kendall</td>
<td>C-3 \times 10^{-8}</td>
<td>J</td>
<td>483</td>
<td>3.25</td>
<td>0.64*</td>
<td>0.129</td>
<td>○</td>
</tr>
<tr>
<td>Kendall</td>
<td>C-5 \times 10^{-8}</td>
<td>L</td>
<td>1.700</td>
<td>-6.45</td>
<td>0.16*</td>
<td>0.431</td>
<td>△</td>
</tr>
<tr>
<td>Dutton</td>
<td>asymptotic suction profile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.066*</td>
<td>○</td>
</tr>
</tbody>
</table>

*Wall pressure profile technique.*

Figure 18.- Comparison of the "law of the wall" with experimental velocity distribution data.
Friction factor from Figure 17.

(b) Data of Sensor (blowing).
Figure 18. - Continued.
Data of Tewfik (Ref. 35)

Nominal axial location
8 in.  8 in.
Blowing ratio, \( v_0/u_+ \)
0.00312  0
Reported \( C_t/2 \)
0.00133  0.00235
\( v_+ \)
0.0856  0

Law of the wall predictions based on Equation (2-78) with \( K = 0.44 \) and \( y_a^+ = 6.86 \)

\[ z_{v_0} = 0.0856 \]

\[ z_{v_0} = 0 \]

Figure 19.— Comparison of law-of-the-wall prediction with data of Tewfik (Ref. 35).
Figure 20.- Determination of the turbulent Schmidt number in the vicinity of the wall from the helium injection data of Reference 17.
Figure 21. – Predicted variation of dimensionless concentration with and without transpiration (Sc = 0.21, Sc' = 0.75).
Figure 22.- Predicted variation of dimensionless temperature with and without transpiration ($Pr = 0.7$, $Pr' = 0.75$).
Figure 23.- Comparison of the predicted dimensionless concentration profiles with the data of Kendall (Sc = 0.21, Sc' = 0.75).
### Table

<table>
<thead>
<tr>
<th>Run</th>
<th>Station</th>
<th>Run × 10^{-6}</th>
<th>v_{Ca} × 10^3</th>
<th>Cf</th>
<th>v_{0}</th>
<th>C_{H} × 10^3</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>C6A</td>
<td>N</td>
<td>3.18</td>
<td>0</td>
<td>1.48</td>
<td>0</td>
<td>1.89</td>
<td>O</td>
</tr>
<tr>
<td>C1B</td>
<td>J</td>
<td>0.851</td>
<td>1.91</td>
<td>1.12</td>
<td>0.057</td>
<td>1.67</td>
<td>△</td>
</tr>
<tr>
<td>C1C</td>
<td>L</td>
<td>0.612</td>
<td>4.14</td>
<td>0.61</td>
<td>0.168</td>
<td>0.93</td>
<td>□</td>
</tr>
<tr>
<td>C1C</td>
<td>L</td>
<td>0.612</td>
<td>4.14</td>
<td>0.61</td>
<td>0.168</td>
<td>1.15***</td>
<td>▾</td>
</tr>
</tbody>
</table>

*Friction factor from Figure 17.
**Reported directly measured Stanton number.
***Directly measured Stanton number with heat loss correction excluded.

---

**Figure 24.** Comparison of the predicted dimensionless temperature profiles with the data of Curl (Pr = 0.7, Pr' = 0.75).
Figure 25.- Dimensionless eddy viscosity calculated from the data of Kendall \((v_0/u_1 = 0.0055)\).
Figure 26. Comparison of the prediction of the entire turbulent boundary-layer velocity profiles with flat-plate data, without transpiration.
(b) Data of Smith and Walker, Reference 52.
Figure 26. - Continued.
(c) Data of Geesner, Reference 11, Station N.
Figure 26.- Concluded.
Figure 27.- Comparison of the prediction of the entire turbulent boundary-layer velocity profiles with flat-plate data.

(a) Data of Kendall and Dutton, References 17 and 16.

Reynolds number, $Re_y$, $\rho u_1 Y/\mu$

<table>
<thead>
<tr>
<th>Station</th>
<th>$\nu_o/\mu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kendall L</td>
<td>$1.13 \times 10^{-4}$</td>
</tr>
<tr>
<td>Kendall J</td>
<td>$3.26 \times 10^{-3}$</td>
</tr>
<tr>
<td>Kendall L</td>
<td>$5.45 \times 10^{-3}$</td>
</tr>
<tr>
<td>Dutton</td>
<td>$-4.43 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
(b) Data of Gessner, Reference 11.
Figure 27—Concluded.
Figure 28. Comparison of the prediction of the entire turbulent boundary-layer temperature profiles with the data of Curl, Reference 12.
Figure 29.- Comparison of the prediction of the entire turbulent boundary-layer concentration profiles with the data of Kendall (Ref. 17).
Reynolds numbers vs. momentum thickness, \( R_e \).

(a) Predicted skin-friction coefficient with and without transpiration.

Figure 30: Skin-friction coefficient in terms of momentum thickness Reynolds numbers.
Reynolds number based on momentum thickness, $Re_\theta$

(b) Comparison with data of Reference 50 at $Re_\theta = 0$.

Figure 30, Concluded.
1. Effect of mass transfer.

Figure 31.- Boundary-layer shape factor, $H = 0^\circ/6$. 

Reynolds number based on momentum thickness, $Re_\theta$. 

Asymptotic solution.
Reynolds number based on momentum thickness, $R_{e_0}$

(b) Comparison with data of Reference 50 at $v_0/u_1 = 0$.

Figure 31.- Concluded.
Figure 33. - Heat-transfer coefficient with and without transpiration (Pr = 0.71, Pr' = 0.75).
(b) Comparison with data of Reference 12.
Figure 33. Concluded.
Figure 34.— Predicted heat-transfer coefficient with and without transpiration (Pr = 0.71, Pr' = 0.75).
Figure 35. - Mass-transfer coefficient (uniform transpiration, $Sc = 0.2$, $Sc' = 0.75$).
Reynolds number based on concentration thickness, $Re_r$

(b) Comparison with air-helium data of Reference 17.

Figure 35.-- Concluded.
Figure 36.- Predicted mass-transfer coefficient with and without transpiration ($Sc = 0.2, Sc' = 0.75$).
Figure 37.- Effect of surface mass transfer on the local skin friction at a constant length Reynolds number.
Figure 38.- Effect of surface mass transfer on the local skin friction at a constant length Reynolds number using modified blowing parameter.
Figure 39.- Effect of surface mass transfer on the local skin friction at constant momentum thickness Reynolds numbers.
Figure 40.- Effect of surface mass transfer on the local mass-transfer coefficient.
Figure 41.- Effect of surface mass transfer on the local heat-transfer coefficient.
Figure 42. - Reynolds analogy for heat transfer and diffusion.
Considerable emphasis has been placed in both the current analysis and other recent analyses on the continuous decay of turbulence as the wall is approached. Theoretically, it is possible to establish at least one constraint with regard to this decay. This criterion, herein referred to as the Reichardt-Elrod criterion (Refs. 41 and 47, respectively), has been derived for the case of the impervious wall and it is well that it be re-examined for the porous wall case.

For the incompressible boundary layer the turbulent shear is represented by $\rho u'v'$ and it is the decay of this term in the proximity of the wall that is sought. This will be accomplished by evaluating successive derivatives of the term and noting their values at the wall. One supplemental relation is required, namely, the continuity equation relating the turbulent components of the three velocity vectors

$$\frac{\partial u'}{\partial x} + \frac{\partial v'}{\partial y} + \frac{\partial w'}{\partial z} = 0 \quad (A-1)$$

for constant density flow.

Proceeding with the differentiation yields successively

$$\frac{\partial u'v'}{\partial y} = u' \frac{\partial v'}{\partial y} + v' \frac{\partial u'}{\partial y} \quad (A-2)$$

$$\frac{\partial^2 u'v'}{\partial y^2} = u' \frac{\partial^2 v'}{\partial y^2} + v' \frac{\partial^2 u'}{\partial y^2} + 2 \frac{\partial u'}{\partial y} \frac{\partial v'}{\partial y} \quad (A-3)$$

$$\frac{\partial^3 u'v'}{\partial y^3} = u' \frac{\partial^3 v'}{\partial y^3} + v' \frac{\partial^3 u'}{\partial y^3} + 3 \frac{\partial^2 u'}{\partial y^2} \frac{\partial v'}{\partial y} + 3 \frac{\partial u'}{\partial y} \frac{\partial^2 v'}{\partial y^2} \quad (A-4)$$

The values of these derivatives will depend on certain assumptions with regard to the conditions at the wall. If it is presumed that $u' = v' = w' = 0$ at the wall, the continuity Equation (A-1) requires that $\partial v'/\partial y = 0$. It is immediately evident that first and second derivatives of the turbulent shear must vanish, as well as the first three terms of the expression for the third derivative. The remaining term can be rearranged by use of the continuity equation as follows:
\[ \frac{d^3 u' v'}{dy^3} = 3 \frac{du'}{dy} \frac{\partial}{\partial y} \left( \frac{\partial u'}{\partial y} \right) - 3 \frac{\partial u'}{\partial y} \frac{\partial}{\partial y} \left( \frac{\partial u'}{\partial x} \right) - 3 \frac{\partial u'}{\partial y} \frac{\partial}{\partial y} \left( \frac{\partial w'}{\partial z} \right) \]

\[ = -3 \frac{\partial u'}{\partial y} \left( \frac{\partial u'}{\partial y} \right) - 3 \frac{\partial u'}{\partial y} \frac{\partial^2 w'}{\partial y \partial z} \]

The first term represents the streamwise variation of a mean flow property. At the wall such variations are usually small by comparison with gradients normal to the wall, and certainly will vanish under truly one-dimensional condition, for example, fully developed isothermal pipe flow. The second term represents a correlation between derivatives of \( u' \) and \( w' \), the two wall parallel components of the velocity. For two-dimensional flow, symmetry arguments indicate that the correlation \( u'w' \) must vanish. It is invalid, however, to draw any conclusions with regard to the value of the correlation of the derivatives. It can only be concluded that under conditions when variations of mean properties with the streamwise coordinate vanish at the wall and when two-dimensional flow symmetry exists, the third derivative of the turbulent shear may vanish.

It is interesting to consider this result in conjunction with the mixture length hypothesis

\[ u'v' = l^2 \frac{du}{dy} \]

The first three derivatives of this expression are

\[ \frac{du' v'}{dy} = l^2 \frac{d^2 u}{dy^2} + 2l \frac{\partial^2 u}{\partial y \partial y} \frac{du}{dy} \]

\[ \frac{d^2 u' v'}{dy^2} = l^2 \frac{d^3 u}{dy^3} + 4l \frac{d^2 u}{dy^2} \frac{\partial^2 u}{\partial y \partial y} + 2 \left( \frac{\partial^2 u}{\partial y \partial y} \right) \frac{du}{dy} + 2l \frac{\partial^2 u}{\partial y \partial y} \frac{\partial u}{\partial y} \]

\[ \frac{d^3 u' v'}{dy^3} = l^2 \frac{d^4 u}{dy^4} + 6l \frac{d^3 u}{dy^3} \frac{\partial^2 u}{\partial y \partial y} + 6l \frac{d^2 u}{dy^2} \frac{\partial^2 u}{\partial y \partial y} + 6 \left( \frac{\partial^2 u}{\partial y \partial y} \right) \frac{d^2 u}{dy^2} + 6 \frac{\partial^2 u}{\partial y \partial y} \frac{d^2 u}{dy^2} + 6 \frac{\partial^2 u}{\partial y \partial y} \frac{\partial^2 u}{\partial y \partial y} \frac{du}{dy} \]

\[ + 2l \frac{d^3 u}{dy^3} \frac{du}{dy} \]
From these expressions it is evident that both $l$ and $d\ell/dy$ must vanish at the wall if either the first two or three derivatives of the turbulent shear stress are to vanish at the wall. Thus, the mixture length hypothesis, by its very formulation, eliminates any option with regard to the value of the third derivative of the shear stress at the wall.

Therefore, the mixing length requirements used here are

$$\lim_{y \to 0} l = 0$$

$$\lim_{y \to 0} \frac{d\ell}{dy} = 0$$
APPENDIX B

INTERPRETATION OF FRICTION FACTORS FROM PITOT-PROBE READINGS AT AND NEAR THE WALL

It has long been realized that the experimental evaluation of friction factors under conditions of significant surface mass addition is extremely complex. The momentum equation

\[ \frac{C_f}{2} = \frac{d\theta}{dx} - \frac{\rho_0 v_0}{\rho_1 v_1} \]  \hspace{1cm} (B-1)

although a good tool when rates of surface mass addition are low \((f_0 v_0 / \rho_1 v_1 < 0.002)\), becomes useless at blowing ratios in excess of 0.003 for available experimental data. The order-of-magnitude differences between friction factors obtained in References 9 and 14 at a blowing ratio of 0.005 are ample demonstration of this fact. At this blowing ratio, the friction factor is less than 4 percent of the axial derivative of the momentum thickness. Thus, three-dimensional and time unsteady effects and errors associated with the differentiation of experimental data becomes excessive relative to \(C_f/2\).

Because of this, an alternate technique was attempted in Reference 17. The technique involved the interpretation of total pressure measurements in a region sufficiently close to the wall that the laminar sublayer asserted a significant influence. By evaluation of this influence, friction factors were established hopefully independent of any empirical postulates about the character of turbulent momentum transport.

The basic assumptions involved in this technique in Reference 17 were two, namely:

1. A pitot probe indicates a pressure equal to the average of the total pressures of the undisturbed incident flow over the frontal area of the probe. That is, if the total pressure distribution of the incident flow is represented by \(P_T = f(y)\), then the indicated pitot-probe pressure will be

\[ P_p = \int_{y_p - d_p/2}^{y_p + d_p/2} P_T \, dy \]  \hspace{1cm} (B-2)
where \( y_p \) is the distance from the wall to the probe midplane and \( d_p \) is the probe thickness.

(2) That the velocity (or total pressure) profile approaches the wall according to the laminar sublayer relation; which for constant property flow is

\[
\frac{u}{u_1} = \frac{C_f/2}{\nu/u_1} \left[ e^{(\nu/u_1)Re_y} - 1 \right]
\]

and that turbulence affects this profile, at increasing distances from the wall, in a well-behaved and reasonably monatonic fashion.

The validity of the first assumption cannot be verified since no exact calculations are known for flow about a probe near a wall. The principle verification is based on experimental results to be presented in a subsequent paragraph of this appendix. The second "assumption" is logically acceptable without further defense based on the experimental evaluations of the turbulent boundary layers reported in References 48 and 49.

In addition to the evaluation of these assumptions, two areas of evaluation remain with regard to the overall technique. These are:

1. The accuracies of the input measurements, namely, \( P_p, y_p, d_p, \) and \( \nu/u_1 \), and their effects on the interpreted friction factor.

2. The sufficiency of the given data and assumptions; that is, given the data and assumptions, is a unique value of the friction factor clearly established?

It is this final point which is the principal concern of the evaluations described in this appendix. In Reference 17, the establishment of the friction factor was based on hand fitting of the data in light of Equations (B-2) and (B-3) (see Figs. 17 through 31 of that ref.). It has been contended that this process is quite arbitrary and thus does not yield any valid measure of friction factor. However, independent application of the technique to the same data by different investigators has resulted in relatively consistent results.

In an effort to further assess the uniqueness of the technique, several analytical relations were postulated for the velocity (or total pressure) profile and the arbitrary constants (including \( C_f \)) of these relations were varied over a fairly broad range. For each set of constants the distribution \( P_T = f(y) \)
was obtained and the right-hand side of Equation (B-2) was evaluated for the probe locations corresponding to experimentally measured values of \( P_p \). The sum of the absolute values of the resultant errors was taken as the measure of merit of the postulated arbitrary constants.

Three functions were postulated. These were:

1. \[
Re_y = \ln \left(1 + \frac{v}{C_f/2} \cdot \frac{\bar{u}}{u_1}\right) \quad 0 < Re_y < Re_{\text{limit}}
\]

\[
Re_y = a(P_T - P_s)^3 + b(P_T - P_s)^2 + c(P_T - P_s) + d \quad Re_y > Re_{\text{limit}}
\]

2. \[
Re_y = \ln \left(1 + \frac{v}{C_f/2} \cdot \frac{\bar{u}}{u_1}\right) + b \left(e^{au} - 1 - au - \frac{a^2u^2}{2} - \frac{a^3u^3}{6}\right)
\]

3. \[
Re_y = \ln \left(1 + \frac{v}{C_f/2} \cdot \frac{\bar{u}}{u_1}\right) + b \left(e^{au} - 1 - au - \frac{a^2u^2}{2} - \frac{a^3u^3}{6} - \frac{a^4u^4}{24}\right)
\]

where \( P_s \) is the static pressure and \( (P_T - P_s) \approx u^2/2 \) for constant property flow. For the first relation the first derivative of the profile was made continuous at the laminar limit Reynolds number, \( Re_{\text{limit}} \). The last two relations are based on the Spalding postulates (Ref. 53) for describing turbulent velocity profiles and the Elrod constraint described in Appendix A. The set of data in Table B-1 was selected (at random) from Reference 17 for comparison with these relations (Run C-5·10^{-3}-50, Station L). The final point was used as an anchor point for the postulated relations, the other four being used to evaluate the errors for a range of values of the remaining arbitrary constants. For each set of arbitrary constants the errors were determined at each of the four points, and the sum of their absolute values obtained. This sum is plotted in Figures B-1 through B-3 for the three enumerated relations, isolating the arbitrarily assigned values of \( C_f/2 \) for the abscissa. In each case a relatively distinct minimum is obtained in the range of \( C_f/2 \) between

---

1The \( u \) in Equations (B-4) through (B-7) should be considered as equal to \( \frac{u^2}{\overline{\nu^2}} \left(= \overline{\nu + \sqrt{u'v'}}\right) \). Thus, the constants of the Spalding type relations, for example, would not be expected to be the same as those reported in Ref. 53.

2Relations 2 and 3 are consistent with the first two and first three derivatives of the turbulent shear being zero at the wall, respectively.
Based on the above results it seems valid to accept the technique as providing a unique value of \( C_{f/2} \) independent of the postulated profile relation. Therefore, subsequent evaluations will use only one technique (namely, Eq. (B-6)) for the various tests to be performed.

Rather than continue the rather awkward procedure of cut and try involved in the above technique, a least-square curve fit procedure was devised that automatically and simultaneously evaluated those values of \( a, b \) and \( C_{f/2} \) which produced the least-square error of Equation (B-2). The procedure, although iterative, converged rapidly and produced excellent data fits. For the case previously considered, Figure B-4 shows the solution obtained, its integration according to Equation (B-2), and the comparison of this analytical curve with the measured pitot pressures.

A number of tests were performed to demonstrate the sensitivity of the technique to inaccuracies in the requisite experimental parameters. Table B-II summarizes these tests.

It is apparent from Table B-II that no major amplification of the errors in the basic measurements occurs when the friction factor is evaluated. This is in contrast with the momentum equation technique where violent error amplification occurs at high rates of surface mass addition.

Having adopted an analytical expression for the velocity profile the next step in this evaluation study was to reevaluate (with the least-square curve fit program) all the friction factors reported in Reference 17. These values are presented in Table B-III. These values differ only slightly from the originally reported values.

Probably the most significant test of the overall technique is provided by comparison of values of \( C_{f/2} \) obtained without mass addition with those generally reported in the literature and those obtained by use of the momentum equation using the data of Reference 17. This comparison is shown in Figure 16 where it can be concluded that the procedure does indeed perform a creditable job. It is significant to note that with increasing surface mass addition, the total pressure gradient is significantly reduced near the wall and thus the validity of Equation (B-2) becomes less susceptible to question. That is, if the technique, and by inference Equation (B-2), is valid when there is no surface mass addition, it should still be valid when there is surface mass addition.
It would seem, based on the evaluations described above, that friction factors can be obtained through interpretation of pitot-probe measurements at and near the wall, and further, that the technique involved does not degenerate as rates of surface mass addition are increased.
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### TABLE B-I

**DATA USED TO TEST FRICTION EVALUATION PROCEDURES UTILIZING Profiles (B-4) THROUGH (B-7)**

<table>
<thead>
<tr>
<th>$Re_{y}$</th>
<th>$\frac{P_p - P_s}{\frac{P_p - P_s}{P_1 - P_s}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>197</td>
<td>0.0086</td>
</tr>
<tr>
<td>197</td>
<td>0.0086</td>
</tr>
<tr>
<td>270</td>
<td>0.0172</td>
</tr>
<tr>
<td>393</td>
<td>0.0346</td>
</tr>
<tr>
<td>516</td>
<td>0.0493</td>
</tr>
<tr>
<td>761</td>
<td>0.0702</td>
</tr>
</tbody>
</table>

### TABLE B-II

**SENSITIVITY OF FRICTION FACTOR TO INACCURACIES OF PROFILE PARAMETER**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Nominal Value</th>
<th>Perturbation</th>
<th>Friction Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Change (%)</td>
<td>Value</td>
</tr>
<tr>
<td>$\frac{v_0}{u_1}$</td>
<td>0.00538</td>
<td>0.006</td>
<td>11.5</td>
</tr>
<tr>
<td>Probe height</td>
<td>.16</td>
<td>.018</td>
<td>12.5</td>
</tr>
<tr>
<td>Scale shift in y</td>
<td>0</td>
<td>.002</td>
<td>--</td>
</tr>
<tr>
<td>Probe pressure (in. of heptane)</td>
<td>0.008 in.</td>
<td>.009</td>
<td>28.6</td>
</tr>
<tr>
<td></td>
<td>.011 in.</td>
<td>.014</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>.016 in.</td>
<td>.028</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>.021 in.</td>
<td>.040</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>.031 in.</td>
<td>.057</td>
<td>3.5</td>
</tr>
</tbody>
</table>

*Nominal value of friction factor = 0.00185.*
<table>
<thead>
<tr>
<th>Run</th>
<th>Station</th>
<th>C_f/2 (x10^3)</th>
<th>v_o/u_1 (x10^3)</th>
<th>Re_o</th>
<th>Re_x (x10^-6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>From Ref. 17</td>
<td>Least-Square Fit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-10^{-4}-50</td>
<td></td>
<td>2.5</td>
<td>2.77</td>
<td>0.1098</td>
<td>686</td>
</tr>
<tr>
<td>E</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>1.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>1.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>1.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>1.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-10^{-3}-50</td>
<td></td>
<td>1.85</td>
<td>2.35</td>
<td>1.129</td>
<td>1063</td>
</tr>
<tr>
<td>E</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>1.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>1.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-2x10^{-3}-50</td>
<td></td>
<td>1.47</td>
<td>1.97</td>
<td>2.22</td>
<td>1237</td>
</tr>
<tr>
<td>E</td>
<td>1.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>1.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-3x10^{-3}-50</td>
<td></td>
<td>1.25</td>
<td>1.55/1.61</td>
<td>3.23</td>
<td>1351</td>
</tr>
<tr>
<td>E</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-5x10^{-3}-50</td>
<td></td>
<td>0.68</td>
<td>0.86/4.90</td>
<td>5.43</td>
<td>1740</td>
</tr>
<tr>
<td>E</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure B-1.- Effect of varying arbitrary constants of Equation (B-5) on the resultant error of Equation (B-2) for the measured data points of Table B-1.
Figure B-2.— Effect of varying arbitrary constants of Equation (B-6) on the resultant error of Equation (B-2) for the measured data points of Table B-1.
Figure B-3.— Effect of varying arbitrary constants of Equation (B-7) on the resultant error of Equation (B-2) for the measured data points of Table B-1.
Figure B-4. Technique for establishing local skin friction from dynamic pressure measurements through least square fit.