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ABSTRACT

The design of fatigue resistant structures for high speed aircraft and aerospace vehicles depends largely on the prediction of realistic acoustic, fluctuating aerodynamic, and engine vibration environments and on the estimation of the attendant vibration levels of structural components and attached equipment. The practical engineering limitations on the mathematical and numerical analyses required to treat such structures rigorously by classical dynamics necessitate studies of alternate, approximate methods. In this report, a definitive statement is presented of the empirical approach for determining correlations between the excitation environment and the vibration response of typical flight vehicle structures by means of statistical analyses of measured vibration data. The various aspects of the vibration prediction problem and the general philosophy motivating research in the area of empirical correlation are discussed. Specific treatment is given to the effects of bandwidth, modal density, and surface pressure space correlation on the cross-correlation of energy transmitted along various structural transmission paths in complex linear structures. An engineering model for empirical correlation is developed and several examples are given to demonstrate the utility of the equations.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>total surface area over which distributed pressure acts</td>
</tr>
<tr>
<td>$A_n$</td>
<td>$n$-th surface area segment</td>
</tr>
<tr>
<td>$C(f)$</td>
<td>space correlation coefficient</td>
</tr>
<tr>
<td>$c$</td>
<td>damping constant</td>
</tr>
<tr>
<td>$D$</td>
<td>constant proportional to average value of $\beta^2$</td>
</tr>
<tr>
<td>$F(t)$</td>
<td>applied force</td>
</tr>
<tr>
<td>$f$</td>
<td>frequency, cycles per second</td>
</tr>
<tr>
<td>$H(f)$</td>
<td>single degree-of-freedom response function</td>
</tr>
<tr>
<td>$h(t)$</td>
<td>unit-impulse function</td>
</tr>
<tr>
<td>$i$</td>
<td>$\sqrt{-1}$</td>
</tr>
<tr>
<td>$k$</td>
<td>generalized stiffness or single stiffness</td>
</tr>
<tr>
<td>$L$</td>
<td>length of beam</td>
</tr>
<tr>
<td>$M$</td>
<td>generalized mass or total mass of bay</td>
</tr>
<tr>
<td>$m$</td>
<td>mass density or single mass</td>
</tr>
<tr>
<td>$N$</td>
<td>total number of applied point forces or distributed forces</td>
</tr>
<tr>
<td>$P(t)$</td>
<td>applied pressure</td>
</tr>
<tr>
<td>$Q$</td>
<td>dynamic magnification factor $= 1/2 \zeta$</td>
</tr>
<tr>
<td>$q$</td>
<td>dynamic pressure (freestream)</td>
</tr>
<tr>
<td>$q(t)$</td>
<td>generalized coordinate</td>
</tr>
<tr>
<td>$R$</td>
<td>total number of response points in bay</td>
</tr>
<tr>
<td>$S(f)$</td>
<td>spectral density or cross-spectral density</td>
</tr>
<tr>
<td>$T$</td>
<td>period $= 1/f$</td>
</tr>
<tr>
<td>$t$</td>
<td>time, seconds</td>
</tr>
<tr>
<td>$\ddot{W}(t)$</td>
<td>total acceleration response at a point $\ddot{y}$</td>
</tr>
<tr>
<td>$\ddot{w}(t)$</td>
<td>single frequency component of $\ddot{W}(t)$</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>point of force application</td>
</tr>
<tr>
<td>$\ddot{y}$</td>
<td>point of response measurement</td>
</tr>
<tr>
<td>$Z(f)$</td>
<td>mechanical velocity impedance</td>
</tr>
<tr>
<td>$\gamma(f)$</td>
<td>force-to-acceleration transfer function</td>
</tr>
<tr>
<td>$\beta(f)$</td>
<td>acceptance function</td>
</tr>
<tr>
<td>$\Gamma(\tau)$</td>
<td>autocorrelation or crosscorrelation</td>
</tr>
<tr>
<td>$\gamma(\tau)$</td>
<td>transmission function</td>
</tr>
</tbody>
</table>
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\[ \Delta \]
absolute value of distance between \( x \) and \( x' \)

\[ \Delta f \]
frequency bandwidth

\[ \delta(f) \]
axial decay function

\[ \xi \]
damping ratio

\[ \theta(f) \]
transfer function phase angle, radians

\[ \sigma \]
damped natural frequency, cycles per second

\[ \tau \]
time delay, seconds

\[ \Phi \]
space average of \( \psi^2 \)

\[ \phi(f) \]
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\[ \psi(f) \]
receiver function
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Subscripts

\( k \) refers to \( k \)-th discrete frequency component

\( L \) refers to lower frequency band limit

\( m, n \) refer to forces applied at points \( \tilde{x}_m, \tilde{x}_n \) or over area segments \( A_m, A_n \)

\( r, s \) refer to response measured at points \( \tilde{y}_r, \tilde{y}_s \)

\( u \) refers to upper frequency band limit

\( \mu, \nu, q, j \) refer to normal mode shapes or natural frequencies of entire structure
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**Other Symbols**

\( \Re ( \) \) \hspace{1cm} \text{real part of --} \\
\( \Im ( \) \) \hspace{1cm} \text{imaginary part of --} \\
\( \langle \rangle \) \hspace{1cm} \text{time average of --, space average of --, or frequency average of --} \\
( \) \* \hspace{1cm} \text{complex conjugate of --} \\
\( | | \) \hspace{1cm} \text{absolute value of --}
SECTION 1

INTRODUCTION

At the present time, adequate methods do not exist for predicting the vibration response levels of the many structural and equipment components of aircraft and aerospace flight vehicles. Methods generally used for these predictions consist of vibration analyses of rather elementary structures, such as uniform beams, plates and shells, and comparative analysis in which measured data from one vehicle are used to estimate response levels of another vehicle by appropriate mass and stiffness scaling. In the search for more powerful prediction techniques and more realistic vibration response estimates, consideration should be given to the method of empirical correlation, in which statistical analysis is used to correlate the measured responses with excitation parameters, overall structural and performance parameters, and detailed local structural parameters.

The purpose of this report is to present the general philosophy which has motivated research in the area of empirical correlations, to discuss the various aspects of the vibration prediction problem, to develop the general equations for predicting vibration responses of complex, linear structures, and to set forth empirical correlation methods and methods for developing vibration prediction tools from these correlations.

Section II contains a general discussion of the engineering problem of flight vehicle structural vibrations and the relationship of this problem to vehicle reliability. The environmental prediction problem, the vibration response prediction problem, and the importance of realistic vibration predictions and the establishment of vibration controls during initial design are also discussed in Section II.

In Section III, the general equations for computing vibration response in any complex, linear structure are developed for point force excitation and distributed pressure excitation, having discrete and continuous frequency spectra. These equations are developed in terms of a force-to-acceleration transfer function which is directly relatable to transfer impedances.
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Equations for mean-square response at a point, autocorrelation of response, cross-correlations of responses at two points, response spectral densities and cross-spectral densities are presented. Several examples are given to clarify the meanings of the transfer functions and to demonstrate the utility of the equations.

Some essential background material on the development of empirical correlation techniques is presented in Section IV. Several methods for obtaining correlations between excitation and response using statistical techniques are developed and methods for using these computed correlations as vibration prediction tools are discussed.
Among the many technological problems which confront the aircraft and aerospace industries, the problems associated with structural and equipment vibrations are of paramount importance. Fatigue of structural components, and malfunction and breakage of equipment in flight vehicles often accompany high vibration levels; such phenomena can lead to losses of mission capability and even to catastrophic failures. Past and present generation vehicles have experienced severe and damaging vibration response to engine exhaust noise, engine vibrations, boundary layer turbulence, and oscillating shocks. In several instances, time consuming engineering studies and costly test programs were required to reduce the levels of response to within tolerable limits. With the ever increasing sizes of vehicles and powerplants, and with increasing flight speeds, the vibration excitation environment imposed on the structure may become more severe. As a result, the vibration response problem for future generation flight vehicles is expected to become increasingly important and will require considerably greater attention than has been devoted to this problem heretofore.

VIBRATION CONTROL THROUGH INITIAL DESIGN

The operations of flight vehicles within the atmosphere and under any thrust conditions are always accompanied by sources of vibration excitation. Because of the flexibility and general dynamic nature of the vehicle structure, a portion of the oscillatory energy supplied by the excitation sources is accepted by the structure and transmitted throughout the vehicle. Thus, under such operational conditions, every structural and equipment component is placed in a state of vibration and must function properly in that state. Clearly, vibrations cannot be eliminated completely; hence, any positive approach towards solving the vibration problem must be one of vibration control instituted for the purpose of minimizing failure and malfunction potentials and thereby maximizing the overall vehicle reliability.
Controlling vibration response levels by controlling the environmental excitation levels is impractical since the environments are dependent upon such major design and performance parameters as engine thrust, engine location, vehicle surface contours, trajectories and flight speeds. Rather, vibration controls lie in the design of fatigue resistant structure, the design of equipment to withstand operational vibration levels without damage and malfunction, the positioning and mounting of equipment to minimize response to structurally transmitted vibratory energy, optimum design of structural components, the reduction of stress concentration factors, the development of maximum damping through joint design, and the use of damping compounds. As such, many built-in vibration control measures can be incorporated during the initial planning and design phases. Other detailed vibration control measures can be used during the advanced design and qualification testing phases; while still other limited controls can be supplied after vehicle construction from a knowledge of vibration response levels measured during operation.

Although the need for vibration control and the extent and degree of the control cannot be predetermined for all key structural and equipment components, the most effective and the most economic controls are those incorporated in the initial design of both the structure and the equipment. Altering the structure after fabrication begins is difficult and in many instances it is hard to justify on the basis of the value gained when weighed against the time and expense required for changing drawings, tooling, and construction procedures. The usual result is a compromise in which the full effect of the newly instituted control measure cannot be realized. This is generally less true of equipment packages which are not integral parts of the structure and which can be easily removed; however, here again, valuable time may be required for evaluation of the vibration problem, redesign, and retesting for qualification. Consideration of the vibration response problem must therefore begin during preliminary design.

Ideally, these considerations should begin with the estimations of environments, at
the vehicle surface, caused by such fluctuating pressure sources as engine exhaust noise, boundary layer turbulence, separated flow, base pressure fluctuations, jet wake noise and oscillating shock waves. The various characteristics of interest for these environments are distributions of pressure levels over the vehicle surface, frequency distributions, propagation speeds, impingement angles and spatial correlations. Estimates should also be made of the direct vibratory input to the structure due to engine burning, vibrations of propellant piping systems, and other on-board mechanical sources of excitation. From the knowledge of the estimated environmental levels and other environmental characteristics, vibration response levels would be predicted for vibration sensitive structural components in regions of high level excitation and for all key structural and equipment components such as skin panels, skin stiffeners, brackets, piping systems, equipment mounting structure and equipment components. Specific requirements for vibration control could then be defined from the estimated response levels, structural fatigue criteria, and equipment malfunction criteria. Finally, detailed design techniques could be developed in order to obtain sufficient vibration control to reduce the severity of potentially damaging vibrations; and, realistic qualification test specifications could be established for critical structural and equipment components. Such an effort should result in the maximum, practical built-in vibration control. Continuing this effort through the various refinement phases of advanced design, qualification testing and flight testing should result in the maximum vehicle reliability within the limits that vibration induced failures influence overall vehicle reliability.

The three principal tools required for attaining vibration control through initial design are methods for predicting the environmental levels and other environmental parameters, methods for predicting vibration response levels and transmission characteristics of vehicle structures, and design techniques for minimizing structural response levels and safeguarding equipment against damage and malfunction. During the past ten years, in which significant advances have been made in the development of large turbojet and rocket engines and in attaining higher flight speeds, a consider-
able engineering effort has been devoted to the measurement and analysis of exhaust noise, boundary layer turbulence, and other fluctuating pressure phenomena. From this effort have come empirical prediction methods which allow for reasonably accurate estimates of the environmental levels, distribution over the structure, frequency distributions, propagation characteristics, and in some cases, spatial correlation properties.

In contrast, practical engineering methods for predicting vibration response levels in typical flight vehicle structure have not been developed primarily because of the complexities of the structural acceptance and transmission properties. The few limited attempts to develop empirical vibration prediction methods, based on measured data, show several orders of magnitude of scatter in the data even when normalized against typical weight, stiffness, and excitation parameters. A typical scatter in the vibration data may be 20 decibels whereas a typical scatter in appropriately normalized environmental data may be 2 to 3 decibels. The sensitivity of the vibration levels to local structural parameters, which can have wide variations throughout a structure, and to the highly resonant character of a structure, is considered to be a major factor in causing such a broad scatter. Generally, response predictions are made by idealizing complex structural components to mathematically tractable systems and analyzing such systems by either lumped parameter methods or by generalized harmonic analysis methods. Except for the use of damping compounds and the design of joints for high damping, most design techniques for vibration control are dependent upon a knowledge of the dynamic characteristics of the structure. A major effort must therefore be made to develop vibration response prediction methods which will account for necessary excitation parameters and major and local structural parameters.

THE MAJOR FREQUENCY REGIMES OF STRUCTURAL RESPONSE

The Low Frequency Regime - Overall Fundamental Vehicle Modes

The fundamental principles of elasticity and mechanics provide all of the analytical relations that are required to mathematically describe the dynamic response of any structure, simple or complex, by means of differential equations of motion. However, since the dynamical complexity of the structure has a definite bearing on the complexity
of the equations of motion and their solutions, a direct mathematical approach to the vibration prediction problem is limited to those systems which display more or less elementary resonance characteristics. In the sense used here, elementary resonance characteristics refer to resonant deflection shapes, or mode shapes, which can be expressed mathematically in closed form or which can be obtained with reasonable accuracy by numerical techniques, such as finite difference methods, or by lumped parameter techniques. Examples of such systems for which the mode shapes can generally be expressed in closed form are uniform rods with longitudinal resonances, uniform beams and plates with bending resonances, and uniform shells with uncoupled extensional and bending resonances.

Other systems which are complex in geometry, mass distribution or stiffness distribution can have elementary resonance characteristics for the first few resonant modes. Although the mode shapes will seldom admit to simple mathematical representation, numerical techniques and lumped parameter methods can be used to easily define the mode shapes and compute the resonant frequencies. Examples of such systems are overall vehicles vibrating in the fundamental bending mode or fundamental longitudinal mode, and stiffened panel configurations vibrating in overall configuration modes whose resonant frequencies are well below those of the individual subpanels. The significant feature to be observed in the latter two examples is that the elastic wave lengths at resonance are long relative to the dimensions and, hence, to the resonant elastic wave lengths of the individual structural components. Consequently, the complex local variations in mass and stiffness are averaged out so that much of this fine detail can be neglected. Thus, for example, a panel having a large number of closely spaced orthogonal stiffeners can be treated as an equivalent uniform panel in the fundamental mode. Higher modes of the panel may be similarly approximated with the restri that the overall stiffened panel wave lengths are much longer than the distances between stiffeners.

The Medium Frequency Range - Fundamental Resonances of Structural Elements

When built-up structures are excited at frequencies above those of the overall resonant modes, the elastic bending and torsional wave lengths are of the same order as the
dimensions of individual structural components. At these wave lengths the local variations in stiffness and mass distribution significantly affect the local character of the vibration response. As a result, the higher order resonances of the vehicle tend to break up into resonances of individual structural components, or small groups of such components, so that the overall modal pattern becomes exceedingly complex. It is impractical at these frequencies to consider the local resonant modes as being an integral part of some higher order resonant modes of the overall vehicle. In fact, two structural components which are widely separated may be essentially uncoupled so that their responses are nearly independent. Present methods for predicting vibration response in this frequency range generally consist of the analysis of the response of single components to the local environment acting on the components. Typically, the structural components are treated as uniform beams, plates and shells for which mathematical solutions of the response to fluctuating surface pressures or to other fluctuating excitations are known.

The accuracy of such methods depends upon the accuracy with which the excitation can be mathematically simulated, the degree of accuracy in approximating the true natural boundary conditions of the component, and the degree of dynamical independence of the component with respect to neighboring components. Structural components such as skin panels excited by fluctuating surface pressures are sensitive to the ratios of elastic wave length to pressure wave lengths, pressure propagation speeds, angles of impingement and spatial correlation lengths. These excitation parameters must, therefore, be known in order to have reasonably accurate response predictions.

The resonant frequencies, deflection amplitudes, and strain levels of panels are also dependent upon the boundary conditions at the edges of the panel. The bending and torsional stiffnesses of the edge members which support the panel determine the degree of translational and rotational fixity of the panel, and the edge deflections associated with these flexibilities have a marked effect upon strain amplitudes at the
edge. The dynamical properties of these edge members also control the flow of vibratory energy from the panel to neighboring structural components and from the neighboring components to the panel. When the fundamental bending and torsional frequencies of these edge stiffeners are much higher than the fundamental panel frequency, response of the first few modes of the panel can be predicted fairly accurately by treating the panel as an individual component which is essentially uncoupled from the surrounding structure. However, if the flexibilities of the edge members are significant, a group of several panels may have to be analyzed simultaneously. This is particularly true in the case of regular structure in which several connected panels have nearly the same resonant frequencies -- the individual structural components do not respond independently but are highly coupled with adjacent components.

These considerations are not confined to skin panels but are valid for any single structural component or group of components within the vehicle. In general terms, if the support structure and structural components adjacent to a certain structural component exhibit a high impedance relative to the impedance of the component, then the response of the component will be essentially independent of the neighboring structure. When these impedances are of the same order of magnitude, dynamic coupling can be expected.

Although many vibration analyses in the medium frequency range are based on such idealizations as uniform beams and plates having pinned and clamped edges, serious efforts are being made to develop more general methods which account for the effects of local parameters and thus allow for better approximations of the natural boundary conditions and the dynamic coupling of adjacent structural components. It is difficult to predict how far the state of the art of vibration analysis of complex structures can be extended by means of such generalizations. The increasing storage capacity and computing speeds of digital computers allows the dynamicist to include an ever larger number of structural mass, stiffness and geometry parameters and, in time, quite
complex systems may be analyzable. Two dimensional stiffened panel and shell configurations will certainly be amendable to numerical computation in reasonable computing times with future generation computers. Bulkhead and some internal structure will probably also be included at allowable computing costs.

Unfortunately, the number of parameters and the general size of the computing task increases very rapidly with the number of individual structural components being considered and with the order of the response mode being analyzed. There will be at least five parameters required to determine the dynamics of each structural element included in the analysis, and several resonant frequencies will be required for each such element. As the order of the resonance increases, the amount of computing required to locate system resonant frequencies increases because of the nature of the numerical methods used for finding these resonances. In addition, the modal density increases with frequency so that the resonant frequencies become closely spaced and modal deflection patterns become increasingly hard to display. Complexity in the modal patterns of the skin panels implies difficult and lengthy computations of the generalized or effective force caused by random fluctuating surface pressures. Thus, although the computer techniques are expected to provide a bright future for the analyst, it is clear that there exists a definite upper limit on the degree of complexity that can be included in vibration analyses for the medium frequency range.

The High Frequency Regime - Modal Response in Smaller Structural Elements

At frequencies higher than the first few resonant modes of individual structural components, the modal density at all points in a complex vehicle structure is so high as to warrant any exact analysis as impractical. In this frequency range, complex coupled resonances will occur in skin panels, panel stiffeners, stiffener flanges and webs, bracketry, equipment, bulkheads, piping, etc. As such, the structural response is similar to a reverberant acoustic field in that vibratory energy can be easily transmitted in all directions throughout the structure. In part, the difference between the transmission properties in the high frequency region and those in the medium frequency range is due to the fact that the natural stiffness barriers which tend to confine the vibratory energy to a single component, such as a skin panel, or a group of structural components, no longer are effective. Those members which
provided the stiffness barriers are themselves in resonance and can thus easily transmit energy at these frequencies. Predicting vibratory response levels in such a frequency range might more readily be accomplished by considering the structure as a transmission line and treating the vibration response as a random process to be described in terms of statistical parameters.

CONSPECTUS OF THE STATISTICAL APPROACH TO VIBRATION PREDICTION

Analytical techniques involving the solutions of equations of motion of a structural system provide the necessary vibration prediction tools for the low frequency regime of the structure and for certain mathematically tractable structural configurations in the medium frequency regime. For highly coupled, complex configurations in the medium frequency regime and for high frequency excitation of the structure, other less exact methods must be developed for vibration prediction. The use of statistical techniques and the development of statistical relations between vibration response levels and the significant parameters which describe the excitation and the structure appears to be the only reasonable approach to so complex a problem. Such relationships should be developable in terms of correlation coefficients and other statistical averages from a knowledge of measured vibration data, measured or estimated environmental data, and from a knowledge of the structural configuration on which the responses were obtained. Once these relationships are developed and the necessary numerical evaluations are made for representative flight vehicle structure, a practical engineering method should result for vibration response prediction during initial design.

In order to develop the appropriate statistical relations it is necessary first to identify all of the significant excitation and structural parameters that might significantly influence vibration response. These parameters might include engine thrust, flight speed, altitude, mass of vehicle, vehicle surface area, average size of skin panels, distance from engines, distance from projections and aerodynamic discontinuities, frequency, pressure wave lengths, length of vehicle, skin panel thickness, component mass, component stiffness, distances between stiffeners, etc. The actual relations between these parameters and response amplitudes can then be estimated by
several different methods, once a representative sampling of measured vibration data is available. Using linear regression analysis techniques, linear relationships can be computed, on a statistical basis, between response amplitude and each of the above excitation and structural parameters taken singly or as a group. Or, definite mathematical relations could be established between the response amplitude and these parameters, and a statistical analysis can be conducted to determine how well the measured data fits the mathematical model. In the latter case the closer the mathematical model describes the vibration phenomena, the closer will be the fit. As another alternative, very general but realistic mathematical relations could be established containing unknown constants which can be determined so as to obtain a best fit between the relationships and the major body of the measured data. If a broad and representative sampling of measured vibration data could be accumulated, and if these three methods could be used for various types of structures (such as fighter aircraft, bombers, small missiles, large rocket boosters) and for various flight regimes, statistical relationships could be developed which would be of significant value as vibration prediction tools.
In developing empirical correlation techniques for analyzing the vibration responses of complex structures, it is necessary to obtain expressions for the response amplitudes of the structure in terms of the various structural and excitation parameters that influence vibration response. For example, it is necessary to have functional relationships between the amplitude of acceleration response at a point within the structure and the frequency of excitation, amplitudes of fluctuating acoustic and aerodynamic pressures, distributions and spatial cross-correlations of these pressures on the surface of the structure, input impedances over the areas of excitation, and transfer impedances between the excitation and the point within the structure where response occurs.

Such equations can be obtained by several different methods and can be written in several different forms. Partial differential equations that express the exact balance of elastic, inertial, and applied forces can be set up for each structural element and the response of any element can be treated as a boundary value problem. With this method it is necessary to equate deflections, slopes, bending moments and shears of adjacent structural elements along the lines of attachment. Alternatively, the structural response can be expanded in terms of the normal modes of the structure and ordinary differential equations can be solved for the amplitude of response of each mode. In this method, it is necessary to determine the individual mode shapes, the generalized mass, generalized damping, and generalized force for each mode. However, in the analysis of complex structures having complex random forcing functions, it is necessary that the final equations to be used contain only quantities that are known, that can be estimated with reasonable accuracy, that can be measured on a practical engineering basis, or that can be determined statistically from measurement vibration and excitation data. Since the numerous local structural details and the exact transmission characteristics of a complex structure are generally unknown, it appears that the equations of interest must be expressed in terms of input and trans
impedances or other similar quantities which account for the collective effect of mass, stiffness, and damping distributions between points in the structure. For the problem at hand, equations of this kind are more appropriate than those involving the exact balance of elastic, inertial, and applied forces in the structure, or those which require a knowledge of the very complex mode shapes of the vehicle in the medium to high frequency range.

In this section, the acceleration response of an arbitrary, linear, deterministic structure is analyzed for various types of loading. Expressions are derived for the autocorrelation, spectral density, and mean-square acceleration response at a point on the structure. Expressions are also derived for the crosscorrelations of applied force and response and for the crosscorrelations of the acceleration responses between points on the structure. These expressions are developed for both multiple point force loadings and distributed pressure loadings. In each case, discrete and continuous frequency spectra are considered.

The structure is assumed to be linear in order to take advantage of the principle of superposition of responses at a point due to several vibratory inputs acting over different parts of the structure. In the case of nonlinear structures, the linear superposition principle is invalid and special methods must be used to treat each different type of nonlinearity. Nonlinearities are expected to occur in certain limited regions of the structure; however, on the average over the whole structure, linearity is expected to dominate. The structure is deterministic in the sense that all input impedances, transfer impedances, and other quantities appearing in the response expressions are assumed to be known. In this sense, the expressions to be developed are exact for linear systems. A discussion of the necessary simplifications and approximations required to statistically analyze vibration response of complex structures is reserved for Section IV.
POINT FORCE EXCITATION AT DISCRETE FREQUENCIES

Force-to-Acceleration Transfer Function

The net vibration response at any point in a structure is the cumulative effect of all of the oscillatory forces acting on the structure. Forces applied at distinct points induce local vibrations at the points of application; and these local vibrations are transmitted along common structural paths and add to give net responses in accordance with their relative phases. When the response amplitudes are linearly dependent upon the amplitudes of the applied forces, the response amplitude at a point is the linear summation of the responses at that point which result from excitations at each point on the structure.

Consider for example the structural system shown in Figure 1 which has forces $F_n(t)$ applied at points $x_n$, and which has a structural element at $y_r$ whose net acceleration response is $\ddot{y}_r(t)$. It is assumed that each of the point forces, $F_n(t)$, is a steady-state force having several discrete frequency components, $F_{nk}(t)$, at the frequencies $f_k$, so that

$$F_n(t) = \sum_{k} F_{nk}(t) \quad (1)$$

If $\ddot{W}_{nrk}$ denotes the component of $\ddot{W}_r(t)$ resulting from the force component $F_{nk}(t)$, then for a linear structure, the net acceleration response of the element at $y_r$ is given by the expression

$$\ddot{W}_r(t) = \sum_k \sum_n \ddot{W}_{nrk}(t) \quad (2)$$

where the summation index $n$ extends over all applied forces and where the summation index $k$ extends over all discrete frequencies, $f_k$. 
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The relationship between the applied force and the vibration response caused by this force involves the acceptance and transmission characteristics of the structure between the points of load application and response. Because of the sensitivity of the structure to excitation frequencies, the structure acts as a complex filter which accepts and transmits certain frequencies more readily than others, and hence the relationships between the applied forces and the responses are dependent upon the excitation frequency. Once these relationships are known for each frequency component of each of the applied forces, the net acceleration response at a given point $\gamma_r$ can be expressed in terms of the amplitudes and relative phases of the individual forces and in terms of the structural acceptances and transmission characteristics from each input point, $\gamma_i$, to the given response point $\gamma_r$. The steady-state excitation, $F_{nk}(t)$, and the steady-state response $\dot{\omega}_{inr}(t)$ can be related by introducing a force-to-acceleration transfer function, $a_{nr}(f_k)$, which accounts for the input and transfer impedance properties of the structure at frequency $f_k$. In terms of $a_{nr}(f_k)$, the excitation and response are related by the equation:

$$\dot{\omega}_{nr}(t) = a_{nr}(f_k) F_{nk}(t) \quad (3)$$

The net acceleration, $\dot{\omega}_{i}(t)$, of the structural element at $\gamma_i$ is obtained by substituting Equation (3) into Equation (2) giving:

$$\dot{\omega}_{i}(t) = \sum_k \sum_n a_{nr}(f_k) F_{nk}(t) \quad (4)$$

The quantity $a_{nr}(f_k)$, which has the units of inverse mass, is related to the structural transfer impedance, $Z_{nr}(f_k)$, by the expression:

$$a_{nr}(f_k) = \frac{2\pi i f_k}{Z_{nr}(f_k)} \quad (5)$$
where the transfer impedance at frequency $f_k$ is defined by the equation

$$F_{nk}(t) = Z_{nr}(f_k) \dot{W}_{nk}(t)$$  \hspace{1cm} (6)$$

Like the transfer impedance, the quantity $\alpha_{nr}(f_k)$ is complex and can be written in the form

$$\alpha_{nr}(f_k) = |\alpha_{nr}(f_k)| e^{i \theta_{nr}(f_k)}$$  \hspace{1cm} (7)$$

where $|\alpha_{nr}(f_k)|$ is the modulus and $\theta_{nr}(f_k)$ is the phase angle of $\alpha_{nr}(f_k)$.

To illustrate the functional form of $\alpha_{nr}(f_k)$ for simple systems, consider the one-degree-of-freedom spring-mass system shown in Figure 2. Let the applied force, $F(t)$, be steady-state and harmonic at the single frequency $f$. Then as shown on page 1-7 of Reference 1, the steady-state deflection response $W(t)$ of the mass is given by the Equation

$$W(t) = \frac{F(t)/k}{1 - \left(\frac{f}{f_0}\right)^2 - \frac{i}{Q} \left(\frac{f}{f_0}\right)}$$

where

$$Q = \sqrt{\frac{k}{c}} \text{ and } f_0 = \frac{1}{2\pi} \sqrt{\frac{k}{m}}.$$  

Thus the acceleration response $\ddot{W}(t)$ can be written in the form

$$\ddot{W}(t) = \frac{-(2\pi)^2 F_{nk}(t)}{1 - \left(\frac{f}{f_0}\right)^2 - \frac{i}{Q} \left(\frac{f}{f_0}\right)}$$  \hspace{1cm} (3)$$
Comparing Equation (8) with Equation (14) shows that the transfer function \( \alpha(f) \) for the simple spring-mass system is

\[
\alpha(f) \equiv (2\pi f)^2 H(f), \quad k
\]

where the single degree-of-freedom response function \( H(f) \) is

\[
H(f) = \frac{1}{1 - \left(\frac{i}{f_0}\right)^2 \cdot \frac{i}{Q} \left(\frac{i}{f_0}\right)}
\]

(10)

The modulus \( |\alpha(f)| \) and the phase angle \( \theta(f) \) of \( \alpha(f) \) are

\[
|\alpha(f)| = (2\pi f)^2 |H(f)|, \quad k
\]

\[
|H(f)| = \frac{1}{\sqrt{1 - \left(\frac{i}{f_0}\right)^2 \cdot \frac{1}{Q^2} \left(\frac{i}{f_0}\right)^2}}
\]

(11)

\[
\theta(f) = \tan^{-1}\left\{ \frac{1}{Q} \left(\frac{i}{f_0}\right) \cdot \frac{1}{1 - \left(\frac{i}{f_0}\right)^2} \right\}
\]

The quantity \( |H(f)| \) in Equation (11) is the dynamic amplification factor for the single degree-of-freedom system, and this function has a maximum value of \( Q \) at resonance. As shown in Reference 1, page 120, the function \( H(f) \) is the Fourier transform of the unit impulse function \( h(t) \), that is

\[
H(f) = k \int_{-\infty}^{\infty} h(t) \cdot e^{-2\pi ift} \, dt
\]

(12)

where the unit impulse function for the single degree-of-freedom system is
The quantity $\zeta$ is the damping ratio, $\sigma$ is the damped natural frequency, and $\omega_0$ is the undamped natural frequency, where

$$\zeta = 1/2G, \quad \omega_0 = 2\pi f_0, \quad \sigma = \omega_0 \sqrt{1 - \zeta^2}$$

Thus from Equations (9) and (12) it is seen that the transfer function $a(f)$ can be written in terms of the Fourier transform of the unit impulse function

$$a(f) = (2\pi f)^2 \int_{-\infty}^{\infty} h(t) e^{-2\pi i f t} dt$$

To illustrate the functional form of $a_{n_{fr}}(f_k)$ for a second example, consider the uniform beam shown in Figure 3 which has a single harmonic force $F(t)$ of frequency $f$, acting at point $x$. The deflection response $W(t)$ at point $y$ on the beam can be found from the normal mode expansion

$$W(t) = \sum \phi(t) q_n(y)$$

where $\phi_n(y)$ is the $n$-th mode shape, normalized to unity, and $q_n(t)$ is the deflection amplitude of the $n$-th mode. When the modes respond independently, the generalized coordinate $q_n(t)$ of the beam satisfies the single degree-of-freedom equation

$$\ddot{q}_n(t) + \omega_n^2 q_n(t) = \frac{\omega_n^2}{Q} \ddot{q}_n(t) + \omega_n^2 q_n(t) - \frac{\phi_n(x) F(t)}{M_n}$$

where $M_n$ is the generalized mass and $\omega_n = 2\pi f_n$ the natural frequency of the $n$-th mode. The steady-state solution of Equation (15) when $F(t)$ is harmonic of frequency $f = \omega/2\pi$ is
\[ q_v(t) = \frac{\phi_v(x) F(t)}{M_v} \frac{\omega^2 - \omega^2_i - i \frac{\omega \omega_v}{Q}}{1 - \left(\frac{f}{f_i}\right)^2} \]

\[ H_v(f) = \frac{1}{1 - \left(\frac{f}{f_i}\right)^2} \frac{i \left(\frac{f}{f_i}\right)}{Q} \]

To obtain the modal acceleration response, replace \( q_v(t) \) by \(-\ddot{a}_v(t)/\omega^2\) in Equation (16) giving

\[ \ddot{a}_v(t) = \frac{-2(2\pi f)^2}{k_v} \phi_v(x) H_v(f) \cdot F(t) \]  

(17)

The total acceleration \( \dot{\ddot{W}}(t) \) of the beam at \( y \) can be found by substituting Equation (17) into Equation (14) giving

\[ \dot{\ddot{W}}(t) = \alpha(f) F(t) \]

where the beam transfer function \( \alpha(f) \) is

\[ \alpha(f) = -(2\pi f)^2 \sum_v \frac{H_v(f)}{k_v} \phi_v(x) \phi_v(y) \]  

(18)

Thus it is seen that the force-to-acceleration beam transfer function can be expressed as an infinite series of normal mode functions for the beam.
Mean Square Acceleration Response

Returning now to the general expression for the net acceleration response $\ddot{W}_r(t)$ in Equation (4), it is instructive to write this equation in terms of the absolute values of $a_{nr}(f_k)$ and $F_{nk}(t)$, the phase angles $\Theta_{nr}(f_k)$ introduced by the structural transmission paths, and the relative phase angles of the applied forces. The applied force component $F_{nk}(t)$ is harmonic of frequency $f_k$ and can therefore be written in the complex form

$$F_{nk}(t) = |F_{nk}| e^{i\phi_{nk}} e^{2\pi i f_k t}$$

(19)

where $|F_{nk}|$ denotes the amplitude and $\phi_{nk}$ the phase of $F_{nk}(t)$. Substituting Equation (7) for $a_{nr}(f_k)$ and Equation (19) for $F_{nk}(t)$ into Equation (4) gives the following expression for $\ddot{W}_r(t)$

$$\ddot{W}_r(t) = \sum_k \sum_n |a_{nr}(f_k)| \cdot |F_{nk}| \cdot e^{i[\Theta_{nr}(f_k) + \phi_{nk}]} e^{2\pi i f_k t}$$

Equation (29) shows that the net acceleration depends upon both the phase angle changes which take place along the structural transmission paths and the relative phase angles of the applied forces. When the mean-square value $\ddot{W}_r^2(t)$ of the net acceleration is to be determined, it is necessary to take the time average of the square of the real value of $\ddot{W}_r(t)$, that is

$$\ddot{W}_r^2(t) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \left[ \Re \{\ddot{W}_r(t)\} \right]^2 dt$$

(21)

where $\Re \{\ddot{W}_r(t)\}$ denotes the real part of $\ddot{W}_r(t)$
Substituting Equation (20) into Equation (21), and noting that response components of different frequencies are uncorrelated, gives the following expression for the mean-square value of \( \ddot{W}_i(t) \),

\[
\overline{\ddot{W}_i^2(t)} = \frac{1}{2} \sum_k \sum_n \left| a_{nr}(f_k) \right|^2 \left| F_{nk} \right|^2
\]

\[
= \frac{1}{2} \sum_k \sum_n \sum_m \left| a_{nr}(f_k) \right| \left| a_{mr}(f_k) \right| \left| F_{nk} \right| \left| F_{mk} \right| \cos \left[ \theta_{nr}(f_k) - \theta_{mr}(f_k) + \phi_{nk} - \phi_{mk} \right]
\]

Equation (22) shows that the mean-square value of the net acceleration response is equal to the summation of mean-square response components and crosscorrelations of response components. The quantity

\[
\frac{1}{2} \left| a_{nr}(f_k) \right|^2 \left| F_{nk} \right|^2
\]

is the mean-square response at \( \vec{y}_i \) due to an input force at \( \vec{x}_n \) which is harmonic at frequency \( f_k \) and which has an amplitude of \( \left| F_{nk} \right| \). The terms within the second set of summations in Equation (22) are the crosscorrelations of responses at \( \vec{y}_i \), for the same frequency \( f_k \), but for excitations at points \( \vec{x}_n \) and \( \vec{x}_m \).

It is seen that the magnitudes of the crosscorrelation terms are dependent upon the phase angle differences \( \left[ \theta_{nr}(f_k) - \theta_{mr}(f_k) \right] \) which occur for different structural paths and upon the phase angle differences \( \left[ \phi_{nk} - \phi_{mk} \right] \) between the forces applied at \( \vec{x}_n \) and \( \vec{x}_m \). Clearly the crosscorrelation terms in Equation (22) are exactly equal to zero only for the two special cases in which either there is only one applied force or the phase angles are such that the argument of the cosine term in Equation (22) is equal to \( \pi/2 \), or an odd multiple thereof. In the special case
when all of the forces are in phase and all transmission paths cause the same phase angle, the argument of the cosine in Equation (22) is equal to zero, and the mean-square response expression reduces to the form

$$\bar{W}^2_r(t) = \frac{1}{2} \sum_k \left[ \sum_n \left| a_{nr}(f_k) \right| \cdot |F_{nk}| \right]^2$$  \hspace{1cm} (23)

Further, it is to be noted in Equation (22) that the mean-square terms are positive and thus each mean-square response component adds to the value of \( \bar{W}^2_r(t) \). The presence of the cosine factor in the crosscorrelation terms can lead to negative valued cross-correlation terms, so that in some instances, crosscorrelation terms tend to reduce the magnitude of \( \bar{W}^2_r(t) \). In fact, it is possible for the crosscorrelation terms to be of such a magnitude and sign that the total mean-square response is equal to zero.

This can be demonstrated for the following elementary example. Consider the rigid bar, shown in Figure 4, which has a large number of applied forces \( F_n(t) \), all of which are harmonic at the same frequency, and have the same amplitude \( |F| \).

The bar is assumed to be free to translate but constrained in pitch. The transfer functions \( \alpha_{nr}(f_k) \) for this case are equal to \( 1/M \) where \( M \) is the mass of the beam; the structural phase angles \( \Theta_{nr}(f_k) \) can be set equal to zero; and the force amplitudes \( |F_{nk}| \) can be replaced by \( |F| \). Thus if there are \( N \) such forces, the mean-square acceleration response \( \bar{W}^2(t) \) in Equation (12) can be written in the form

$$\bar{W}^2(t) = \frac{|F|^2}{2M^2} \left[ \sum_{n=1}^{N} \sum_{m=1}^{N} \cos (\phi_n - \phi_m) \right] \hspace{1cm} (24)$$

where \( \phi_n \) and \( \phi_m \) denote phase angles of the applied forces. If the phase angles \( \phi_n \) have a uniform probability of occurrence in the range from 0 to \( 2\pi \), then the double summation in Equation (24) is approximately equal to \( -N \); and it is easily shown that when the phase angles are uniformly distributed between 0 and \( 2\pi \), this double
summation is exactly equal to -N when N is an even integer. Thus, in this case the summation of all of the crosscorrelation terms is equal in magnitude to the summation of all of the mean-square terms in Equation (22) and there is no net response.

Crosscorrelation of Acceleration Response

In analyzing vibration responses of structural systems, it is often of interest to determine the crosscorrelation of the responses at two different points of the structure for a given loading. Consider once again that point forces \( F_n(t) \) are applied to the structure at \( \mathbf{x}_n \), and consider the net acceleration responses \( \ddot{W}_r(t) \) at \( \mathbf{y}_r \) and \( \ddot{W}_s(t) \) at \( \mathbf{y}_s \). The expression for \( \ddot{W}_r(t) \) is given by Equation (4) and the comparable equation for \( \ddot{W}_s(t) \) is

\[
\ddot{W}_s(t) = \sum_k \sum_m a_{ms}(f_k) \cdot F_{mk}(t) \quad (25)
\]

The crosscorrelation of these two acceleration responses is denoted by \( \Gamma_{rs}(\tau) \) and can be defined as follows

\[
\Gamma_{rs}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \Re \left[ \ddot{W}_r(t) \right] \Re \left[ \ddot{W}_s(t + \tau) \right] \, dt \quad (26)
\]

where \( \Re \left[ \cdot \right] \) denotes the real part. It is clear from the form of \( \ddot{W}_r(t) \) in Equation (20) that the real part of \( \ddot{W}_r(t) \) is

\[
\Re \left[ \ddot{W}_r(t) \right] = \sum_k \sum_n \left| a_{nr}(f_k) \right| \cdot \left| F_{nk} \right| \cos \left[ 2\pi f_k t + \theta_{nr}(f_k) + \phi_{nk} \right] \quad (27)
\]

Similarly for the real part of \( \ddot{W}_s(t) \).
Substituting Equations (27) and (28) into Equation (26), performing the necessary integrations, and noting that the response components of different frequencies are uncorrelated, gives the following expression for the crosscorrelation function $I_{rs}(\tau)$

$$I_{rs}(\tau) = \frac{1}{2} \sum_k \sum_n \sum_m |a_{ni}(f_k)| \cdot |a_{ms}(f_k)| \cdot |F_{nk}| \cdot |F_{mk}| \cdot cos \left[ 2\pi f_k (t + \tau) + \theta_{ns}(f_k) + \phi_{mk} - \phi_{nk} \right]$$

(29)

It is seen that Equation (29) reduces to the mean-square response given by Equation (22) when $\gamma_s$, $\gamma_t$, and $\tau = 0$.

**POINT FORCE RANDOM EXCITATION**

**Definitions and Approach**

The acceleration response $\ddot{W}_r(t)$ at the point $\mathbf{y}_r$ on a structure subjected to randomly varying forces $F_n(t)$ applied at the points $\mathbf{z}_n$ can be described by the methods of harmonic analysis.

Consider the excitation forces $F_n(t)$ and the response $\ddot{W}_r(t)$ to be stationary random processes, and assume that they began at $t = -\infty$. In a strict sense, the Fourier transform of $\ddot{W}_r(t)$ cannot be defined over an infinite time interval for a stationary process. However, the Fourier transform of $\ddot{W}_r(t)$ can be defined for that part of $\ddot{W}_r(t)$ over the interval $-T/2 < t < T/2$, assuming, of course, that
\( \ddot{W}_r(t) \) is zero for all other times. Hence, letting \( \dot{W}_r(t) \) represent the response in the above time interval, the mean-square value of \( \dot{W}_r(t)^2 \) of \( \dot{W}_r(t) \) can be expressed in terms of its Fourier transform \( A_{rT}(f) \) as follows.

\[
\overline{\dot{W}_r^2(t)} = \frac{1}{T} \int_{-T/2}^{T/2} \dot{W}_r^2(t) \, dt
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} \dot{W}_r^2(t) \, dt
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} \dot{W}_r(t) \, \dot{W}_r(t) \, dt
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} \dot{W}_r(t) \int_{-\infty}^{\infty} A_{rT}(f) \, e^{i2\pi ft} \, df \, dt
\]

Integrating first with respect to time gives

\[
\overline{\dot{W}_r^2(t)} = \frac{1}{T} \int_{-\infty}^{\infty} A_{rT}(f) \int_{-\infty}^{\infty} \dot{W}_r(t) \, e^{i2\pi ft} \, df \, dt
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} A_{rT}(f) \, A_{rT}^*(f) \, df
\]

where \( A_{rT}^*(f) \) is the complex conjugate of \( A_{rT}(f) \), so that

\[
\overline{\dot{W}_r^2(t)} = \frac{2}{T} \int_{-\infty}^{\infty} \left| A_{rT}(f) \right|^2 \, df
\]

Let \( T \to \infty \), and an expression for the mean square value of \( \dot{W}_r(t) \) results.
\[
\overline{W_r^2(t)} = \int_0^\infty \text{Lim}_{T \to \infty} \left[ \frac{2}{T} \left| A_{f_1}(f) \right|^2 \right] df.
\]

\[
\overline{W_r^2(t)} = \int_0^\infty S_r(f) df.
\] (30)

where \( S_r(f) \) is defined as the spectral density (S.D.) of the response \( W_r(t) \).

Therefore, in computing the mean-square value \( \overline{W_r^2(t)} \) of the response \( W_r(t) \) it is seen that the spectral density \( S_r(f) \) must be determined. The spectral density \( S_r(f) \) indicates the distribution of the harmonic content of \( W_r(t) \).

The S.D. \( S_r(f) \), however, can be determined from a knowledge of the autocorrelation function \( I_r(\tau) \) of the response \( W_r(t) \) and the use of the Wiener – Khinchin relations. The autocorrelation function \( I_r(\tau) \) is defined in terms of the response \( W_r(t) \) as

\[
I_r(\tau) = \text{Lim}_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} W_r(t) W_r(t + \tau) dt.
\] (31)

In general, the notation for time average will be simplified as follows

\[
I_r(\tau) = \overline{W_r(t) W_r(t + \tau)}.
\] (32)

The autocorrelation \( I_r(\tau) \) and the spectral density \( S_r(f) \) of the response \( W_r(t) \) are Fourier transform pairs, so that
\[ S_f(f) = 2 \int_{-\infty}^{\infty} I_f(\tau) e^{-i2\pi ft} \, d\tau, \]

\[ I_f(\tau) = \frac{1}{2} \int_{-\infty}^{\infty} S_f(f) e^{i2\pi ft} \, df, \]

and these expressions are known as the Wiener-Khinchin relations.

In order to develop further these expressions for response, it is necessary to relate the response to the excitation forces using the transfer characteristics of the structure.

The force-to-acceleration transfer function \( \alpha_{nt}(f) \) and the unit impulse response function \( h_{nr}(t) \) completely describe the dynamical properties of the structural paths between the points \( \mathbf{x}_n \), where the forces \( F_n(t) \) are applied, and the points \( \mathbf{y}_r \), where the responses are being considered. The response \( \ddot{W}_r(t) \) can be defined in terms of the unit-impulse response function \( h_{nr}(t) \) and the applied forces \( F_n(t) \) by use of the convolution integral

\[ \ddot{W}_r(t) = \sum_n \frac{(2\pi f)^2}{2} \int_{0}^{\infty} h_{nr}(\tau) F_n(t-\tau) \, d\tau. \] (34)

Further, the transfer function \( \alpha_{nt}(f) \) is defined in terms of the Fourier transform of the unit-impulse response function \( h_{nt}(t) \),

\[ \alpha_{nt}(f) = \frac{-i}{2\pi f} \int_{0}^{\infty} h_{nt}(\tau) e^{-i2\pi f \tau} \, d\tau. \] (35)
Substituting the inverse Fourier transform

\[ h_{nt}(\tau) = \int_{0}^{\infty} \frac{a_{nt}(f)e^{i2\pi ft}}{(2\pi f)^2} \, df \]  

(36)

into equation (34), the expression for the acceleration response becomes

\[ \ddot{W}_r(t) = \sum_{n} \frac{(2\pi f)^2}{(2\pi f)^2} \int_{0}^{\infty} \int_{0}^{\infty} \frac{a_{nt}(f)e^{i2\pi ft}}{(2\pi f)^2} F(t-\tau) \, df \, d\tau. \]

(37)

However, a more convenient approach would involve the development of an expression for the autocorrelation \( \Gamma_r(\tau) \) of \( \dot{W}_r(t) \) in terms of the autocorrelations \( \Gamma_m(\tau), \Gamma_n(\tau), \) the crosscorrelations \( \Gamma_{mn}(\tau) \) of the applied forces \( F_m(t), F_n(t) \) and the unit-impulse transfer functions \( h_m(t) \) and \( h_n(t) \). The crosscorrelation \( \Gamma_{mn}(\tau) \) of the forces \( F_m(t) \) and \( F_n(t) \) is defined as

\[ \Gamma_{mn}(\tau) = \frac{F_m(t)F_n(t+\tau)}{F_m(t)F_n(t+\tau)}. \]

(38)

The spectral density \( S_f(f) \) of \( \dot{W}_r(t) \) can then be related to the spectral densities \( S_m(f), S_n(f) \), the cross-spectral densities \( S_{mn}(f) \) of the forces \( F_m(t), F_n(t) \), and the transfer functions \( a_{nr}(f), a_{nt}(f) \) and their complex conjugates. The relation between crosscorrelation and C.S.D. is

\[ S_{mn}(f) = 2 \int_{-\infty}^{\infty} \Gamma_{mn}(\tau) e^{-i2\pi ft} \, d\tau \]

(39)
In analyzing the vibrations of complex structure it is often of interest to determine the crosscorrelation \( \Gamma_{rs}(\tau) \) and cross-spectral densities \( S_{rs}(f) \) of the acceleration responses \( \ddot{W}_r(t) \) and \( \ddot{W}_s(t) \) at the two points \( \vec{y}_r \) and \( \vec{y}_s \). These crosscorrelations are defined as

\[
\Gamma_{rs}(\tau) = \frac{\ddot{W}_r(t) \ddot{W}_s(t + \tau)}{\ddot{W}_r^2(t) + \ddot{W}_s^2(t + \tau)}.
\]  

(40)

and the C.S.D. of the two responses is defined as

\[
S_{rs}(f) = 2 \int_0^\infty \Gamma_{rs}(\tau) e^{-i2\pi ft} d\tau.
\]  

(41)

For example, knowledge of the above relations allows a complete description of the responses at various points within a structural compartment of a vehicle excited by multiple external forces. Also, a particular structural path may be traced by use of crosscorrelations \( \Gamma_{rs}(\tau) \) or cross-spectral densities \( S_{rs}(f) \) of the difference of the responses \( \ddot{W}_r(t) \) and \( \ddot{W}_s(t) \) at two different points \( \vec{y}_r \) and \( \vec{y}_s \). Such crosscorrelations and cross-spectral densities are defined by the equations

\[
\Gamma_{rs}(\tau) = \frac{\ddot{W}_r(t) \ddot{W}_s(t + \tau)}{\ddot{W}_r^2(t) + \ddot{W}_s^2(t + \tau)} - \frac{\ddot{W}_r(t - \tau) \ddot{W}_s(t - \tau)}{\ddot{W}_r^2(t - \tau) + \ddot{W}_s^2(t - \tau)}
\]

(42)

\[
S_{rs}(f) = 2 \int_0^\infty \Gamma_{rs}(\tau) e^{-i2\pi ft} d\tau.
\]  

(43)

The various expressions given above are developed in detail in the discussions to follow.
A. Autocorrelation and Spectral Density of Excitation and Response

The autocorrelation \( \Gamma_f(r) \) of the acceleration response \( \ddot{y}_r(t) \) at a single point \( y_r \) due to a single force \( F_n(t) \) at a point \( x_n \) is obtained by substituting Equation (34) into Equation (32) and rearranging

\[
\Gamma_f(r) = \frac{\overline{\ddot{y}_r(t) \ddot{y}_r(t + r)}}{\overline{\ddot{y}_r(t) \ddot{y}_r(t + r)}}
\]

\[
- \int_{-\infty}^{\infty} (2\pi f)^2 h_{nr}(\tau_1) \int_{-\infty}^{\infty} (2\pi f)^2 h_{nr}(\tau_2) F_n(t - \tau_1) F_n(t + \tau - \tau_2) d\tau_2 d\tau_1
\]

For stationary processes, a change in the origin of \( t \) will make no change in the measured quantity. Therefore

\[
\Gamma_f(r) = (2\pi f)^4 \int_{-\infty}^{\infty} h_{nr}(\tau_1) \int_{-\infty}^{\infty} h_{nr}(\tau_2) \Gamma_n(\tau_1 - \tau_2 + r) d\tau_2 d\tau_1
\]

(44)

This relationship between the autocorrelation \( \Gamma_f(r) \) of the response and the autocorrelation \( \Gamma_n(\tau) \) of the force is not a simple one. However, the difficult relationship above will result in a simple relation between the spectral density \( S_f(f) \) of the response and the spectral density \( S_n(f) \) of the input force by using the Fourier transform relation of Equation (33).

\[
S_f(f) = 2 \int_{-\infty}^{\infty} \Gamma_f(r) e^{-i2\pi f r} dr
\]

\[
2 \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} (2\pi f)^2 h_{nr}(\tau_1) \int_{-\infty}^{\infty} (2\pi f)^2 h_{nr}(\tau_2) \Gamma_n(\tau_1 - \tau_2 + r) d\tau_2 d\tau_1 \right] e^{-i2\pi f r} dr
\]
Rearranging this integral gives

\[ S_r(f) = \int_0^\infty (2\pi f)^2 h_{nr}(\tau_1) e^{i2\pi f \tau_1} d\tau_1 \int_0^\infty (2\pi f)^2 h_{nr}(\tau_2) e^{-i2\pi f \tau_2} d\tau_2. \]

\[ \times 2 \int_{-\infty}^\infty l_n(\tau_1 - \tau_2 + \tau) e^{-i2\pi f(\tau_1 - \tau_2 + \tau)} d(\tau_1 - \tau_2 + \tau), \]

and, finally, from Equations (35) and (33), this expression reduces to

\[ S_r(f) = a_{nr}^*(f) a_{nr}(f) S_n(f) \]

or

\[ S_r(f) = \left| a_{nr}(f) \right|^2 S_n(f) \tag{45} \]

B. Response of Single Degree-of-Freedom System

Consider now the single degree of freedom system shown in Figure 2 and assume that the applied force is random. In order to maintain the same notation as that used above, the spectral density of the acceleration response of the mass is denoted by \( \dot{W}_r(t) \) and the spectral density of the applied force is denoted by \( S_n(f) \). Substituting Equation (9) into Equation (45) gives the following relationship between the spectral densities of response and excitation

\[ S_r(f) = \frac{(2\pi f)^4 S_n(f) / k^2}{\left[ 1 - \left( \frac{f}{f_0} \right)^2 \right]^2 \left( \frac{f}{f_0} \right)^2 Q^2 \left( \frac{f}{f_0} \right)^2} \tag{46} \]

where \( f_0 \) is the resonant frequency and \( k \) the spring constant for the single degree-of-freedom system.
The mean-square value of the response \( \ddot{W}_r(t) \) can be obtained by integrating Equation (46) over all frequencies,

\[
\ddot{W}_r^2(t) = \int_0^\infty S_r(f) \, df
\]

(47)

Now, if the excitation force \( F_n(t) \) is white noise, then the spectral density \( S_r(f) \) can be replaced by the constant \( S_0 \); and for this case, Equation (46)

\[
S_r(f) = \frac{(2\pi f)^4 S_0 k^2}{\left[1 - \left(\frac{f}{f_0}\right)^2\right]^2 + \frac{1}{Q^2} \left(\frac{f}{f_0}\right)^2}
\]

(48)

And, hence, the mean-square acceleration response for the single degree-of-freedom system is given by the equation,

\[
\ddot{W}_r^2(t) = \frac{S_0}{k^2} \int_0^\infty \frac{(2\pi f)^4}{\left[1 - \left(\frac{f}{f_0}\right)^2\right]^2 + \frac{1}{Q^2} \left(\frac{f}{f_0}\right)^2} \, df
\]

which upon using residue theory gives

\[
\ddot{W}_r^2(t) = \frac{50}{4 m^2 (2\pi f_0)^3}
\]

(49)

C. Crosscorrelation and Cross-Spectral Density of Excitation and Response

The crosscorrelation \( \rho_{F_n\ddot{W}_1}(t) \) of the single input force \( F_n(t) \) and the response \( \ddot{W}_1(t) \) can be obtained by substituting Equation (34).
\[ I_{nr}(\tau) = \frac{F_n(t) \ddot{W}_r(t + \tau)}{\int_0^\infty (2\pi f)^2 h_{nr}(\tau) F_n(t + \tau - \tau_1) d\tau_1} \]

\[ = F_n(t) \int_0^{\omega_n^2} (2\pi f)^2 h_{nr}(\tau) F_n(t + \tau - \tau_1) d\tau_1 \]

\[ \int_0^\infty (2\pi f)^2 h_{nr}(\tau) F_n(t) F_n(t + \tau - \tau_1) d\tau_1 \]

\[ \Gamma_{nr}(\tau) = -(2\pi f)^2 \int_0^\infty h_{nr}(\tau) \Gamma_n(\tau - \tau_1) d\tau_1 \] (50)

which gives the crosscorrelation \( I_{nr}(\tau) \) in terms of the unit-impulse response function \( h_{nr}(t) \) and the autocorrelation \( \Gamma_n(\tau) \) of the input force \( F_n(t) \).

The cross-spectral density \( S_{nr}(f) \) of the input force \( F_n(t) \) and the response \( \ddot{W}_r(t) \) is defined, as in Equation (39), as

\[ S_{nr}(f) = 2 \int_{-\infty}^{\infty} \Gamma_{nr}(\tau) e^{-i2\pi f \tau} d\tau \]

and, from Equation (50)
The cross-spectral density $S_{nr}(f)$ of the input force $F_n(t)$ and the response $W_r(t)$ is simply the product of the transfer function $a_{nr}(f)$ and the spectral density $S_n(f)$ of the input force $F_n(t)$.

The cross-spectral density $S_{nr}(f)$ in Equation (51) can also be written in terms of the spectral density $S_f(f)$ of the response $W_r(t)$. The complex conjugate of Equation (51) is

$$S_{nr}(f) = a_{nr}^*(f) S_f(f)$$

since $S_f(f)$ is a real quantity. Multiplying Equation (51) by $a_{nr}^*(f)$

$$a_{nr}^*(f) S_{nr}(f) = a_{nr}^*(f) a_{nr}(f) S_n(f)$$

$$= |a_{nr}(f)|^2 S_n(f)$$

$$= S_f(f)$$
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Hence,

\[ S_{nr}(f) = \frac{1}{\alpha_{nr}(f)} S_r(f) \]  

(53)

The spectral density of white noise is a constant \( S \). Thus, the cross-spectral density of the acceleration response \( \hat{W}_r(t) \) of a point \( \vec{y}_r \) on a structure excited by white noise is from Equation (51)

\[ S_{nr}(f) = a_{nr}(f) S \]  

(54)

The cross-spectral density \( S_{nr}(f) \) has the same form as the transfer function \( a_{nr}(f) \).

The crosscorrelation function \( \Gamma_n(\tau) \) of the white noise excitation and the response \( W_r(t) \), using the definition of the autocorrelation \( \Gamma_n(\tau) \) of white noise given by Equation (A.10) Appendix A, as

\[ \Gamma_n(\tau) \approx \frac{1}{2} S \delta(\tau), \]

is written as

\[ \Gamma_{nr}(\tau) = (2\pi f)^2 \int_0^\infty h_{nr}(\tau_1) \Gamma_n(\tau - \tau_1) d\tau_1 \]

\[ - \frac{(2\pi f)^2}{2} \int_0^\infty h_{nr}(\tau_1) S \delta(\tau - \tau_1) d\tau_1 \]

\[ \Gamma_{nr}(\tau) \approx 2\pi^2 f^2 S h_{nr}(\tau). \]  

(55)
For white noise excitation, therefore, the crosscorrelation of excitation and response has the form of the unit impulse response function $h_{nr}(\tau)$.

The above result has application as a good experimental method for determining the vibration transfer characteristics of structures.

---

Response of Multiple Points Due to Multiple Loadings

A. Autocorrelation and Spectral Density of the Response to Multiple Loadings

The autocorrelation $\Gamma_r(\tau)$ of the acceleration response $\ddot{W}_r(t)$ at a single point $y_r$ on a structure subjected to three forces $F_1(t)$, $F_2(t)$ and $F_3(t)$ which are applied at points $x_1$, $x_2$ and $x_3$, respectively, is expanded from Equation (32) by substituting from Equation (34)

$$\Gamma_r(\tau) = \frac{\ddot{W}_r(t) \ddot{W}_r(t+\tau)}{(2\pi)^4 \int_0^\infty \left[ h_{1r}(\tau_1) F_1(t-\tau_1) + h_{2r}(\tau_1) F_2(t-\tau_1) + h_{3r}(\tau_1) F_3(t-\tau_1) \right] \, d\tau}$$

and multiplying and rearranging,

$$\Gamma_r(\tau) = \frac{3}{(2\pi)^4} \sum_{m=1}^{3} \sum_{n=1}^{3} \int_0^\infty h_{mr}(\tau_1) \left[ \int_0^\infty h_{nr}(\tau_2) F_m(t) F_n(t+\tau_1-\tau_2+\tau) \, d\tau_2 \right]$$

and

$$\int_0^\infty h_{mr}(\tau_1) \int_0^\infty h_{nr}(\tau_2) F_m(t) F_n(t+\tau_1-\tau_2+\tau) \, d\tau_2$$
And, since

\[ I_{mn}(\tau_1 - \tau_2 + \tau) = F_m(t) F_n(t + \tau_1 - \tau_2 + \tau) \]

then,

\[ I_r(\tau) = (2\pi f)^4 \sum_{m} \sum_{n} \int_{0}^{\infty} h_{mr}(\tau_1) \left[ \int_{0}^{\infty} h_{nr}(\tau_2) I_{mn}(\tau_1 - \tau_2 + \tau) \, d\tau_2 \right] d\tau_1 \]  \hspace{1cm} (56)

The autocorrelation function \( I_r(\tau) \) of the response to three input random forces is now written in terms of the three autocorrelation functions \( I_1(\tau) \) and the six crosscorrelation functions \( I_{mn}(\tau) \) of the applied forces \( F_m(t) \) and \( F_n(t) \) and the appropriate unit-impulse response functions \( h_{mr}(\tau) \).

The spectral density \( S_r(f) \) of the response \( W(t) \) is determined from the Fourier transform relation

\[ S_r(f) = 2 \int_{-\infty}^{\infty} I_r(\tau) e^{-i2\pi ft} \, d\tau \]

\[ = (2\pi f)^4 \sum_{m} \sum_{n} \int_{-\infty}^{\infty} h_{mr}(\tau_1) \left[ \int_{0}^{\infty} h_{nr}(\tau_2) I_{mn}(\tau_1 - \tau_2 + \tau) \, d\tau_2 \right] e^{-i2\pi ft} \, d\tau_1 \]

\[ = (2\pi f)^4 \sum_{m} \sum_{n} \int_{-\infty}^{\infty} h_{mr}(\tau_1) e^{i2\pi ft_1} \, d\tau_1 \int_{0}^{\infty} h_{nr}(\tau_2) e^{-i2\pi ft_2} \, d\tau_2 \]

\[ = 2 \int_{-\infty}^{\infty} I_{mn}(\tau_1 - \tau_2 + \tau) e^{-i2\pi ft_1} \, d\tau_1 \int_{0}^{\infty} h_{nr}(\tau_2) e^{-i2\pi ft_2} \, d\tau_2 \]
\[ S_r(f) = \sum_{m=1}^{3} \sum_{n=1}^{3} a^*_{mr}(f) a_{nr}(f) S_{mn}(f), \quad (57) \]

where

\[ S_{mn}(f) = 2 \int_{-\infty}^{\infty} \Gamma_{mn}(\tau) e^{-i2\pi f \tau} d\tau \]

is the cross-spectral density of the applied forces \( F_m(t) \) and \( F_n(t) \).

Now, in general the autocorrelation \( \Gamma_n(\tau) \) and spectral density \( S_r(f) \) of \( W_r(t) \) to \( N \) applied forces \( F_n(t) \) are, respectively,

\[ I_r(\tau) = (2\pi f)^4 \sum_{m=1}^{N} \sum_{n=1}^{N} \int_0^{\infty} h_{mr}(\tau_1) \int_0^{\infty} h_{nr}(\tau_2) \Gamma_{mn} (\tau_1 - \tau_2, \tau_1) d\tau_2 d\tau_1 \quad (58) \]

and

\[ S_r(f) = \sum_{m=1}^{N} \sum_{n=1}^{N} a^*_{mr}(f) a_{nr}(f) S_{mn}(f). \quad (59) \]

To illustrate the effect of crosscorrelation on the response of a point in a structure, consider the previous case of the three forces, where (1) the three forces are independent and no crosscorrelations exist between the forces, and (2) the three forces are perfectly correlated and have identical spectral densities. In the first case, the spectral density of the response is

\[ S_r(f) = 3 \sum_{m=1}^{3} \left| a_{mr}(f) \right|^2 S_m(f). \quad (60) \]
Now, let \( S_1(f) = S_2(f) - S_3(f) = S \), and the spectral density of the response in the second case becomes

\[
S_r(f) = \sum_{m=1}^{3} \sum_{n=1}^{3} a_{mr}^*(f) a_{nr}(f) \cdot S
\]

\[
= \left[ \sum_{m=1}^{3} a_{mr}^*(f) \right] \cdot \left[ \sum_{n=1}^{3} a_{nr}(f) \right] \cdot S
\]

\[
= \left\| \sum_{m=1}^{3} a_{mr}(f) \right\|^2 \cdot S
\]

\[
S_r(f) = \sum_{m=1}^{3} \left\| a_{mr}(f) \right\|^2 \cdot S + \sum_{m=1}^{3} \sum_{n=1}^{3} \left| a_{mr}(f) \right| \left| a_{nr}(f) \right| \cos \theta_{mn} \cdot S
\]

where \( \theta_{mn} \) are the relative phase angles between each pair of transfer functions at the particular frequency \( f \).

Therefore, it is seen that when there is correlation between the applied forces the spectral density of the response at any frequency depends upon the relative phase angles between the transfer functions of the structural paths. And, when no correlation exists, the relative phase angles have no effect on the response magnitude.

B. Crosscorrelation and Cross-Spectral Density of Two Responses to Multiple Loadings

Consider the responses \( \hat{W}_r(t) \) and \( \hat{W}_s(t) \) at points \( \gamma_r \) and \( \gamma_s \) to three input random forces \( F_1(t), F_2(t) \) and \( F_3(t) \) applied at points \( \vec{x}_1, \vec{x}_2 \) and \( \vec{x}_3 \), respectively. The crosscorrelation function \( \Gamma_{rs}(\tau) \) of the responses \( \hat{W}_r(t) \) and \( \hat{W}_s(t) \) can be obtained by expanding the responses as before from Equation (34)
\[
\gamma_{rs}(\tau) = \frac{\tilde{W}_f(t) \tilde{W}_s(t + \tau)}{(2\pi)^4} \\
= \int_0^\infty h_{1s}(\tau_1) F_1(t - \tau_1) + h_{2s}(\tau_1) F_2(t - \tau_1) + h_{3s}(\tau_1) F_3(t - \tau_1) \, d\tau_1 \\
\cdot \int_0^\infty h_{1s}(\tau_2) F_1(t - \tau_2 + \tau) + h_{2s}(\tau_2) F_2(t - \tau_2 + \tau) + h_{3s}(\tau_2) F_3(t - \tau_2 + \tau) \, d\tau_2
\]

Multiplying and rearranging, gives
\[
I_{is}(f) = (2\pi f)^4 \sum_{m=1}^3 \sum_{n=1}^3 \int_0^\infty h_{ns}(\tau_1) \int_0^\infty h_{ns}(\tau_2) \gamma_{mn}(\tau_1 - \tau_2 + \tau) \, d\tau_2 \, d\tau_1 \tag{62}
\]

Similarly, the cross-spectral density \(S_{rs}(f)\) is
\[
S_{rs}(f) = \sum_{m=1}^3 \sum_{n=1}^3 a_{mr}^*(f) a_{ns}(f) S_{mn}(f) \tag{63}
\]

Obviously the extension of Equations (62) and (63) to the case of \(N\) random loadings yields
\[
I_{rs}(f) = (2\pi f)^4 \sum_{m=1}^N \sum_{n=1}^N \int_0^\infty h_{mr}(\tau_1) \int_0^\infty h_{ns}(\tau_2) \gamma_{mn}(\tau_1 - \tau_2 + \tau) \, d\tau_2 \, d\tau_1 \tag{64}
\]

and
\[
S_{rs}(f) = \sum_{m=1}^N \sum_{n=1}^N a_{mr}^*(f) a_{ns}(f) S_{mn}(f), \tag{65}
\]
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This completes the general theory describing the response of multiple structural points excited by multiple random loadings applied at other structural points. A description of the responses at many internal points of a structural segment, such as, a compartment, etc., relating each response $\hat{W}_i(t)$ to each response $\hat{W}_s(t)$, and to each input force $F_m(t)$ as well, can be obtained.

C. Crosscorrelation and Cross-Spectral Density of Beam Responses

Consider the uniform beam of length $L$, shown in Figure 5 with normal modes $\phi_q(y)$ and natural frequencies $f_q$. The generalized mass $M_q$ in each mode is

$$M_q = \int_0^L \phi_q(y) m \, dy$$

where $m$ is the mass per unit length of the beam. The cross-spectral density of the acceleration responses $\hat{W}_r(t)$ and $\hat{W}_s(t)$ at $\gamma_r$ and $\gamma_s$ due to an input random force $F_n(t)$ at $\gamma_n$ is,

$$S_{rs}(f) = \alpha^*_{nr}(f) \alpha_{ns}(f) S_n(f).$$

Writing the transfer function in complex form

$$\alpha_{mr}(f) = \sum_q \frac{\phi_q(\gamma_m) \phi_q(\gamma_r)}{M_q} \left\{ \frac{f^2}{f^2 + \frac{1}{2\pi M_q}} \right\}$$

$$\sum_q \frac{\phi_q(\gamma_m) \phi_q(\gamma_r)}{M_q} \left\{ \frac{\left(\frac{f}{f_q}\right)^2}{1 - \left(\frac{f}{f_q}\right)^2 + \frac{ic}{2\pi M_q f_q} \left(\frac{f}{f_q}\right)} \right\}$$

$$= \frac{\alpha_{mr}(f)}{M_q}$$
\[ \alpha_{mt}(f) \sum_{q} \frac{\phi_{q}(y_{m}) \phi_{q}(y_{r})}{M_{q}} \begin{bmatrix} \left( \frac{f}{f_{q}} \right)^{2} - \left( \frac{f}{f_{q}} \right)^{4} - \frac{i}{Q} \left( \frac{f}{f_{q}} \right)^{3} \\ \left[ 1 - \left( \frac{f}{f_{q}} \right)^{2} \right]^{2} - \frac{1}{Q^{2}} \left( \frac{f}{f_{q}} \right)^{2} \end{bmatrix} \] (66)

\[ \alpha_{mt}(f) \sum_{q} \left( R_{mqr} \left( \frac{f}{f_{q}} \right) - i X_{mqr} \left( \frac{f}{f_{q}} \right) \right) \] (67)

where

\[ R_{mqr} \left( \frac{f}{f_{q}} \right) = \frac{\phi_{q}(y_{m}) \phi_{q}(y_{r})}{M_{q}} \begin{bmatrix} \left( \frac{f}{f_{q}} \right)^{2} \left[ 1 - \left( \frac{f}{f_{q}} \right)^{2} \right] \\ \left[ 1 - \left( \frac{f}{f_{q}} \right)^{2} \right]^{2} - \frac{1}{Q^{2}} \left( \frac{f}{f_{q}} \right) \end{bmatrix} \] (68)

\[ X_{mqr} \left( \frac{f}{f_{q}} \right) = -\frac{\phi_{q}(y_{m}) \phi_{q}(y_{r})}{M_{q}} \begin{bmatrix} \frac{1}{Q} \left( \frac{f}{f_{q}} \right)^{3} \\ \left[ 1 - \left( \frac{f}{f_{q}} \right)^{2} \right]^{2} - \frac{1}{Q^{2}} \left( \frac{f}{f_{q}} \right) \end{bmatrix} \] (69)

and substituting

\[ S_{rs}(f) = \left[ \sum_{q} \left( R_{mqr} - i X_{mqr} \right) \right] \left[ \sum_{i} \left( R_{mri} - i X_{mri} \right) \right] S_{in}(f) \] (70)
expanding and rearranging

\[ S_{1s}(f) = \left[ \sum_q R_{mq} \sum_i R_{ms} + \sum_q X_{mq} \sum_i X_{ms} \right] \]

\[ - i \left\{ \sum_q R_{mq} \sum_i X_{ms} - \sum_q X_{mq} \sum_i R_{ms} \right\} \] \[ S_m(f) \] \hspace{0.5cm} (71)

which is in general complex and cannot be simplified any further because of the product terms.

Simplifications result, however, from the assumptions that the structural damping is small and that the response peaks are well separated. Then the product terms where \( q = i \) predominate over those where \( q \neq i \), and, therefore, the latter can be neglected. Hence,

\[ S_{1s}(f) \sim \left[ \sum_q R_{mq} R_{ms} + \sum_q X_{mq} X_{ms} \right] \]

\[ - i \left\{ \sum_q R_{mq} X_{ms} - \sum_q X_{mq} R_{ms} \right\} \] \[ S_m(f) \] \hspace{0.5cm} (72)
D. Response at Two Points Due to Two Input Forces

Now, consider the problem of computing the crosscorrelation of two acceleration responses $\ddot{W}_f(t)$ and $\ddot{W}_s(t)$ at points $\gamma_f$ and $\gamma_s$ on a structure excited by two input forces $F_m(t)$ and $F_n(t)$ applied at points $\gamma_m$ and $\gamma_n$. The unit-impulse response functions $h_{mf}(t)$, $h_{ms}(t)$, $h_{nr}(t)$ and $h_{ns}(t)$ describe the dynamic characteristics of the structure between the points $\gamma_f$, $\gamma_s$ and $\gamma_m$, $\gamma_n$. Figure 6 schematically illustrates the problem.

From Equation (64) the form of the crosscorrelation function $\Gamma_{fs}(\tau)$ is

$$\Gamma_{fs}(\tau) = (2\pi f)^4 \left[ \sum_{m=1}^{2} \sum_{n=1}^{2} \int_{-\infty}^{\infty} h_{mf}(\tau_1) \int_{-\infty}^{\infty} h_{ns}(\tau_2) I_{mn}(\tau_1 - \tau_2 + \tau) d\tau_2 d\tau_1 \right]$$

Hence,

$$\Gamma_{fs}(\tau) = (2\pi f)^4 \left[ \int_{-\infty}^{\infty} h_{mf}(\tau_1) \int_{-\infty}^{\infty} h_{ms}(\tau_2) I_{mn}(\tau_1 - \tau_2 + \tau) d\tau_2 d\tau_1 \right.$$

$$+ \int_{-\infty}^{\infty} h_{nr}(\tau_1) \int_{-\infty}^{\infty} h_{ns}(\tau_2) I_{nm}(\tau_1 - \tau_2 + \tau) d\tau_2 d\tau_1$$

$$+ \int_{-\infty}^{\infty} h_{mr}(\tau_1) \int_{-\infty}^{\infty} h_{ns}(\tau_2) I_{nm}(\tau_1 - \tau_2 + \tau) d\tau_2 d\tau_1$$

$$+ \int_{-\infty}^{\infty} h_{mr}(\tau_1) \int_{-\infty}^{\infty} h_{ns}(\tau_2) I_{nm}(\tau_1 - \tau_2 + \tau) d\tau_2 d\tau_1 \right]$$

(73)

Now, let $\tau_2 = \tau_1 + \tau$ in Equation (73)
The crosscorrelation function \( I_{ns} \) of the unit-impulse response functions \( h_{ms}(\tau_1) \) and \( h_{ns}(t - \tau_1) \) is defined as:

\[
I_{ms,ns}(t) = (2\pi)^4 \int_{-\infty}^{\infty} h_{ms}(\tau_1) h_{ns}(t - \tau_1) d\tau_1
\]  

(74)

Thus, Equation (74) becomes:

\[
I_{ms,ns}(t) = (2\pi)^4 \int_{-\infty}^{\infty} h_{ns}(t - \tau_1) h_{ms}(\tau_1) d\tau_1
\]  

(75)
\[
\Gamma_{rs}(\tau) = \int_{-\infty}^{\infty} \Gamma_{mr, ms}(t) \Gamma_{mm}(\tau - t) \, dt + \int_{-\infty}^{\infty} \Gamma_{mr, ns}(t) \Gamma_{nn}(\tau - t) \, dt
\]

\[
\int_{-\infty}^{\infty} \Gamma_{nr, ms}(t) \Gamma_{nm}(\tau - t) \, dt + \int_{-\infty}^{\infty} \Gamma_{nr, ns}(t) \Gamma_{nn}(\tau - t) \, dt .
\]

(76)

E. Responses of Two Single Degree-of-Freedom Systems to Impulse Excitation

Consider two linear mechanical systems each of which represents a single degree of freedom system. As shown schematically in Figure 7, an impulse input \( F_n \) is applied to the first system at time \( t = 0 \) and the resulting response at \( \gamma_r \) is \( \gamma_{mr}(t) \); while the impulse \( F_m \) is applied to the second system at time \( t = \tau \) and the resulting response at \( \gamma_s \) is \( \gamma_{ms}(t + \tau) \).

From Equation (13), it is seen that the above impulse responses are written

\[
\gamma_{mr}(t) = \begin{cases} 
\frac{F_m}{M_r 2\pi \sigma_r} e^{-2\pi \sigma_r t} \sin 2\pi \sigma_r t, & t > 0 \\
0, & t \leq 0
\end{cases}
\]

(77)

\[
\gamma_{ms}(t + \tau) = \begin{cases} 
\frac{F_m}{M_s 2\pi \sigma_s} e^{-2\pi \sigma_s (t + \tau)} \sin 2\pi \sigma_s (t + \tau), & t \geq -\tau \\
0, & t \leq -\tau
\end{cases}
\]

(78)
The crosscorrelation $\Gamma_{mr,ms}(\tau)$ of the two responses is, from Equation (75),

$$\Gamma_{mr,ms}(\tau) = \int_{-\infty}^{\infty} h_{mr}(t) h_{ms}(t+\tau) \, dt \quad (79)$$

If $\tau > 0$, then from Equations (77) and (78) the above integrand equals zero in the range $-\infty \leq t \leq 0$ so that Equation (79) reduces to

$$\Gamma_{mr,ms}(\tau) = \int_{0}^{\infty} h_{mr}(t) h_{ms}(t+\tau) \, dt, \quad \tau \geq 0 \quad (80)$$

When $\tau \leq 0$, then Equation (79) is written

$$\Gamma_{mr,ms}(-|\tau|) = \int_{-\infty}^{0} h_{mr}(t) h_{ms}(t-|\tau|) \, dt, \quad \tau \leq 0 \quad (31)$$

where, from Equations (77) and (78) it is seen that the integrand above is zero in the range $-\infty \leq t \leq -|\tau|$ so that Equation (31) reduces to

$$\Gamma_{mr,ms}(-|\tau|) = \int_{-|\tau|}^{0} h_{mr}(t) h_{ms}(t-|\tau|) \, dt, \quad \tau \leq 0$$

And, letting $t = t + |\tau|$, gives
Equations (30) and (82) are used to compute the crosscorrelation $I_{m,s}(\tau)$ of the responses $h_{m}(t)$, $h_{s}(t)$ of two single degree of freedom systems to the impulse excitation $F_{m}$.

Substituting Equations (77) and (73) into Equation (30)

$$I_{m,s}(\tau) = \frac{F^{2} e^{-\frac{2\pi}{\sigma_{s}}}}{M_{m}M_{s}4\pi^{2} \sigma_{r} \sigma_{s}} \left[ \int_{0}^{\infty} e^{-2\pi(\tau_{f} + \tau_{s})} \right]$$

and expanding by using a trigonometric identity,

$$I_{m,s}(\tau) = \frac{F^{2} e^{-\frac{2\pi}{\sigma_{s}}}}{M_{m}M_{s}4\pi^{2} \sigma_{r} \sigma_{s}} \left[ \cos 2\pi \sigma_{s} \tau \int_{0}^{\infty} e^{-2\pi(\tau_{f} + \tau_{s})} \right]$$

$$I_{m,s}(\tau) = \frac{F^{2} e^{-\frac{2\pi}{\sigma_{s}}}}{M_{m}M_{s}4\pi^{2} \sigma_{r} \sigma_{s}} \left[ \sin 2\pi \sigma_{r} \int_{0}^{\infty} e^{-2\pi(\tau_{f} + \tau_{s})} \sin 2\pi \sigma_{s} \cos 2\pi \sigma_{r} \tau \int_{0}^{\infty} e^{-2\pi(\tau_{f} + \tau_{s})} \sin 2\pi \sigma_{s} \cos 2\pi \sigma_{r} \tau \int_{0}^{\infty} e^{-2\pi(\tau_{f} + \tau_{s})} \right], \tau > 0$$
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Integrating and collecting terms

\[ I_{mr, ms} (\gamma) \cdot e^{-\frac{2\pi f}{T}} \left[ a \cos 2\pi \sigma_s \tau + b \sin 2\pi \sigma_s \tau \right], \quad \tau \geq 0 \quad (33) \]

where

\[ a = \frac{2\pi f^2}{32\pi^4 m'^4 s^4 \sigma_\sigma} \left[ \frac{1}{\gamma^2 + (\sigma_r - \sigma_s)^2} - \frac{1}{\gamma^2 + (\sigma_r + \sigma_s)^2} \right] \]

\[ b = \frac{2\pi f^2}{32\pi^4 m'^4 s^4 \sigma_\sigma} \left[ \frac{\sigma_r - \sigma_s}{\gamma^2 + (\sigma_r - \sigma_s)^2} - \frac{\sigma_r + \sigma_s}{\gamma^2 + (\sigma_r + \sigma_s)^2} \right] \]

\[ \gamma = \frac{f}{\sigma_\sigma} \]

Equation (32) shows that the corresponding expression for negative values of \( \tau \) can be obtained by interchanging the \( \sigma_r \) and \( \sigma_s \) in Equation (33) and replacing \( \tau \) with \( -\tau \).

The obvious result is

\[ I_{mr, ms} (-|\tau|) \cdot e^{-\frac{2\pi f}{T}|\tau|} \left[ c \cos 2\pi \sigma_r |\tau| + d \sin 2\pi \sigma_r |\tau| \right], \quad \tau \geq 0 \quad (34) \]

where

\[ c = \frac{2\pi f^2}{32\pi^4 m'^4 s^4 \sigma_\sigma} \left[ \frac{1}{\gamma^2 + (\sigma_r - \sigma_s)^2} - \frac{1}{\gamma^2 + (\sigma_r + \sigma_s)^2} \right] \]

\[ d = \frac{2\pi f^2}{32\pi^4 m'^4 s^4 \sigma_\sigma} \left[ \frac{\sigma_r - \sigma_s}{\gamma^2 + (\sigma_r - \sigma_s)^2} - \frac{\sigma_r + \sigma_s}{\gamma^2 + (\sigma_r + \sigma_s)^2} \right] \]

\[ \gamma = \frac{f}{\sigma_\sigma} \]
The crosscorrelation as a function of \( \tau \) is seen to be continuous, in magnitude, everywhere including \( \tau = 0 \). At \( \tau = 0 \), both Equations (33) and (34) reduce to

\[
I_{\text{mr}, ms}(0) = \frac{2\pi \gamma F_m^2}{32\pi^4 M_r M_s \sigma \sigma_s} \left[ \frac{1}{\gamma^2 + (\sigma_r - \sigma_s)^2} - \frac{1}{\gamma^2 + (\sigma_r + \sigma_s)^2} \right]
\]  

(83)

Several interesting special cases can be obtained from Equation (85). If both mechanical systems are undamped, then \( \gamma = 0 \) and

\[
I_{\text{mr}, ms}(0) = \left[ \frac{\xi_r}{\xi_s} \right]_{\xi_r, \xi_s = 0} , \sigma_r \neq \sigma_s
\]  

(86)

If \( \sigma_r = \sigma_s \), then

\[
I_{\text{mr}, ms}(0) = \left[ \frac{\xi_r}{\xi_s} \right]_{\xi_r, \xi_s = 0} , \sigma_r = \sigma_s
\]  

(87)

Thus, if \( \sigma_r = \sigma_s \) and \( \gamma \neq 0 \), then

\[
I_{\text{mr}, ms}(0) = \left[ \frac{\xi_r}{\xi_s} \right]_{\xi_r, \xi_s = 0} , \sigma_r = \sigma_s
\]  

(88)

Equations (86) and (88) can be combined to give a more general form, namely

\[
I_{\text{mr}, ms}(0) = \left[ \frac{\xi_r}{\xi_s} \right]_{\xi_r, \xi_s = 0} , \delta(\sigma_r - \sigma_s)
\]  

(0, \sigma_r \neq \sigma_s)

(\infty, \sigma_r = \sigma_s)

(89)
The quantities \( f_r \) and \( f_s \) are the bandwidths of the two systems and \( \gamma \) is the sum of the bandwidths. If the frequency separation \( |\sigma_r - \sigma_s| \) is much larger than \( \gamma \), the quantity \( a \) above will be much smaller than the quantity \( b \) above; and the quantity \( c \) above will be much smaller than the quantity \( d \) above. Further, both of the quantities \( b \) and \( d \) can be simplified by neglecting \( \gamma^2 \) so that

\[
b \approx \frac{f_r^2}{16\pi M_M \sigma_s (\sigma_r^2 - \sigma_s^2)}
\]

\[
d \approx \frac{f_s^2}{16\pi M_M \sigma_s (\sigma_r^2 - \sigma_s^2)}
\]

In this case, Equations (83) and (84) are approximately

\[
I_{m_r, m_s} (\tau) \approx \frac{2\pi f_r^2}{16\pi M_M (\sigma_r^2 - \sigma_s^2)} \tau e^{\frac{-\xi f_s \tau}{\sigma_s}} \sin \frac{2\pi \sigma_s \tau}{2\pi \sigma_s \tau} \tag{90}
\]

\[
I_{m_r, m_s} (-1\tau) \approx \frac{2\pi f_s^2}{16\pi M_M (\sigma_r^2 - \sigma_s^2)} \tau e^{\frac{-\xi f_r \tau}{\sigma_r}} \sin \frac{2\pi \sigma_r \tau}{2\pi \sigma_r \tau} \tag{91}
\]

where \( \xi f_r, \xi f_s \gamma \ll \left| \sigma_r - \sigma_s \right| \) (bandwidths do not overlap)

\[a \ll b\]
\[c \ll d\]

Note that the larger the frequency separation \( |\sigma_r - \sigma_s| \), the smaller the crosscorrelator \( I_{m_r, m_s} (\tau) \) becomes. Equations (90) and (91) will generally be sufficiently accurate.
for two lightly damped systems whose bandwidths do not overlap. When the bandwidths do overlap, that is, when \(|\sigma_r - \sigma_s| < \gamma\), the dampings of the two systems control the crosscorrelation \(\Gamma_{mr,ms}(\tau)\) of their responses to impulse excitations. In this case, the more general Equations (93) and (94) must be used. However, when

\[
|\sigma_r - \sigma_s| \ll \gamma \ll |\sigma_r, \sigma_s|, \text{ (bandwidths overlap)}
\]

these general expressions reduce to the following:

\[
\Gamma_{mr,ms}(\tau) \approx \frac{2\sigma F^2}{m} e^{-\frac{2\pi f \tau}{\gamma MrMs}} \cos 2\pi \sigma_s \tau
\]

(92)

\[
\Gamma_{mr,ms}(|\tau|) \approx \frac{2\sigma F^2}{m} e^{-\frac{2\pi f |\tau|}{\gamma MrMs}} \cos 2\pi \sigma_r |\tau|
\]

(93)

where,

\[
|\sigma_r - \sigma_s| \ll \gamma \ll |\sigma_r, \sigma_s|, \text{ (bandwidths overlap)}
\]

Finally, it is to be noted that the slope of the crosscorrelation \(\Gamma_{mr,ms}(\tau)\) is discontinuous, in general, at \(\tau = 0\). Also, since for \(\tau \neq 0\), the frequency of the function \(\Gamma_{mr,ms}(\tau)\) is \(\sigma_s\), and \(\tau \leq 0\), the frequency of the function \(\Gamma_{mr,ms}( - |\tau| )\) is \(\sigma_r\), the two crosscorrelation functions may be quite different in character. These characteristics of the crosscorrelation function are shown in Figure 8.
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Crosscorrelation of the Responses of Two Single Degree-of-Freedom Systems to Bandwidth Limited White Noise

Now, consider that the same two independent mechanical single degree of freedom systems as above (Figure 7), are excited by bandwidth limited white noise. Then, as shown in Figure 9, the force $F_m(t)$, input to the first system results in an acceleration response $\ddot{W}_1(t)$. The same force $F_m(t + \tau_1)$, input to the second system, with time delay $\tau_1$, results in an acceleration response $\ddot{W}_2(t)$. The unit-impulse response functions for the two systems are $h_m(t)$ and $h_{ms}(t)$ respectively.

If the first input force $F_m(t)$ is deterministic, then the second input force $F_m(t + \tau_1)$ is also deterministic and has the same functional form as $F_m(t)$. For example, if $F_m(t) = A \sin 2\pi ft$, then $F_m(t + \tau_1) = A \sin 2\pi f(t + \tau_1)$. However, if $F_m(t)$ represents a random signal which contains a continuous band of frequencies over a finite bandwidth, then the composite signal $F_m(t + \tau_1)$ over all frequencies in the band can appear quite different from $F_m(t)$. To obtain $F_m(t + \tau_1)$ from $F_m(t)$, each frequency component in $F_m(t)$ is advanced in time by a constant $\tau_1$ which changes the phase of that frequency component.

The amount of phase change $2\pi f_1 \tau_1$ depends upon the frequency and because there are an infinity of frequency components in $F_m(t)$, each of which experiences a different phase shift, the summation of all of these phase-shifted frequency components will, in general, produce a much different signal than the original signal $F_m(t)$. For small values of $\tau_1$, the phase shift at low frequencies will be small, whereas at high frequencies the shift will be large. Also, the larger the time interval $\tau_1$, the larger the phase change for all frequencies except those having periods approximately equal to $\tau_1$. Thus, the crosscorrelation...
\[ \Gamma_{mm}(\tau + \tau) \text{ between } F_m(t) \text{ and } F_m(t + \tau) \] which is equivalent to the auto-correlation of \( F_m(t) \) with time delay \( \tau \) over some frequency band, is greater when the band contains only low frequencies than when the band contains only high frequencies, and is greater for small values of \( \tau \) than for large values of \( \tau \). Also, this cross-correlation is dependent upon the bandwidth so that for a given \( \tau \), and a given center frequency of the band, the magnitude of the correlation is greater for narrow bands than for broad bands.

The similarities of the responses of the two systems in Figure 9 reflect the similarities of the input. Thus the cross-correlation \( \Gamma_{15}(\tau) \) of the responses \( \ddot{\gamma}_1(t) \) and \( \ddot{\gamma}_5(t) \) is greatest when the cross-correlation \( \Gamma_{mm}(\tau + \tau) \) of \( F_m(t) \) and \( F_m(t + \tau) \) is greatest. However, the cross-correlation \( \Gamma_{15}(\tau) \) is also governed by similarities, or dissimilarities, of the response characteristics of the two systems, these response characteristics being the resonant frequencies \( f_1, f_5 \) and the dampings \( \zeta_1, \zeta_5 \). It is expected that the response cross-correlation \( \Gamma_{15}(\tau) \) is greater when the two resonant frequencies \( f_1 \) and \( f_5 \) are nearly equal than when these frequencies are widely separated. The effect of damping on the response cross-correlation is more complex; however, in general, the response correlation decreases as the damping decreases, since, in this case, the two systems become more like pure tone oscillators with zero bandwidth, for which the cross-correlation is zero if the two resonant frequencies are different.

Equation (76), the general expression for the system shown in Figure 6, can be applied to the system being considered here by using only the first term which is the cross-correlation of two single degree of freedom systems to the same input force \( F_m(t) \), hence

\[ \Gamma_{15}(\tau) (2\pi f)^4 \int_{-\infty}^{\infty} \Gamma_{15,15}(\tau^2) \Gamma_{15}(\tau + \tau - \tau^2) d\tau^2 \]

(94)
where the crosscorrelation \( I_{mr,ms}(\tau_2) \) of the unit-impulse response functions \( h_{mr}(t) \) and \( h_{ms}(t-\tau_2) \) is given by Equations (83) and (84) for positive and negative values of \( \tau_2 \), respectively. An expression for the autocorrelation function \( I_{m}(\tau_1 + \tau - \tau_2) \) of a bandwidth limited white noise is derived in Equation (B.1), Appendix B, and is written as

\[
I_{m}(\tau_1 + \tau - \tau_2) = S_m \left[ \frac{\sin 2\pi f_u (\tau_1 + \tau - \tau_2) - \sin 2\pi f_L (\tau_1 + \tau - \tau_2)}{\tau_1 + \tau - \tau_2} \right] (95)
\]

where

\[
S_m = \begin{cases} 
1 & \text{constant spectral density of } F_m(t) \text{ for } f_L < f < f_u \\
0 & \text{otherwise}
\end{cases}
\]

\( f_L \) = lower band limit frequency

\( f_u \) = upper band limit frequency

In the present analysis, the crosscorrelation between the responses of the two systems shown in Figure 2 is to be taken with no time delay so that \( \tau = 0 \). Hence, Equations (94) and (95) reduce to

\[
I_{rs}(\tau) = (2\pi)^4 \int_{-\infty}^{\infty} I_{mr,ms}(\tau_2) I_m(\tau_1 - \tau_2) d\tau_2 (96)
\]

\[
I_{m}(\tau_1 - \tau_2) = S \left[ \frac{\sin 2\pi f_u (\tau_1 - \tau_2) - \sin 2\pi f_L (\tau_1 - \tau_2)}{\tau_1 - \tau_2} \right] (97)
\]
The crosscorrelation \( I_{m_r, m_s}(\tau_2) \) of the unit impulse response functions is obtained from Equations (33) and (34) by setting \( F_m = 1 \),

\[
I_{m_r, m_s}(\tau_2) = e^{-\frac{\tau_2}{s^2} 2\pi f s^2} \left[ a \cos 2\pi \sigma s^2 \tau_2 + b \sin 2\pi \sigma s^2 \tau_2 \right], \quad \tau_2 > 0 \tag{98}
\]

\[
I_{m_r, m_s}(-\tau_2) = e^{-\frac{-\tau_2}{s^2} 2\pi f s^2} \left[ c \cos 2\pi \sigma r \tau_2 + d \sin 2\pi \sigma r \tau_2 \right], \quad \tau_2 \leq 0 \tag{99}
\]

where \( a, b, c, \) and \( d \) are as defined for Equations (33) and (34) with \( F_m = 1 \).

Substituting Equations (97), (98) and (99) into Equations (96) gives

\[
I_{r}^{(n)}(\tau) = (2\pi f)^4 \left[ a \cdot S_m \int_0^{\infty} e^{-\frac{\tau_2}{s^2} 2\pi f s^2} \cos 2\pi \sigma s^2 \tau_2 \frac{\sin 2\pi f \left( \tau_1 - \tau_2 \right) - \sin 2\pi f \left( \tau_1 + \tau_2 \right)}{(\tau_1 - \tau_2)^2} d\tau_2 \right. \\
+ b \cdot S_m \int_0^{\infty} e^{-\frac{\tau_2}{s^2} 2\pi f s^2} \sin 2\pi \sigma s^2 \tau_2 \frac{\sin 2\pi f \left( \tau_1 - \tau_2 \right) - \sin 2\pi f \left( \tau_1 + \tau_2 \right)}{(\tau_1 - \tau_2)^2} d\tau_2 \\
+ c \cdot S_m \int_0^{\infty} e^{-\frac{\tau_2}{s^2} 2\pi f s^2} \cos 2\pi \sigma r \tau_2 \frac{\sin 2\pi f \left( \tau_1 - \tau_2 \right) - \sin 2\pi f \left( \tau_1 + \tau_2 \right)}{(\tau_1 - \tau_2)^2} d\tau_2 \\
+ d \cdot S_m \int_0^{\infty} e^{-\frac{\tau_2}{s^2} 2\pi f s^2} \sin 2\pi \sigma r \tau_2 \frac{\sin 2\pi f \left( \tau_1 - \tau_2 \right) - \sin 2\pi f \left( \tau_1 + \tau_2 \right)}{(\tau_1 - \tau_2)^2} d\tau_2 \right], \tag{100}
\]
Spectral Density of Response Differences

A convenient means for presenting the frequency response transfer relationships existing between two acceleration responses $\ddot{y}_r(t)$ and $\ddot{y}_s(t)$ at points $y_r^*$ and $y_s^*$ on a complex structure is found by computing the spectral density $S_{(r-s)}(f)$ of the difference between $\ddot{y}_r(t)$ and $\ddot{y}_s(t)$. Equations (42) and (43) define the autocorrelation $I_{(r-s)}(\tau)$ and the spectral density $S_{(r-s)}(f)$ of the response difference $\ddot{y}_r(t) - \ddot{y}_s(t)$. Expand Equation (42) and obtain the autocorrelation

$$I_{(r-s)}(\tau) = \frac{1}{W_r(t)W_s(t+\tau) - W_r(t)W_s(t+\tau)} \cdot \frac{1}{W_s(t)W_r(t+\tau)}$$

$$I_{(r-s)}(\tau) = I_r(\tau) - I_{rs}(\tau) - I_{sr}(\tau) + I_s(\tau) \quad \text{(101)}$$

The spectral density $S_{(r-s)}(f)$ of the response difference, by inspection, is written as

$$S_{(r-s)}(f) = \int_{-\infty}^{\infty} I_{(r-s)}(\tau) e^{-i2\pi f \tau} d\tau$$

$$S_{(r-s)}(f) = S_r(f) - S_{rs}(f) - S_{sr}(f) + S_s(f) \quad \text{(102)}$$
Close examination of Equation (102) reveals a useful tool for presenting measured response data.

For example, consider two independent, but identical systems. When two independent random input forces $F_1(t)$ and $F_2(t)$ are applied to the systems, their acceleration responses $\ddot{W}_r(t)$ and $\ddot{W}_s(t)$ are uncorrelated. For this case, the spectral density $S_{r-s}(f)$ of the response difference $\ddot{W}_r(t) - \ddot{W}_s(t)$ becomes simply the sum of the separate spectral densities,

$$S_{r-s}(f) = S_r(f) + S_s(f), \text{ (uncorrelated)},$$

(103)

which is what would be expected, since uncorrelated responses are independent of their relative phase, and hence, the sign of their combination; that is

$$S_{r+s}(f) = S_r(f) + S_s(f), \text{ (uncorrelated)}.$$

For the case of perfectly correlated input forces with identical input spectral densities $S_1(f) = S_2(f) = S(f)$, the cross-spectral densities $S_{rs}(f)$ and $S_{sr}(f)$ and the spectral densities $S_r(f)$ and $S_s(f)$ are equal, hence the spectral density $S_{r-s}(f)$ of the response difference is zero,

$$S_{r-s}(f) = S_r(f) - S_r(f) = S_s(f) - S_s(f)$$

$$S_{r-s} = 0, \text{ (correlated)}.$$
The response difference spectral density \( S_{(t - s)}(f) \) is sensitive to the relative correlation existing between the frequency spectra of the two responses \( \ddot{W}_r(t) \) and \( \ddot{W}_s(t) \). When \( S_{(t - s)}(f) \) is large at some frequency \( f \), there is a lack of correlation or, rather, "transmission loss" of that particular frequency component between the points \( \gamma_r \) and \( \gamma_s \). The distribution of various frequency components of vibration can be traced throughout a complex structure via this method, which would result in the location and identification of excitation sources from data measured at selected points on a structure. Figure 10 schematically illustrates the utility of this method.

The spectral density \( S_{(t - s)}(f) \) of the response difference \( \ddot{W}_r(t) - \ddot{W}_s(t) \) is indicative of the "transmission loss" of the structural segment between the response points \( \gamma_r \) and \( \gamma_s \). Dividing Equation (102) by Equation (103), which is the maximum value of \( S_{(t - s)}(f) \), yields a nondimensional coefficient \( TL_{(t - s)} \)

\[
TL_{(t - s)} = \frac{S_{(t - s)}(f)}{S_r(f) + S_s(f)}
\]

(105)

which evaluates the "transmission loss" between the points \( \gamma_r \) and \( \gamma_s \).
DISTRIBUTED PRESSURE EXCITATION AT DISCRETE FREQUENCIES

Consider now the case of a distributed pressure loading which has a discrete frequency spectrum and let \( P_k(x, t) \) denote the component of the pressure applied at the point \( x \) at frequency \( f_k \). An expression for the acceleration response \( \ddot{W}_r(t) \) at a point \( r \) can be obtained from equation (4) by replacing the point force \( F_{nk}(t) \) by its equivalent \( P_k(x, t) \cdot dA(x) \), where \( dA(x) \) denotes an incremental area over which the pressure acts, and by replacing the summation over \( n \) by an integration over area, giving

\[
\ddot{W}_r(t) = \sum_k \int_A \alpha(x, y_r; f_k) \cdot P_k(x, t) \cdot dA(x) \quad (106)
\]

In Equation (106), the area \( A \) denotes the entire area of the vehicle over which the fluctuating pressures act. For purposes of developing empirical correlation techniques, it is convenient to break up this surface area into zones or area segments \( A_n \) as shown in Figure 11. The choice of the size of these zones will generally depend upon the surface pressure correlation lengths, crosscorrelations of the responses along different structural transmission paths, excitation frequency and bandwidth. Discussions on these points are presented in Section IV. The integral over the vehicle area \( A \) can be written as a summation of integrals over each of the area segments \( A_n \), and thus the expression for the acceleration response \( \ddot{W}_r(t) \) in Equation (106) can be written in the form

\[
\ddot{W}_r(t) = \sum_k \sum_n \int_{A_n} \alpha(x, y_r; f_k) \cdot P_k(x, t) \cdot dA(x) \quad (107)
\]

The pressure \( P_k(x, t) \) can be written in complex form in a manner similar to that used for the complex force \( F_{nk}(t) \) given in Equation (19).
\[ P_k(x',t) = \left| P_k(x) \right| e^{i\theta_k(x')} e^{2\pi i f_k t} \]  

(103)

Also, the complex form of \( a(x', \gamma_r; f_k) \) can be written in a form similar to that given by Equation (7), namely

\[ a(x', \gamma_r; f_k) = \left| a(x', \gamma_r; f_k) \right| e^{i\theta(x', \gamma_r; f_k)} \]  

(109)

Substituting Equation (108) and (109) into Equation (107) gives the following expression for the acceleration \( \ddot{W}_I(t) \),

\[ \ddot{W}_I(t) = \sum_k \sum_n \sum_{\alpha_n} \int \left| a(x', \gamma_r; f_k) \right| \left| P_k(x) \right| e^{i\theta(x', \gamma_r; f_k)} e^{2\pi i f_k t} \]  

(110)

Equation (110) is seen to have the same form as Equation (20) and thus the expression for the mean-square acceleration response \( \bar{\ddot{W}}^2_I(t) \) is similar to that given by Equation (22). Thus for the case of a distributed pressure loading,

\[ \bar{\ddot{W}}^2_I(t) = \frac{1}{2} \sum_k \sum_n \int \int Q(x', \gamma_r; f_k) dA(x') dA(\gamma_r') \]  

(111)
where

$$
\mathbf{Q}(x, x', \gamma_f, f_k) = \left| \mathbf{a}(x, \gamma_f; f_k) \right| \cdot \left| \mathbf{a}(x', \gamma_f; f_k) \right| \cdot \left| P_k(x) \right| \cdot \left| P_k(x') \right| \cdot 
$$

$$
\cdot \cos \left[ \theta(x, \gamma_f; f_k) - \theta(x', \gamma_f; f_k) + \phi_k(x) - \phi_k(x') \right]
$$

(112)

Similarly, the crosscorrelation $I_{rs}(\tau)$ of the acceleration responses $\mathbf{\ddot{W}}_r(t)$, $\mathbf{\ddot{W}}_s(t)$ at $x_f$, $x_s$ respectively has the same form as Equation (29) and is

$$
I_{rs}(\tau) = \frac{1}{2} \sum_k \sum_n \sum_m \int_\Lambda_n \int_\Lambda_m \mathbf{Q}(x, x', \gamma_f, f_k) \, dA(x) \, dA(x')
$$

(113)

where

$$
\mathbf{Q}(x, x', \gamma_f, f_k) = \left| \mathbf{a}(x, \gamma_f; f_k) \right| \cdot \left| \mathbf{a}(x', \gamma_s; f_k) \right| \cdot \left| P_k(x) \right| \cdot \left| P_k(x') \right| \cdot 
$$

$$
\cdot \cos \left[ \theta(x, \gamma_f; f_k) - \theta(x', \gamma_s; f_k) + \phi_k(x) - \phi_k(x') \right]
$$

(114)

It is to be noted that Equation (113) and (114) reduce to Equation (111) and (112) when $x_s = x_f$. Considering the generality of Equations (110) - (114) for the mean-square response and crosscorrelation of response, these expressions are quite compact; and being expressed in real form, they are easily interpreted.

Normal Mode Representation of Spectral Density and Crosscorrelation

When equations of this type are presented in the literature, they are usually presented in terms of normal modes of the structure. To show how these equations can be written
in terms of normal modes, it is convenient to write the expression (114) for

\[ Q(\vec{x}, \vec{x'}, \vec{y}_r, \vec{y}_s; f_k) \] in an alternate form. In order to shorten the notation, let \( a_r, a_s', \theta_r, \theta_s' \) be used to denote \( \vec{a}(\vec{x}, \vec{y}_r; f_k), \vec{a}(\vec{x'}, \vec{y}_s; f_k), \theta(\vec{x}, \vec{y}_r; f_k), \) and \( \theta(\vec{x'}, \vec{y}_s; f_k) \) respectively. Note first that the real and imaginary forms of \( a_r \) and \( a_s' \) are

\[
\begin{align*}
\mathcal{R}\left\{ a_r \right\} &= |a_r| \cos \theta_r \\
\mathcal{I}\left\{ a_r \right\} &= |a_r| \sin \theta_r \\
\mathcal{R}\left\{ a_s' \right\} &= |a_s'| \cos \theta_s' \\
\mathcal{I}\left\{ a_s' \right\} &= |a_s'| \sin \theta_s'
\end{align*}
\]

Expanding the cosine function in Equation (114) and using Equation (115) to simplify the resulting expression, gives

\[
Q(\vec{x}, \vec{x'}, \vec{y}_r, \vec{y}_s; f_k) = \\
\left[ \mathcal{R}\left\{ a_r \right\} \mathcal{I}\left\{ a_s' \right\} - \mathcal{I}\left\{ a_r \right\} \mathcal{R}\left\{ a_s' \right\} \right] \cdot \left| P_k(\vec{x}) \right| \left| P_k(\vec{x'}) \right| \cos \left[ \phi_k(\vec{x}) - \phi_k(\vec{x'}) \right] \\
- \left[ \mathcal{R}\left\{ a_r \right\} \mathcal{I}\left\{ a_s' \right\} + \mathcal{I}\left\{ a_r \right\} \mathcal{R}\left\{ a_s' \right\} \right] \left| P_k(\vec{x}) \right| \left| P_k(\vec{x'}) \right| \sin \left[ \phi_k(\vec{x}) - \phi_k(\vec{x'}) \right]
\]

As shown in a previous example for a uniform beam, the form of the transfer function, when expanded in terms of normal modes of the structure, is that given by Equation (13). Thus, for a general structure, \( a_r \) can be written as follows

\[
a_r = -(2\pi f_k)^2 \sum_{\nu=1}^{\infty} \frac{H_{\nu}(f_k)}{L_{\nu}} \phi_{\nu}(\vec{x}) \phi_{\nu}(\vec{y}_s) \]

\[ (117) \]
and the comparable equation for $a'_s$ is

$$a'_s = -(2\pi f^2 \sum_{\nu=1}^{\infty} \frac{H_\mu(f_k)}{k_\nu} \phi_{\mu}(x') \phi_{\nu}(y_s)$$ (113)

The subscripts $\nu$ and $\mu$ denote the mode number, $k_\nu$ and $k_\mu$ the generalized modal stiffnesses, $\phi_{\nu}(x)$ and $\phi_{\mu}(x)$ the mode shapes. The complex function $H_\nu(f)$ is defined by Equation (10), and the real and imaginary parts of $H_\nu(f_k)$ are

$$R\{H_\nu(f_k)\} = \left[ 1 - \left( \frac{f_k}{f_\nu} \right)^2 \right] \left| H_\nu(f_k) \right|^2$$

$$I\{H_\nu(f_k)\} = \frac{1}{Q} \left( \frac{f_k}{f_\nu} \right) \left| H_\nu(f_k) \right|^2$$ (119)

where the function $\left| H_\nu(f_k) \right|$ is defined by Equation (11). Similarly for the function $H_\mu(f_k)$. Substituting Equations (117) - (119) into Equation (116) gives the expansion of $\Omega(x, x', y_s)$ in terms of normal modes of the structure

$$\Omega(x, x', y_s; f_k) = (2\pi f^4 \sum_{\nu=1}^{\infty} \sum_{\mu=1}^{\infty} \chi^{(1)}_{\nu\mu} \chi^{(2)}_{\nu\mu}$$

$$\cdot \left| p_{\nu}(x') \right| \cdot \left| p_{\mu}(x') \right|$$ (120)

where the functions $\chi^{(1)}_{\nu\mu}$ and $\chi^{(2)}_{\nu\mu}$ are defined as follows:

$$\chi^{(1)}_{\nu\mu} = \frac{1}{k_\nu k_\mu} \cdot \left| H_\nu(f_k) \right|^2 \cdot \left| H_\mu(f_k) \right|^2 \cdot \phi_{\nu}(x) \phi_{\nu}(y_s) \phi_{\mu}(x') \phi_{\mu}(y_s)$$ (121)
\[ \chi^{(2)}_{\nu \mu} = A \left[ H_i(f_k) H_i^*(f_k) \right] \cos \left[ \phi_k(\mathbf{x}) - \phi_k(\mathbf{x}') \right] \]
\[ \qquad + A \left[ H_i^*(f_k) H_i(f_k) \right] \sin \left[ \phi_k(\mathbf{x}) - \phi_k(\mathbf{x}') \right] \]

(122)

It is to be noted that when \( \nu = \mu \), the second term in Equation 122 is equal to zero. By using Equations (119) - (122), Equations (111) and (113), the mean-square response at a point on the structure and the cross-correlation of responses between two points on the structure, can be expressed in terms of normal modes of the structure.

DISTRIBUTED RANDOM EXCITATION

The analysis developed above for distributed pressures at discrete frequencies can be extended to the case of distributed randomly varying pressures acting over the whole surface area \( A \) of a complex structure. The preceding section on point force random excitation contains all of the necessary development for determining the important quantities and parameters necessary for describing the response of a structure to distributed loadings. To accomplish this transition, replace the point random forces \( F(t) \) which are applied at the points \( x_n \), by their equivalent pressures \( P(x,t) \, dA(x) \), where \( dA(x) \) denotes an incremental area over which the pressure acts. The surface area \( A \) is represented by zones or area segment \( A_n \).

Thus, the equation for the acceleration response \( \ddot{W}_i(t) \) at a point \( y_f \) can be obtained from a form of Equation (34) by an integration over each area segment \( A_n \) and, then, a summation over the \( N \) area segments,

\[ \ddot{W}_i(t) = \sum_{n=1}^{N} \left( 2\pi f \right)^2 \int_{A_n} \int_{0}^{\infty} h(x',y_i';\tau) \, P(x',t-\tau) \, dx \, dA(x). \]

(123)
The autocorrelation function $I_r'(\tau)$ of the response $\ddot{W}_r(t)$ can be defined in a manner similar to the development of Equation (58), hence, the equation

$$I_r'(\tau) = \frac{\dot{W}_r(t) \ddot{W}_r(t + \tau)}{\dot{W}_r^2(t)}$$

$$I_r'(\tau) = \sum_{m=1}^{N} \sum_{n=1}^{N} (2\pi f)^4 \int_{A_m} \int_{A_n} \int_{0}^{\infty} h(x^*, y_r^*, \tau_1) \int_{0}^{\infty} h(x^*, y_r^*, \tau_2)$$

$$\cdot P(x^*, t) P(x^*, t + \tau_1 - \tau_2 + \tau) \, d\tau_2 d\tau_1 dA(x) dA(x^*). \quad (124)$$

And, the spectral density $S_r(f)$ of $\ddot{W}_r(t)$ is defined, from Equation (33), as the equation

$$S_r(f) = 2 \int_{-\infty}^{\infty} I_r'(\tau) e^{-i2\pi ft} \, d\tau$$

$$= \sum_{m=1}^{N} \sum_{n=1}^{N} \int_{A_m} \int_{A_n} (2\pi f)^4 \int_{0}^{\infty} h(x^*, y_r^*, \tau) e^{-i2\pi ft} \, d\tau_1$$

$$\cdot \int_{0}^{\infty} h(x^*, y_r^*, \tau_2) e^{-i2\pi ft} \, d\tau_2$$

$$\cdot \int_{-\infty}^{\infty} P(x^*, t) P(x^*, t + \tau_1 - \tau_2 + \tau) e^{-i2\pi f(\tau_1 - \tau_2 + \tau)} \, d(\tau_1 - \tau_2 + \tau) \, dA(x) dA(x^*).$$
\[ S_r(f) = \sum_{m=1}^{N} \sum_{n=1}^{N} \int_{A_n} \int_{A_m} a^*(x', y'; f) a(x', y'; f) \cdot S(x', x'; f) \, dA(x) \, dA(x') \]  

(125)

Thus, the mean-square acceleration response becomes

\[ \overline{W^2_r(t)} = \int_{0}^{\infty} S_r(f) \, df \]  

(126)

Equations (124) and (125) are general expressions for the autocorrelation \( \Gamma_r(\tau) \) and spectral density \( S_r(f) \) of the response \( W_r(t) \) of a point \( y^*_r \) due to \( N \) distributed loadings over the area segments \( A_n \).

Equation (125) can be written in terms of the normal mode shapes \( \phi_q(x') \) of the entire complex structure. In this case the transfer function \( a(x', y^*_r; f) \) can be written as

\[ a(x', y^*_r; f) = \sum_{q=1}^{\infty} a_{qr}(f) \phi_q(y^*_r) \phi_q(x) \]

where \( a_{qr}(f) \) is the generalized transfer function of the \( q \)-th mode, \( \phi_q(y^*_r) \) is the \( q \)-th modal deflection of \( y^*_r \) and \( \phi_q(x) \) is the \( q \)-th normal mode of the structure. Hence, Equation (125) becomes

\[ S_r(f) = \sum_{q=1}^{\infty} \sum_{j=1}^{\infty} \sum_{m=1}^{N} \sum_{n=1}^{N} a_{qr}(f) a_{jr}(f) \cdot \phi_q(y^*_r) \phi_j(y^*_r) \int_{A_n} \int_{A_m} S(x', x'; f) \phi_q(x) \phi_j(x') \cdot dA(x) \, dA(x') \]  

(127)
Note that the integrations in Equation (127) are only over the area segments $A_n$, which are in the $q$-th mode of the entire complex structure. The integrations are then summed over the $N$ area segments for each of the $q$ normal modes and then the $q$ modes are summed.

Now, the crosscorrelation $\Gamma_{rs}(\tau)$ of the responses $\dot{W}_r(t)$ and $\dot{W}_s(t)$ at $y_r^*$ and $y_s^*$ is obviously, from Equation (124)

$$\Gamma_{rs}(\tau) = \frac{\dot{W}_r(t) \cdot \dot{W}_s(t + \tau)}{\dot{W}_r(t) \cdot \dot{W}_s(t + \tau)}$$

$$\Gamma_{rs}(\tau) = \sum_{m=1}^{N} \sum_{n=1}^{N} (2\pi f)^4 \int \int_{A_n \cap A_m} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} h(x, y_r^*; \tau) h(x, y_s^*; \tau) \cdot$$

$$\cdot P(x, t) \cdot P(x', t + \tau - \Delta \tau) \cdot d\tau \cdot d\tau \cdot dA(x) dA(x') \cdot (123)$$

and, also, the cross-spectral density $S_{rs}(f)$ is defined, from Equation (125), as

$$S_{rs}(f) = 2 \int_{-\infty}^{\infty} \Gamma_{rs}(\tau) e^{-i2\pi ft} d\tau$$

$$S_{rs}(f) = \sum_{m=1}^{N} \sum_{n=1}^{N} \int \int_{A_n \cap A_m} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} a^*(x, y_r^*; f) a(x, y_s^*; f) \cdot$$

$$\cdot S(x, x'; f) \cdot dA(x) \cdot dA(x') \cdot (129)$$
Equation (129) can also be written in terms of the normal mode shapes \( \phi_q(x) \) as the equation

\[
S_{rs}(f) = \sum_{q=1}^{\infty} \sum_{i=1}^{\infty} \sum_{m=1}^{N} \sum_{n=1}^{N} a_{qr}^*(f) a_{is}(f).
\]

\[
\phi_q(y) \phi_i(y^s) \int_{A_m} \int_{A_n} S(x, x^s; f) \phi_q(x) \phi_i(x^s) \, dA(x) \, dA(x^s).
\] (130)

Response of a Beam to Distributed Loading

Consider a uniform beam of length \( L \), excited by a distributed pressure loading of intensity \( P(x,t) \) per unit length. The acceleration response \( \ddot{W}_1(t) \) at a point \( \tilde{x} \) on the beam, which is in its first normal mode \( \phi_1(x) \) only, subject to the distributed loading \( P(x,t) \, dL(x) \), is written

\[
\ddot{W}_1(t) = \int_0^L \int_0^L \frac{1}{(2\pi f)^2} \int_0^\infty h(x, x^s; f) P(x, t-\tau) \, d\tau \, dL(x^s).
\] (131)

The spectral density \( S_1(f) \) of the response in the first mode from Equation (127), is

\[
S_1(f) = \left| a_{11}(f) \right|^2 \phi_1^2(\tilde{x}) \int_{0}^{L} \int_{0}^{L} S(x, x^s; f) \phi_1(x) \phi_1(x^s) \, dL(x) \, dL(x^s).
\] (132)

where \( S(x, x^s; f) \) is the cross-spectral density of the pressures at \( \tilde{x} \) and \( x^s \), \( a_{11}(f) \) is the generalized transfer function of the first mode, \( \phi_1(x) \) is the modal deflection at \( x_1^* \) and \( \phi_1(x) \) is the first normal mode shape of the beam.
Now, the double integral over the length $L$ of the beam from Reference 2 is of the form

$$S_p(f)L^2 \sigma_{11}^2 = \int_0^L \int_0^L S(x,x',f) \phi_1(x) \phi_1(x') \, dL(x) \, dL(x') \quad (133)$$

where $S_p(f)$ is the spectral density of the pressures and $\sigma_{11}^2(f)$ is the "joint acceptance squared" of the first beam mode $\phi_1(x)$ subjected to the distributed pressures $P(x,t)$. Therefore, substitution of Equation (133) into Equation (132) gives

$$S_1(f) = \phi_1^2(x) \left| \sigma_{11}(f) \right|^2 L^2 S_p(f) \sigma_{11}^2(t) \quad (134)$$
SECTION IV

GENERAL METHODS FOR EMPIRICAL CORRELATIONS

BACKGROUND

The process of empirical correlation of vibration or other data generally begins with the comparison of the data found for specified conditions on one or more flight vehicles. If these data show any degree of similarity, or can be normalized to show similarities, the engineer is encouraged to utilize them as a predictive tool for a future vehicle. Correlations of this type have been made throughout engineering history, and though a rational basis for their use is not always easily found, they have often been extremely useful and surprisingly accurate. As a result, one might question the real reasons behind the applicability of the empirical correlation technique to many diverse vehicles.

In the examination of data from single engine fighter aircraft, multi-engine bombers, and launch vehicles for space flight, Reference 3, one can find many similarities despite the gross apparent differences in the structural types. The existence of these similarities suggests that many structural types, even though radically different in geometry and other apparent design factors, do possess certain properties which have statistical similarity. Perhaps the most readily identifiable of these properties is the high-frequency input impedance of complex structures which tends to be purely resistive as the structure begins to behave as a transmission line. Preliminary investigations suggest that the application of the model scale laws, modified by consideration of the volumetric density, will enable direct comparison of data over a wide range of vehicle types. In fact, comparison of the input impedances of a submarine and Snark fuselage appear to correlate well when adjusted for these deterministic parameters.

It is important to recognize that the validity of an empirical correlation, particularly when the correlation is to be utilized as a predictive tool for a future vehicle, is entirely dependent on the statistical similarity of those structural properties which are
significant to vehicle vibration. Therefore, any correlation of structural vibration which accounts for the gross structural parameters, at least in terms of the model scale laws, volumetric density and dynamic magnification factor, is applicable to other vehicles as long as their structures actually exhibit similar properties. Thus, empirical correlations may often be applied to a great variety of geometrical configurations.

The next subsections will review two of the simpler correlations which have been made in the past and are followed by the development of a general method for empirical correlation.

Direct Correlation of Noise and Adjacent Structural Vibration in Aircraft.

One approach to the correlation of vibration response of aircraft with external noise has been suggested previously by Convair in References 4 - 6. This correlation was obtained by direct comparison of the external sound pressure level on the B-58 resulting from jet engine noise with the vibratory response of adjacent internal structure. Thus, vibration measurements in the nose of the aircraft were compared directly to sound pressure levels measured on the external skin of the nose section, and vibration measurements in the aft end of the aircraft were compared to sound pressure levels measured on the external skin of the aft section, etc. Since the external noise environment on the B-58 and other types of jet aircraft varies considerably from the relatively low noise levels forward to the very high levels toward the aft end, a comparison of this type includes a range of external noise levels of the order of approximately 30 db.

A similar comparison of external noise and internal vibration from Snark data in References 7 and 8 is given for two frequency bands in Figure 12. The lower pressure levels and their associated vibration data are obtained at forward fuselage.

* Taken from Reference 3.
stations, and the higher sound pressure levels and the associated vibration data are obtained at aft fuselage stations adjacent to the rocket booster exhaust. It should be noted that the small variations in sound pressure level at one microphone position result from data of repeated firings and that the acceleration data include some from transducers attached to airplane structure and oriented in various directions.

As might be expected, the data exhibit considerable scatter, so that it is possible only to estimate a trend line through the points; however, more significant than the scatter, is the slope of the trend line. Note that if the acceleration amplitude increases by a factor of \(\sqrt{10}\) for an increase of 20 db spl, a direct linear relationship exists between the internal structural vibration amplitude and the adjacent external sound pressure amplitude. In this event, the trend line through the data gives a constant of proportionality between external sound and internal vibration. However, if the trend line has a slope of less than unity, as is the case of the low-frequency data of Figure 12, a direct linear relationship between internal vibration and adjacent external sound pressure cannot be proved by the correlation.

Several factors might, individually or collectively, be responsible for slopes less than unity. These factors include:

1. Structure borne transmission of vibration from high external noise level areas to those of lower external noise level;
2. Nonuniform structure throughout the fuselage (which undoubtedly contributes to scatter);
3. Nonlinear response of the structure;
4. Unfortunate selection of transducer location with respect to model response.

Before considering any of these factors in more detail, it is helpful to examine the slopes of the trend curves as a function of frequency. Figure 13 summarizes the results of this type of direct correlation for four aircraft type structures, including
the B-66 of Reference 9, together with Snark, B-58 and B-52. The upper portion of the figure gives the slopes of the trend curves and the lower portion gives the average rms acceleration for each octave band when the adjacent external octave band spl is 150 db. It is clear from Figure 13 that some correlation between adjacent external noise may exist above 150 cps for the Snark and at the higher frequencies for the other aircraft where the slopes of the trend curves approach unity. Since a large number of randomly selected transducer locations are included in the various surveys, it is doubtful that the accidental location of transducers with respect to the various vibration modes accounts for the lower slopes at the lower frequencies. Similarly, since several experiments give the same general conclusion with regard to the trend curves, it is not felt that structural nonuniformity is a particular factor in the determination of the slope of the trend curve, although it undoubtedly is a most significant factor in the scatter of the individual data.

The role of nonlinear behavior in the structure cannot be evaluated with respect to the trend curves from the available data; however, it is considered to be less important than the fact that the response at any general position in the structure is given by the sum of the noise energy transmitted directly to adjacent structure, plus the noise energy received at more remote locations and transmitted as vibratory energy through the structure to the position as illustrated in Equation (146). Thus, at higher frequencies better correlation would be expected between adjacent acoustical excitation and response because the vibrational energy transmitted through the structure from remote locations has been significantly attenuated and makes only a minor contribution. Conversely, at low frequencies the vibrational energy transmitted from the areas which have the highest external noise levels would be expected to exceed the local excitation. This general result might be anticipated since the attenuation of vibratory energy transmitted by bending waves along the fuselage is essentially constant per wave-length. Thus, the high-frequency energy suffers considerably more attenuation than does low-frequency energy when both are transmitted for the same distance through the fuselage.
Correlation of Ballistic Missile Launch Noise and Response

The vibration data given in Reference 3 for structure located in the forward region of ballistic missiles during both launch and maximum dynamic pressure flight, consistently showed that the vibration environment of the large and heavy missiles was significantly less than the vibration of the smaller and lighter missiles. This suggests that the next generation of space vehicle launch platforms, which are anticipated to be considerably larger than the present ICBMs, might have even less severe vibration. On the other hand, changes in launch configuration, engine parameters, or maximum q could result in increases. It is, therefore, desirable to determine an empirical relationship between the response in forward structure and the forcing function, appropriately modified by the vehicle's structural parameters.

It is believed that an empirical correlation can be found by equating the available power of the forcing function with the mechanical energy stored in the vibratory system and power dissipated through damping. It is fundamental that these quantities are related since all of the incident acoustical power which is absorbed by the vehicle must result in vibration and be dissipated through damping.

For this special case, an alternative approach to the correlation of the launch acoustical forcing function with vehicle response appears to give encouraging results. It is well known that complicated (and even simple) structure has many resonances, distributed throughout the frequency range, which occur at frequencies above the fundamental resonant frequency. Consequently, the response of a structure to a random forcing function, which has energy approximately equally distributed over a broad frequency range, exhibits many resonant peaks. Similarly, the majority of the missile launch data in Figure 14 are representative of the vibration amplitudes associated with one or more of the many resonances which occur in the missile.

* Taken from Reference 3.
It is well known that the natural vibration characteristics of many complex structures can be approximated by individual consideration of each resonance or mode of vibration, assuming it to be essentially unaffected by, or decoupled from, any other mode. The response of the vehicle in any one of these modes can be obtained from expressions similar to those developed for the single degree of freedom if an appropriate definition can be obtained for the amount of the total mass which is involved in actual vibratory motion, and for the effective or "generalized force" on the vehicle. Viewed in this perspective, the total response of the vehicle at any location is simply the sum of the contributions from all of the vehicle's vibratory modes.

The mean square displacement response of a single degree of freedom system to a continuous random forcing function is given by:

\[
\frac{x^2}{\bar{F}} = \frac{Q \omega_n F(f)^2}{4 k^2}
\]

where

- \(x^2\) is the mean square displacement
- \(Q\) is one divided by twice the damping ratio
- \(\omega_n\) is the natural frequency in radians/second
- \(F(f)^2\) is the mean square force per cycle/second

and

- \(k\) is the stiffness of the system.

The mean square acceleration ratio \((\alpha/g)^2\) associated with this response can be easily obtained from the Equation above:
\[
\frac{a^2}{g} = \frac{\omega_n Q F(f)^2}{4 W^2}
\]

where

\[ W \] is the weight of the mass.

In order to apply this simple concept of the single degree of freedom system to the empirical correlation of multimode missile vibration, it is necessary to consider the relationship between the generalized force and generalized mass of the vehicle with the single forcing function and single mass in the single degree of freedom solution. For example, the generalized force on a panel in a space vehicle resulting from acoustic excitation depends, in addition to the actual magnitude of the sound pressure, primarily upon the spatial correlation of the sound pressure, or the distances over which the pressure is in phase, in relationship to the distance between modes in the panel's bending response. It is also known that when acoustic phenomena are similar, except for a scale factor, their spatial correlations are similar when compared on a wave number basis. Here, the wave number (kr) is equal to the number of radians per unit distance \((\omega/c - k)\) times a distance which is chosen to be characteristic of the size of the object or missile. For the purpose of this correlation, \(r\) is defined as the radius of the vehicle, and it is assumed that the spatial correlation is essentially similar at launch for geometrically similar vehicles and similar launch configurations when compared at equal values of kr.

Now, the natural frequency of any mode of two geometrically similar panels varies inversely with the ratio of the panel dimensions (or the scale factor). Consequently, since the distance between nodes on the panel varies directly with the scale factor, the relationship between the scaled spatial correlation of the sound pressure and the
scaled shape of the bending panel remains unaltered when compared on a constant kr basis. It can also be shown that the generalized mass of the scaled panel would be the same proportion of the total mass for the same mode of vibration. Hence, it would be expected that any empirical correlation for geometrically similar structures would be a function of kr and that for this purpose the previous equation should be written

\[
\frac{(a/g)^2}{4W^2} = \beta^2 \omega_n Q \frac{F(f)^2}{W^2}
\]

where

\( \beta \) represents the constant of proportionality.

and is assumed to be a function of kr.

It is clear that both the damping in the structure and the type of structure will affect any correlation of response with forcing function, as both additional damping or additional stiffness in a specific vehicle will reduce the response for a fixed forcing function. Therefore, in absence of sufficient data describing these two factors for the data of various missiles in Reference 3, a constant Q of 15 was assumed for all missiles and all natural frequencies. The missile weight (W) was taken as the gross launch weight, but the stiffness variable remains in the correlation as an additional unknown.

The forcing functions were calculated for surface launch of each of the eight missiles represented in Figure 14 using Figures 8 and 13 from Reference 3 together with the appropriate engine parameters, to define the external noise environment. The estimated value of mean square force per cps was obtained by determining the space average of the predicted mean square pressure per cps on the vehicle and multiplying this result by the square of the vehicle’s surface area.
Thus

$$F(f) = A_t \int p^2 \, dA$$

where $A_t$ is the total surface area. It is obvious that this quantity cannot represent the true generalized force on the vehicle, but it should be proportional to the generalized force for constant values of $kr$.

A value of $\beta$ was determined for each of the $(a/g)$ data points in Figure (14). The results are given as a function of $kr$ in Figure 15. $\beta$ appears to be almost constant, slowly decreasing with increasing wave number. The standard deviation of $20 \log \beta$ is approximately 6 db, which indicates that 68 percent of the values of $\beta$ are between 0.5 and 2.0, as seen in the histogram of Figure 16. Although it would be desirable to effect a reduction in the scatter of the values for $\beta$, it is actually somewhat surprising that the scatter is so small when all the assumptions are considered. Several comments are pertinent, including:

- First it is improbable that all of these missiles are dynamically similar, since a wide variety of structural design concepts are represented.

- Second, the forcing functions have been estimated through necessity, as insufficient measured launch noise data has been made available. While it might be thought that the use of an estimator rather than measured data would help to insure consistency, the estimation did not consider minor and largely unknown variations in rocket deflectors and other configuration details.

- Third, the assumption of constant $C$ for all missiles and all frequencies adds to the deviation.

- Fourth, it is well known that the launch noise environment has a relatively short duration and that the response cannot be considered stationary from the
statistical viewpoint. Consequently, variation in response can be expected at the same location for different launches or short duration engine runups.

Fifth, the scatter at various transducer locations and various flights of one missile is seen to be almost as great as the total scatter in the figure.

When these and other factors are considered, the results of this correlation are encouraging. Perhaps the most startling result is the fact that the mean value of $A$ is approximately one, as in the single degree of freedom case. This indicates that the ratio of force to total vehicle mass remains constant with wave number and that the method of obtaining the forcing function used for the correlation fortuitously gives the ratio exactly equivalent to the single degree of freedom case.

It would be highly desirable to test this empirical correlation with additional data and, wherever possible, to use measured launch noise data in the comparison. It would be desirable also to test an extension of these concepts to the maximum dynamic pressure portion of flight; however, the necessary flight parameters were not available for such an extension. In lieu of this test, it appears that the value of $A$ in Figure 16 could be used at a desired confidence level, together with the boundary layer pressure fluctuation forcing function in Section 3, Part I of Reference 3 to estimate this response.
ENGINEERING MODEL FOR EMPIRICAL CORRELATIONS

For a linear structure, the mean-square acceleration response at a point can be determined exactly from Equations (125) and (126) for any distribution of random pressures. In order to evaluate these expressions, it is necessary to know the cross-spectral density of the pressures between any two points where fluctuating pressures are applied, and to know the force-to-acceleration transfer function between each point where pressure is applied and the point where vibration response is being considered. Alternatively, the pressure cross-correlation and the unit impulse response can be obtained by use of the Fourier transform integrals of Equations (39) and (35).

The transfer functions are readily obtained in terms of normal modes of the structure when the structure is elementary, such as a uniform beam; and in such cases, Equation (125) can be readily evaluated when the pressure field is known, or can be determined, in terms of the pressure cross-spectral densities. However, for complex flight vehicle structures, the transfer functions are not known as continuous functions of frequency or as continuous functions of position on the skin for any other point on the structure. Furthermore, the cross-spectral densities of pressure are not known accurately for all pairs of points on the skin. Thus, in its exact form, Equation (125) is not a practical engineering tool for predicting the vibration response of a complex structure, nor is it practical to use for empirical correlation. Equation (125) can be useful, however, if approximations are introduced based on certain knowledge of the pressure field and of the acceptance and transmission characteristics of flight vehicle structures.
Vehicle Surface Area Segmentation

In developing Equation (125), the spatial integrations of the pressure spectral densities and transfer functions were taken over area segments as shown in Figure 11. A typical term in this equation for which \( m = n \) involves integration over a single area segment \( A_n \); and this term is equal to the component of mean-square acceleration response at \( \vec{y}_r \) due to pressure excitation over the area \( A_n \). If there are \( N \) such area segments, then there are \( N \) components of mean square response at \( \vec{y}_r \) due to excitation over each of the segments; and as seen in Equation (125), the mean-square response components are summed linearly. In addition there are \( N^2 - N \) terms for which \( m \neq n \); and a typical term is equal to the crosscorrelation of the two response components at \( \vec{y}_r \) due to excitation over the area segments \( A_m \) and \( A_n \). The integrations were performed in this manner in order to account more easily for pressure gradients over the skin, and to take advantage of possible small crosscorrelations of the excitations over different areas and small crosscorrelations of the response of different structural transmission paths.

The significant sources of excitation for flight vehicles are the noise emanating from the engine exhaust and aerodynamic pressure fluctuations due to boundary layer turbulence, separated flow and oscillating shocks. The amplitudes of these pressures have significant gradients over the vehicle surface; and the regions of high amplitude pressures depend upon the locations of the engines and locations of aerodynamic discontinuities. For example, in long slender vehicles having engines at the aft end, the sound pressure levels may be significantly lower at the nose of the vehicle than at the aft portions. For aircraft with wing mounted engines, the regions of highest excitations occur on those portions of the fuselage nearest the exhaust stream. In the case of aerospace vehicles, localized excitation can occur at the nose due to turbulence and at aerodynamic discontinuities, where two stages are joined, due to separated flow and oscillating shocks. If the sizes
of the surface area segments are properly chosen, the pressure level gradient can, in some cases, be neglected over a given area segment. In other cases, such as oscillating shocks, the area segments may be chosen as those areas over which the shocks produce significant pressure fluctuations.

**Segment Size Based on Pressure Correlation Length**

Exhaust noise and aerodynamic pressure fluctuations are known to be random phenomena having limited spatial correlation, where the crosscorrelation of the pressures at two points decreases as the distance between the two points increases. Thus if two points are sufficiently separated, the random pressures at the two points will be almost statistically independent which results in effectively no crosscorrelation and a very small cross-spectral density. From this standpoint, if the areas are chosen large enough, the effective pressure correlation lengths will be of the order of or less than the dimensions of the area segments. With such a choice, the pressures over different area segments could be considered uncorrelated so that all cross-spectral densities between pressures on different area segments could be neglected. The result would be that all crosscorrelation terms, for which \( m \neq n \), in Equation (1.5) would be negligibly small; and the net response at point \( \gamma_r \) would be the summation of the mean square responses due to excitation over each of the area segments \( \Delta_n \).

If the surface area is to be segmented on the basis of correlation lengths, then the size of the areas will depend upon the type of excitation, frequency of the excitation, and bandwidth. Measured data show that acoustic correlation lengths are dependent upon wave-length in the sense that there is a certain loss of cross-correlation of pressures at two points for each wavelength of separation of the points. Acoustic wave lengths at low frequencies can be of the order of the length of a flight vehicle, so that in narrow bandwidths at low frequencies the
Acoustic pressures are well correlated over large surface areas of the vehicle. At these frequencies, the above correlation criteria for segmenting the surface might lead to only a few area segments. At higher frequencies however, the shorter wave lengths are associated with shorter correlation lengths and hence, smaller correlation areas. Thus the higher the frequency, the smaller these area segments can become, and the larger the number of area segments which have zero cross correlation of pressures. Correlation lengths also shorten as the bandwidth increases since the pressure signals tend more toward white noise signals. This is shown in Appendix B where the auto-correlation of bandwidth limited white noise is discussed. The delay time \( \tau \) in the auto-correlation function is equal to the distance of separation of two points divided by the speed of propagation of the sound waves when the points lie along a line parallel to the direction of propagation. In the limit, if all frequencies were considered simultaneously, it would be found that the correlation lengths would become variably small. Correlation lengths for aerodynamic pressure fluctuations are very short compared with acoustic correlation lengths, since they are of the order of the scale of the turbulent eddies in the turbulent boundary layer and separated flows. Thus for all except the very low frequency acoustic excitations, the surface area of the vehicle can logically be subdivided into zones over each of which the pressure amplitudes can be considered constant, and between which these fluctuating pressures can be considered uncorrelated so as to have zero valued cross-spectral densities.

**Segment Size Based on Structural Correlation Length**

Pressure correlation length and pressure gradient are not the only bases for choosing the sizes of the area segments. Vibrating energy transmitted along a complex structural path experiences filtering and phase shifting which varies with frequency; and two structure transmission paths within the structure can have quite different dynamical characteristics. Random excitation supplied at two different points on the structure will follow two different transmission paths in arriving at a
single point within the structure. If the two paths have quite different detailed dynamical characteristics, then the two response components at the single point can be partially correlated, or nearly uncorrelated, even though the two applied excitations are well correlated. The dynamical similarity of two transmission paths which slant to two different points and end at a common point depends in general upon the spatial separation of the two starting points, and the frequency and bandwidth of the excitation. Generally, this similarity decreases with increasing distance between the starting points, with increasing frequency and with increasing bandwidth. In this sense, the crosscorrelations of responses along two structural transmission paths have characteristics which are similar to the crosscorrelations of the applied random pressures.

Regular structures respond primarily in well defined modes of vibration, and the correlations of responses at a point due to inputs at two different points may be well correlated if the inputs are correlated. In a complex structure, the response paths are much more complex; however, the lack of crosscorrelation between responses along two paths represents a significant simplification. Thus the surface area segments can also be chosen on the basis of structural correlation lengths so that the crosscorrelation response terms in Equation (125) can be neglected. It is to be noted that the structural correlation lengths may be shorter than the pressure correlation lengths, such as in the case of a stiffened cylinder or stiffened panel excited by acoustic waves where the distances between stiffeners is much less than the wave length of the sound waves.
Response Spectral Density with Crosscorrelation Terms Neglected

Based on the above comments, it is reasonable to assume that Equation (125) for the response spectral density can be written in the simpler form

\[
S_1(f) = \sum_{n=1}^{N} \int \int a^*(x, \gamma_i, f) a(\gamma'_i, f) S(\gamma_i, \gamma'_i, f) dA(x) dA(x')
\]

(135)

The two integrations in Equation (135) are taken over a common area segment \(A_n\), shown in Figure (11); and the resulting term in Equation (135) is equal to the acceleration response spectral density at \(\gamma_i\) due to fluctuating pressure excitation over the area \(A_n\). The net spectral density of response at \(\gamma_i\) is then the summation of such response spectral density components over all \(N\) area segments.

Before proceeding, it should be noted that for a given frequency and bandwidth, the area segments chosen will in general be different for different types of excitation; and hence, separate analyses should be conducted for exhaust noise and for aerodynamic pressure fluctuations.

It is assumed now that the area segments have been so chosen that the pressure spectral density at a given frequency is constant over each area segment. Denoting the pressure spectral density over \(A_n\) as \(S_n(f)\), Equation (135) can be written in the form

\[
S_1(f) = \sum_{n=1}^{N} S_n(f) \int \int a^*(x, \gamma_i; f) a(\gamma'_i, f; C(x, x'; f) dA(x) dA(x')
\]

(136)

where \(C(x, x'; f)\) is a spatial correlation coefficient of the applied pressures which has a maximum absolute value of unity. This correlation coefficient which
is defined by the equation

\[ C(x, x'; f) \frac{S(x, x'; f)}{S_n(f)} \]  \hspace{1cm} (137)\]

is equal to unity where $x - x'$ and is approximately equal to zero when $|x - x'|$ is large. A typical variation of $C(x, x'; f)$ with separation distance $|x - x'|$ for a homogeneous pressure field is given by the exponentially damped cosine function,

\[ C(x, x'; f) = e^{-|x - x'| \cdot d(f) \cos k(f) \cdot |x - x'|} \]  \hspace{1cm} (138)\]

where the constants $d(f)$ and $k(f)$ are frequency dependent. For a plane wave acoustic field at frequency $f$, the constant $d(f)$ is equal to zero and $k(f)$ where $c$ is the velocity of propagation of the waves in the direction of the vector $x - x'$.

The double area integral in Equation (135) is of the form of the square of an average force-to-acceleration transfer function between the area $A_n$ and the point $y_n$. This can be seen by noting that $S_n(f) dA(x) dA(x')$ has the units of (force)$^2$/cps, $S_f(f)$ has the units of (acceleration)$^2$/cps, and by comparing Equation (135) with the definition of the transfer function given in Equation (1.13). Thus if $a_n(y; f)$ denotes this average transfer function at frequency $f$, then the acceleration response spectral density becomes

\[ S_f(f) = \sum_{n} A_n^2 a_n^2(y_i; f) S_n(f) \]  \hspace{1cm} (139)\]
where

\[ a_n^2(y_i;f) = \frac{1}{A_n^2} \int_{A_n} \int_{A_n} \alpha(x,y_i;f) \alpha(x',y_i;f) C(x,x';f) \, dA(x) \, dA(x') \]  

(110)

**The Average Transfer Function in Terms of Frequency Bands**

For elementary structures having pressure fields which can be defined in terms of the correlation coefficient \( C(x, x';f) \), the average transfer function \( a_n(y_i;f) \) can be determined in terms of normal modes of the structure. For coupled structures, the average transfer function can only be determined experimentally. Average transfer functions of this type were determined experimentally for the Smart missile as reported in Reference (12). Measured vibration data are usually taken in frequency bands, such as 1-3-octave bands, and it is of interest to develop an expression for the mean-square acceleration response in such frequency bands. Let \( \dot{V}^2(t_i;f_c, \Delta f) \) denote the mean-square acceleration response at the point \( y_i \) in the frequency band \( \Delta f \) centered on the frequency \( f_c \).

The mean-square response is given by the equation:

\[ \dot{V}^2(t_i;f_c, \Delta f) = \int_{f_c-\Delta f}^{f_c+\Delta f} S(f) \, df \]  

(111)

where \( f_u \) and \( f_l \) denote the lower and upper frequency limits of the band \( \Delta f = f_u - f_l \). If the pressure spectral density \( S_n(f) \) is reasonably constant over the frequency band \( \Delta f \), and if \( S_n(f_c, \Delta f) \) denotes the average value of \( S_n(f) \) in this band, then substitution of Equation (139) into (111) gives

\[ \dot{V}^2(t_i;f_c, \Delta f) = \Delta f \sum_{n=1}^{N} a_n^2(y_i;f_c, \Delta f) \]  

(112)
where the quantity \( a_n^2(\gamma_r; f, \Delta f) \) is the space average and frequency average value of the transfer function between the area \( A_n \) and the point \( \gamma_r \); and this quantity is defined by the equation

\[
a_n(\gamma_r; f, \Delta f) = \frac{1}{\Delta f} \int_{\Omega} a_n^2(\gamma_r; f) \ df
\]

Equation (112) has a more useful form for practical engineering application than its exact counterpart given by the expression immediately following Equation (126). The only assumptions that have been made in developing Equation (142) are that the pressure spectral densities are constant over each of the surface area segments \( A_n \), and that the sizes of the area segments were so chosen (for the frequency band \( \Delta f \), centered at frequency \( f_c \)) that either pressures acting on the surface are uncorrelated between different segments \( A_m \) and \( A_n \) \((m \neq n)\) or the responses at \( \gamma_r \) due to excitations over different area segments are uncorrelated.

Approximation Formula for the Average Transfer Function

At the present state-of-the-art, however, it is necessary to approximate the average transfer function \( a_n^2(\gamma_r; f, \Delta f) \). To shorten the notation let this average transfer function be denoted by the symbol \( \sigma_n^2 \). In order to arrive at a reasonable engineering model for representing \( \sigma_n^2 \), the structural transmission path will be assumed to be made up of three series of elements as shown in Figure (12). The first element represents the acceptance by the structure of the incidence surface pressures and if a mean square force \( F_n^2(t) \), having a constant spectral density, is applied over the area \( A_n \), then the mean-square acceleration response of the surface structure will be denoted by the quantity

\[
\beta_n^2(t, \Delta f) \cdot F_n^2(t)
\]
where $\beta_n^2$ is a space average and frequency average transfer function of the surface structure over $A_n$. The quantity $\beta_n^2$ contains the effect of joint-acceptance of skin panels at the surface of the vehicle. The second element in the series denotes the transmission of this vibratory motion from the area $A_n$ to the region of the point $\mathbf{y}_i^2$; and the output of this element is denoted by

$$\gamma_{nr}^2(f, \Delta f) \cdot \beta_n^2(f, \Delta f) \cdot F_n^2(t)$$

Thus the acceleration-to-acceleration transfer function $\gamma_{nr}^2$ gives the ratio of the mean-square response "in the neighborhood" of $\mathbf{y}_i$ to the mean-square acceleration response "in-the-neighborhood" of $A_n$. Experiments on the fuselage of the Snark missile, as reported in Reference (12), show that $\gamma_{nr}^2$ can be approximated by an exponential decay function with distance along the structure as the argument of the function. Thus

$$\gamma_{nr}^2(f, \Delta f) \approx e^{-\frac{1}{2}n - \mathbf{y}_i} \delta(f, \Delta f)$$  \hspace{1cm} (111)$$

where $\mathbf{y}_i$ in this equation denotes a position of a representative point within the area $A_n$. The quantity $\delta(f, \Delta f)$ is a constant which depends upon bandwidth and frequency. The final element shown in Figure (15) denotes the acceptance of structurally transmitted energy by a "receiving" element which may be a structural component or a piece of equipment. Letting $\psi_{r}^2(f, \Delta f)$ denote the acceleration-to-acceleration transfer function at the "receiver", the mean-square acceleration response of the receiver is

$$\psi_{r}^2(f, \Delta f) \cdot \gamma_{nr}^2(f, \Delta f) \cdot \beta_n^2(f, \Delta f) \cdot F_n^2(t)$$
It follows that the average transfer function \( a_n(y_r; f_c, \Delta f) \) can be approximated by the product

\[
\frac{a_n(y_r; f_c, \Delta f)}{\beta_n^2(f_c, \Delta f) \cdot \gamma_{nr}^2(f_c, \Delta f) \cdot \psi_r^2(f_c, \Delta f)} = 1
\]  

(145)

where \( \frac{a_n(y_r; f_c, \Delta f)}{\beta_n^2(f_c, \Delta f) \cdot \gamma_{nr}^2(f_c, \Delta f) \cdot \psi_r^2(f_c, \Delta f)} \) is given approximately by Equation (144).

Substituting Equations (145) into (142) gives the final approximate expression for the mean-square response in a given frequency band in terms of the acceptance, transmission and receiver functions:

\[
\bar{\bar{W}}^2_r = \sum_{n=1}^{N} \beta_n^2 \gamma_{nr}^2 \psi_r^2 \bar{F}_n
\]

(146)

where

\[
\bar{W}^2_r = \bar{W}^2(y_r; f_c, \Delta f)
\]

\[
\bar{F}_n^2 = \Lambda_n^2 \cdot \Delta_f \cdot S_n(f_c, \Delta_f)
\]

The quantity \( \bar{F}_n^2 \) is the approximate mean-square force acting on the area segment \( A_n \). All quantities in Equation (146) are averaged over the frequency band \( \Delta_f \) which has a center frequency \( f_c \). The index \( n \) refers to applied excitation on the \( n \)-th compartment.
**Determination of Transmission, Receiver, and Acceptance Functions**

The separation of the transmission function $\gamma_{nr}^2$ and the "receiver" function $\psi_r^2$ is in order to account for local structural parameters, such as local mass and stiffness, of the "receiver". In this connection a useful concept is obtained by dividing the structure into bays, as shown in Figure (18), letting $\gamma_{nr}^2$ account for the average axial decay in response level between the region $A_n$ where excitation is applied and the bay which contains the point $r_n$, and denoting $\beta_n^2 \cdot \gamma_{nr}^2 \cdot F_n^2(t)$ as an average response of the structure in the bay in which $r_n$ is located. The product of this average bay response and the receiver function $\psi_r^2$ then gives the response of the particular structural or equipment component located at $r_n$. Also shown in Figure (18) is a set of acceleration response points for various structural components along the axis of the vehicle, and it is seen that the response data are scattered about the exponential decay. The difference between the exponential decay curve and each of these response points is accounted for by the receiver function

Experimentally, the functions $\beta_n^2$, $\gamma_{nr}^2$, $\psi_n^2$ can be determined by providing localized acoustic excitation to the vehicle skin in a manner similar to that done for the Snark in Reference (12). For convenience, the vehicle can be segmented along the axis into structural zones; and for compartmented vehicles having bulkheads or other major structural divisions, these zones can be chosen as the compartments. Acoustic excitation could be applied to a portion of the skin of a single compartment and acceleration response measurements made at a number of points within the same compartment and in each of the other compartments. By averaging the mean-square acceleration responses within each of these compartments, an average response of each compartment could be obtained. The larger the number of points within the compartment and the wider the range of structural components considered, the more representative this average response will be.
When these average compartment responses, in a given frequency band, are plotted against axial distance along the vehicle, it will be found that the average acceleration amplitudes will decrease with distance from the compartment directly excited by sound. By fitting an exponential curve of the form given by Equation (141), to these data points, the parameter \( \delta(f, \Delta f) \) in Equation (141) can be determined, and from this the transmission function \( \gamma_{nr}^2 \) will be known from the directly excited bay to any other bay. Reporting this process by directly exciting each of the individual compartments and determining average responses for all compartments, the complete set of \( \gamma_{nr}^2(f, \Delta f) \) functions between the \( n \)-th and \( r \)-th compartments can be determined. Clearly by use of filtered response data, the functions \( \gamma_{ni}^2 \) can be obtained for each frequency band of interest. It has been tacitly assumed that the functions \( \gamma_{ni}^2 \) are equal to unity; and in this sense, \( \gamma_{nr}^2 \) represents the axial decay of average response amplitude between two different compartments.

An average acceptance function \( \beta_n^2(f, \Delta f) \) can also be obtained, for the \( n \)-th compartment, from these measured data, since \( \beta_n^2 \) can be defined as the ratio of the average mean-square acceleration response in the compartment to the total mean-square excitation force acting on the surface area of that compartment. Hence \( \beta_n^2 \) can be determined for each frequency band of interest. For most vehicles, it can be assumed that if the excitation is applied to only a portion of the surface area of a given compartment, then if this portion of surface structure directly excited is representative of the entire surface structure of the compartment, the acceptance function \( \beta_n^2 \) will be representative of that obtained for any other portion or the whole of the surface of the compartment.

It should be noted that the above definitions of the acceptance function \( \beta_n^2 \) and the transmission function \( \gamma_{nr}^2 \) differ slightly from the original definitions which linked these functions directly to surface structure rather than to the structural zone of compartment. At the present state-of-the-art, however, these are reasonable first approximations of their more exact counterparts. As additional impedance data and other measured vibration response data are obtained, these functions can naturally be given more refined treatments.
The Significance of Local Structural Parameters

The difference between the mean-square response of a structural element and the average mean-square response of the bay in which the element is located is equal to the receiver function $\sigma_1^2 (f, \Delta f)$ for that element. This function, which depends primarily upon local mass, stiffness and damping properties of the element, should be approximately the same for direct excitation of the compartment containing the element and excitation of any other compartment. At present, there is very little known concerning the distribution of energy throughout a complex structure, particularly within a localized region such as a compartment where local structural detail significantly affect response amplitudes. In order to study this aspect of the structural vibration problem, statistical analyses can be made in which the receiver function $\sigma_1^2$ is correlated with such local structural parameters as mass, stiffness, length, characteristic or effective thickness for flexural vibrations of structural component, ratio of mass of component to mass of neighboring components, (similarly for stiffness ratios), curvature of element as in the case of skin panels, orientation relative to the primary direction of compartment excitation, frequency, bandwidth, and number of responses in a frequency band. Other significant local parameters may also become evident during such a statistical study. It is felt that a knowledge of such correlations would be of significant value in the development of an empirically based vibration response prediction technique.

By obtaining measured vibration data on a number of flight vehicles of the same class and of a number of different classes of vehicles, statistical analyses could be conducted to study the acceptance and transmission functions $\beta_1^2$, $\gamma_1^2$. The functions could be correlated with more gross vehicle parameters such as mass, length, radius and average surface density of a compartment, overall length and weight of a vehicle, frequency, bandwidth, average damping, spatial correlation length for surface pressures, percent structural weight of total vehicle weight, etc.
Much could be learned from such statistical analyses of complex structures including the scaling laws which govern the response levels of different size but geometrically and dynamically similar vehicle structures. Scaling laws for exactly similar structures can be obtained easily from fundamental dynamics concepts; however, because of the interplay of the host of overall and local vehicle parameters, the exact elementary scaling laws provide only a first order approximation of the true scaling laws for complex structures.

Limitations on the Use of Flight Data

In general, measured excitation and response data from flights cannot be used directly to obtain the acceptance, transmission and receiver functions in Equation (116) since there is insufficient data for the number of unknown constants to be determined. To show this, let the subscript m denote points within the m-th compartment at which responses have been measured. Then the response at the i-th point in the m-th compartment is given by the expression

\[
\tilde{\psi}_{r,im} = \sum_{n=1}^{N} \beta_{n}^{2} \gamma_{nm}^{2} \phi_{m}^{2} \rho_{n}^{2}
\]

The acceptance function \( \beta_{n}^{2} \) is associated with excitation over the n-th compartment; \( \gamma_{nm}^{2} \) is the fractional loss of mean-square acceleration response between the n-th and m-th compartments; \( \phi_{m}^{2} \) is the receiver function for the i-th point in the m-th compartment; and \( \rho_{n}^{2} \) is the mean-square force acting on the m-th compartment.
Since $\psi_{rm}$ is independent of the excitation, Equation (147) can be written as

$$\begin{equation}
\frac{\psi_{rm}^2}{W_{rm}^2} = \psi_{rm}^2 \sum_{n=1}^{N} \beta_n^2 \gamma_{nm}^2 F_n^2.
\end{equation}$$

(148)

Assume now that there are $R$ measured responses at $R$ different points in each compartment. The summation of the mean-square responses in the $m$-th compartment is

$$\begin{equation}
\sum_{r=1}^{R} \frac{\psi_{rm}^2}{W_{rm}^2} = \left[ \sum_{r=1}^{R} \psi_{rm}^2 \right] \left[ \sum_{n=1}^{N} \beta_n^2 \gamma_{nm}^2 F_n^2 \right].
\end{equation}$$

(149)

In this manner, the summation of the $R$ individual receiver functions $\psi_{rm}^2$ can be replaced by a single quantity, say $R \cdot \Phi_m$. Replacing the summation of mean-square responses in (149) by $R$ times the space average value, $\bar{W}_{rm}^2$, of the mean-square responses in the $m$-th compartment gives

$$\begin{equation}
\frac{\bar{W}_{rm}^2}{W_{rm}^2} \cdot \Phi_m \sum_{n=1}^{\infty} \beta_n^2 \gamma_{nm}^2 F_n^2.
\end{equation}$$

(150)

In order to further simplify Equation (150), replace the transmission function $\gamma_{nm}^2$ in this equation by the exponential form of this function given in Equation (114)

$$\begin{equation}
\frac{\bar{W}_{rm}^2}{W_{rm}^2} \cdot \Phi_m \sum_{n=1}^{N} \beta_n^2 e^{-\Delta_{nm} \delta} F_n^2.
\end{equation}$$

(151)
where
\[ \Delta_{nm} = x_n - x_m \quad \text{average distance between compartments} \]
\[ \delta = \delta(C, \Delta_{ij}) \quad \text{constant to be determined} \]

There is one such equation for each compartment \((m = 1, 2, 3, \ldots, N)\) so that there are \(N\) such equations. There are \(N\) values of \(\Phi_m\), \(N\) values of \(\beta^2_n\), and one value of \(\delta\); and hence there are \(2N + 1\) unknowns to be determined from \(N\) equations. Thus, even when the acceptance and transmission functions are referred to compartments, and the transmission function is approximated by the one parameter exponential function, there is insufficient data to determine the unknown quantities.

It is possible to obtain at least first order approximations of the unknowns appearing in Equation (151), if measured excitation and vibration response data are available for \(N + 1\) different flight (or ground run - up or ground firing) conditions. When the distribution of applied pressures over the vehicle surface changes, then the mean-square forces \(F_i^2\) vary, and so do the space average responses \(\overline{W_{im}^2}\). Thus, if there are \(N + 1\) different flight conditions, there are \(N + 1\) different pressure distributions over the surface, then there are \(N + 1\) equations of the form (151) for each value \(n\), and hence there are \(2N + 1\) equations in the unknowns \(\Phi_m\), \(\beta^2_n\), \(\delta\). It is assumed of course that the averaged acceptance functions \(\beta^2_n\) are unchanged for the different force distributions. This appears to be a reasonable approximation for a given type of excitation in which the pressure space correlations at the vehicle surface remain approximately fixed. Once numerical values of the quantities \(\beta^2_n\) and \(\delta\) are known, the averaged receiver functions \(\overline{\psi_{im}^2}\) can be determined for each structural component by use of Equation (118).

A final simplification of Equation (116) is now considered. The product \(\overline{F_{in}^2} \cdot \overline{W_{im}^2}\) is an approximation of the average mean-square acceleration response of the \(n\)-th
compartment, and as such, this product should be inversely proportional to the square of the total mass $M_n$ of that compartment. Thus the quantity $(M_n^2 \beta_n^2)$ should be nearly independent of the total mass of the compartment. Furthermore, if the surface structures of all, or most, of the vehicle compartments are similar, the average joint-acceptance (or acoustic structural coupling between the applied pressured and the vehicle skin) should be approximately the same for each compartment. Since the acceptance function $\beta_n^2$ is clearly proportional to joint-acceptance, the quantity $M_n^2 \beta_n^2$ might have approximately the same value for all compartments. With this assumption, Equation (151) can be written in the form

$$\frac{W_{im}^2}{\bar{W}_{im}} D \phi_n \sum_{n=1}^{N} e^{-\Delta \epsilon \delta} \frac{\beta_n^2}{F_n^2} M_n^2$$

(152)

where $D$ is a constant to be determined along with the quantities $\phi_n$ and $\phi$. There are now $N+2$ unknowns, so that in addition to measured data in each of the $N$ compartments, it is necessary to have measured data in two compartments for a second flight condition having a different distribution of fluctuating pressures. Once $D$ and $\epsilon$ are known, the receiver functions $\phi_i^2$ can be found from the equation

$$\frac{W_{im}^2}{\bar{W}_{im}} \phi_i^2 = D \sum_{n=1}^{N} e^{-\Delta \epsilon \delta} \frac{\beta_n^2}{F_n^2} M_n^2$$

(153)

In conclusion, Equations (148) and (151) (153) can be used to determine empirically the acceptance, transmission and local vibratory characteristics of complex structures if there is sufficient measured data to describe the excitation and the response. The vehicle can be segmented into compartments as described above, and it is necessary.
to determine the average mean square force acting on the exterior of each compart-
ment and to have available a representative sampling of vibration response data
within each compartment. It is necessary that such measured data be available
for a number of different flight conditions in which the mean-square forces over
the segmented areas of the vehicle have different distributions. When data of this
type is not available, flight data cannot be used to develop empirical correlation
prediction methods; and in this case it is necessary that impedance measurements
(or any equivalent measurements) be used to evaluate the acceptance, transmission,
and local dynamic characteristics of vehicle structures.
Let $x(t)$ be a signal resulting from a stationary and ergodic random process which generates white noise. The autocorrelation function, $R(\tau)$, of $x(t)$ is defined as

$$R(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} x(t) \cdot x(t+\tau) \cdot dt$$  \hspace{1cm} (A.1)

When $x(t)$ represents white noise containing all frequencies, the autocorrelation function $R(\tau)$ is proportional to the Dirac Delta function, $\delta(\tau)$, which is defined as

$$\int_{-\infty}^{\infty} \delta(\tau) \cdot d\tau = 1.0 \quad \delta(\tau) \propto, \tau = 0 \quad \delta(\tau) = 0, \tau \neq 0$$  \hspace{1cm} (A.2)

for any $\epsilon > 0$ no matter how small. This fact is not directly obvious from (A.1). In order to prove this point, and in order to determine the constant of proportionality, it is necessary to use the constant power spectral density definition of white noise and the Wiener-Khinchin relations.

Let $S(\omega)$ denote the power spectral density of the signal $x(t)$. Since $x(t)$ is characterized by the properties of white noise, the function $S(\omega)$ is constant. From page 67 of Reference (10), the Wiener-Khinchin relations are
The symmetric, or cosine, forms of these relations are used because the functions \( S(\omega) \) and \( I' (\tau) \) are symmetric, that is

\[
I'(-\tau) = I' (\tau) \\
S(\omega) = S(\omega)
\]

The latter relations are given by Equation (1-61), page 20, and Equation (2-15), page 3 of Reference (10).

For constant power spectra, (A.4) can be written as

\[
I' (\tau) = S(\omega) \cdot \int_{0}^{\infty} \cos \omega \tau \cdot d\omega \\
= S(\omega) \cdot \frac{\sin \omega \tau}{\tau} \bigg|_{\omega = 0}^{\infty}
\]

\[(A.5)\]

At the upper limit, the function in \((A.5)\) is indeterminate since the \(\sin \omega \tau\) can lie anywhere in the range \(-1 \leq \sin \omega \tau \leq 1\). Neglecting this indeterminate upper limit, \(I' (\tau)\) is seen to equal zero except when \(\tau = 0\). In the latter case, the autocorrelation \(I' (\tau)\) is infinite, hence \(I' (\tau)\) can be represented in terms of the Dirac Delta function

\[
I' (\tau) = S(\omega) \cdot \delta(\tau)
\]

\[(A.6)\]
where \( k \) is a constant of proportionality. To determine the value of \( k \) and to show that (A.6) is the correct functional form, substitute (A.6) into (A.3) and integrate:

\[
S(\omega) = \frac{2}{\pi} k S(\omega) \cdot \int_{0}^{\infty} \delta(\tau) \cdot \cos \omega \tau \cdot d\tau
\]

or

\[
k = \frac{\pi/2}{\int_{0}^{\infty} \delta(\tau) \cdot \cos \omega \tau \cdot d\tau}
\]

(A.7)

The integral in the denominator of (A.7) can be simplified as follows:

\[
\int_{0}^{\infty} \delta(\tau) \cdot \cos \omega \tau \cdot d\tau = \int_{0}^{\infty} \delta(\tau) \cdot d\tau = \frac{1}{2}
\]

by use of (A.2) above. Thus (A.7) becomes

\[
k = \frac{\pi/2}{\int_{0}^{\infty} \delta(\tau) \cdot \cos \omega \tau \cdot d\tau}
\]

\[
k = \pi
\]

and hence the autocorrelation function, \( 1^*(\tau) \), for white noise is:

\[
1^*(\tau) = \pi \cdot S(\omega) \cdot \delta(\tau)
\]

(A.3)

Note that

\[
S(\omega) = \frac{1}{2\pi} S(f)
\]

(A.9)

where \( S(\omega) \) has the units of \((\text{psf})^2/(\text{rad/sec})\) and \( S(f) \) has the units of \((\text{psf})^2/\text{cps}\).

Substituting (A.9) into (A.8) gives an alternate form for the autocorrelation function, namely,
The form (A.10) agrees with Equation (2-126), page 69 of Reference (10).

\[ I'(\tau) = \frac{1}{2} \cdot S(f) \cdot \delta(\tau) \]  

(A.10)
APPENDIX B

AUTOCORRELATION FUNCTION FOR BANDWIDTH LIMITED WHITE NOISE

Given a random process which is characterized by bandwidth limited white noise.

The power spectral density (PSD) for such a process is denoted by $S(\omega)$; and, as shown in Figure 19 $S(\omega)$ is defined as

\[
S(\omega) = \begin{cases} 
S, & \omega < \omega_u \\
= S, & -\omega_u < \omega < -\omega_L \\
= 0, & \text{otherwise} \\
\text{constant} \geq 0
\end{cases}
\]

From the Wiener-Kinchin relations (page 67 of Reference 10) the autocorrelation function, $R(\tau)$, for the random process is

\[
R(\tau) = \int_{-\infty}^{\infty} S(\omega) \cdot \cos \omega \tau \cdot d\omega
\]

\[
= S \int_{\omega_L}^{\omega_u} \cos \omega \tau \cdot d\omega
\]

\[
= \frac{S}{\tau} \left[ \sin \omega_u \tau - \sin \omega_L \tau \right]
\]

\[
= \frac{2S}{\tau} \cdot \sin \frac{\omega_u - \omega_L}{2} \tau \cdot \cos \frac{\omega_u + \omega_L}{2} \tau
\]
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\[ \Gamma(\tau) = S \cdot (\omega_u - \omega_L) \cdot \left[ \frac{\sin \frac{\omega - \omega_u}{2} \tau}{\cos \frac{\omega - \omega_L}{2} \tau} \right] \] (B.2)

A graph of \( \Gamma(\tau)/S \cdot (\omega_u - \omega_L) \) is shown in Figure 20. The values of \( \tau_1 \) and \( \tau_2 \) shown in this graph are

\[ \tau_1 = \frac{\pi}{\omega_u + \omega_L} \quad \text{and} \quad \tau_2 = \frac{2\pi}{\omega_u - \omega_L}. \]

The following properties of \( \Gamma(\tau) \) are to be noted:

1. \( \lim_{\tau \to \infty} \Gamma(\tau) = 0 \quad \omega_L \neq \omega_u \)

2. \( \Gamma(0) = S \cdot (\omega_u - \omega_L) \)

   mean square value

3. \( \Gamma(\tau) \approx \left[ S \cdot (\omega_u - \omega_L) \right] \cdot \cos \omega \tau; \quad \omega_u \approx \omega_L = \omega \)

   This is the form of the correlation function for a sinusoidal signal; and

   \( [S \cdot (\omega_u - \omega_L)] \) is the mean square value of the amplitude of the signal.

4. From the above equation for \( \tau_2 \):

   \[ \tau_2 \to \infty \quad \text{as} \quad \omega_u \to \omega_L \quad \text{(narrow band)} \]

   \[ \tau_2 \to 0 \quad \text{as} \quad (\omega_u - \omega_L) \to \infty \quad \text{(broad band)} \]
Also for $\tau_1$:

$$\tau_1 \to 0 \quad \text{as} \quad (\omega_u \cdot \omega_L) \to \infty \quad \text{(broad band)}$$

5. Using Equation (B.1) above, it is seen that when $\omega_L = 0$, the autocorrelation function $I(t)$ becomes

$$I(t) = S \cdot \omega_u \cdot \frac{\sin \omega \tau}{\omega \tau}$$

Figure 16 shows two graphs of $I(t)/S'$, one for a small value of $\omega_u$ and the other for a large value of $\omega_u$. Negative values of $\tau$ are shown in order to emphasize the symmetry of $I(t)$. It is seen that as $\omega_u$ becomes large (large bandwidth), the correlation function decays rapidly with time delay $\tau$.

For the case of theoretical white noise in which $\omega_L = 0$ and $\omega_u \to \infty$, the autocorrelation function approaches the Dirac delta function, $\delta(t)$. This function is defined as follows: (Reference 11)

$$\delta(t) = \lim_{\alpha \to \infty} \frac{\alpha}{\pi} \frac{\sin \alpha t}{\alpha t}$$

Thus in the limit, $I(t)$ becomes

$$I(t) = \pi S_u \cdot \delta(t) \quad \omega_L = 0, \omega_u \to \infty$$

$S_u$ denotes $S$ in units of $(\ )^2/\text{rad}/\text{sec}$. 107
Note that

\[ S(f) = 2\pi S(\omega) \]

or

\[ S_f = 2\pi S_\omega \]

\( S_f \) denotes \( S \) in units of \(( \ )^2 / \text{cps}\)

Thus an alternate form for \( \Gamma(\tau) \) is

\[
\Gamma(\tau) = \frac{1}{2} \cdot S_f \cdot \delta(\tau) \cdot \omega_L = 0, \omega_u \rightarrow \infty
\]

Note: An alternate expression for the Dirac delta function can be obtained directly from the above integral expression for \( \Gamma(\tau) \):

\[
\Gamma(\tau) = S_\omega \cdot \int_0^\infty \cos \omega \tau \cdot d\omega
\]

\[
\pi \cdot S_\omega \cdot \delta(\tau)
\]

\[
\delta(\tau) = \frac{1}{\pi} \int_0^\infty \cos \omega \tau \cdot d\omega
\]

or

\[
\delta(\tau) = 2 \int_0^\infty \cos 2\pi \tau \cdot df
\]

or

\[
\delta(\tau) = \int_\infty^{\infty} \cos 2\pi \tau \cdot df
\]
Important properties of $\delta(\tau)$ are

$$\delta(\tau) = \infty \quad \text{at} \quad \tau = 0$$

$$= 0 \quad \text{if} \quad \tau \neq 0$$

$$\int_{-\infty}^{\infty} \delta(\tau) \cdot d\tau = \int_{-\epsilon}^{\epsilon} \delta(\tau) \cdot d\tau = 2 \int_{0}^{\epsilon} \delta(\tau) \cdot d\tau =$$

$$- 2 \int_{-\epsilon}^{0} \delta(\tau) \cdot d\tau = 1$$
Figure 1: Arbitrary Structure with Forces, \( F_n(t) \), Applied at Points \( \vec{x}_n \).

Showing Acceleration Response, \( \ddot{w}_n(t) \), of an Element at Point \( \vec{y}_n \).
Figure 2: One-Degree-of-Freedom Spring-Mass System, with Spring Stiffness $k$, Damping Constant $c$, Mass $m$, Applied Force $F(t)$ and Deflection $W(t)$.

Figure 3: Uniform Beam with Point Force $F(t)$ Applied at Point $x$ and Acceleration Response $\ddot{W}(t)$ at $y$. 
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Figure 4: Rigid Bar Free to Translate, but Constrained in Pitch, and Having a Large Number of Applied Forces $F_n(t)$.

Figure 5: Uniform Beam Schematic for Response at $\gamma_r$ and $\gamma_s$ on A Excited By a Point Force $F_n(t)$ at $\gamma_n$. 
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Figure 6: Two Points, \( \vec{y}_r \) and \( \vec{y}_s \), on a Structure Excited by Two Forces \( F_m(t) \) and \( F_n(t) \) at \( \vec{x}_m \) and \( \vec{x}_n \). Where \( h_{mr}(t) \), \( h_{ms}(t) \), \( h_{ns}(t) \), and \( h_{nr}(t) \) represent dynamic transfer characteristics of all paths between \( \vec{y}_r \), \( \vec{y}_s \) and \( \vec{x}_m \), \( \vec{x}_n \).

Figure 7: Two Single-degree-of-Freedom Systems with Impulse Excitations.
Figure 8: Graph of the Complete Crosscorrelation Function, Showing the Slope Discontinuity at \( \tau = 0 \), and Showing the Possible Different Forms of the Crosscorrelation for Positive and Negative Delay Times \( \tau \).

Figure 9: Inputs and Outputs For the Two Single Degree of Freedom Systems Subject to Bandwidth Limited White Noise.
Figure 10: Illustrative Example of the Spectral Density $S_{(r-s)}(f)$ and Transmission Loss Coefficient $TL_{(r-s)}$ of the Difference Between Two Responses $\overset{\cdot}{W}_r(t) - \overset{\cdot}{W}_s(t)$. 

115
Figure 11: Arbitrary Structure with Pressure, $P_n(x, t)$, Applied over Surface Zones of Area, $A_n$, Showing Acceleration Response, $\ddot{W}(x, t)$, of an Element at Point $y$. 
Figure 12: Comparison of Internal Vibration of Structure and Adjacent External Sound Pressure Level for Two Frequency Ranges.
Figure 13: Summary of Aircraft Empirical Correlation of External Noise With Acceleration of Adjacent Structure.
Figure 14  Missile Launch Accelerations Obtained on Structure in Forward Half of Vehicle.
Figure 15  Variation of the Parameter $\beta^2$ with $kr$ for the Data of Figure 14.

Where

$$\beta^2 = \left[ \frac{4 \left( \frac{a^2}{2g} \right) w^2}{\sigma_n G F(t)^2} \right]$$
Figure 16: Histogram of $\beta$ from Figure 15
force -to- acceleration acceptance function.

average acceleration response of surface structure to incident pressures.

acceleration -to- acceleration transmission function.

average acceleration response in bay containing $\gamma_f$.

local receiver function

acceleration response at $\gamma_f$

Figure 17: Diagram of Series Form of Force -to- Acceleration Transfer Function $a_{nt}^2$ in Terms of Acceptance, Transmission and Receiver Functions.
average response of surface structure: 

$$\frac{1}{p} \cdot \frac{1}{f} \cdot n \cdot n$$

response of various structural components:

acceleration response at $$\gamma_r$$:

$$\frac{1}{w_r} \cdot \frac{1}{\beta_n} \cdot \frac{1}{\gamma_{nr}} \cdot \psi_r \cdot F_r$$

average transmission decay due to $$\gamma_{ar}$$

effect of receiver function $$\Phi$$

area segment $$A_n$$

excitation $$F_{n}(t)$$

bay containing $$\gamma_{r}^+$$

area segment $$A_n$$

bay containing $$\gamma_{r}^+$$

Figure 19. Diagram of Typical Vehicle Structure Showing Limited Excitation over Area Segment $$A_n$$, Average Response of Directly Excited Structure, Decay of Vibratory Energy Along Vehicle Axis, and Response of Typical Structural Component at $$\gamma_r$$. 
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Figure 19: Plot of Bandwidth Limited White Noise PSD

Figure 20: Graph of the Autocorrelation Function for Bandwidth Limited White Noise
Figure 21: Graph of the Autocorrelation Function for Bandwidth Limited White Noise ($\omega_L = 0$).
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The design of fatigue resistant structures for high speed aircraft and aerospace vehicles depends largely on the prediction of realistic acoustic, fluctuating aerodynamic, and engine vibration environments and on the estimation of the attendant vibration levels of structural components and attached equipment. The practical engineering limitations on the mathematical and numerical analyses required to treat such structures rigorously by classical dynamics necessitate studies of alternate, approximate methods. In this report, a definitive statement is presented of the empirical approach for determining correlations between the excitation environment and the vibration response of typical flight vehicle structures by means of statistical analyses of measured vibration data. The various aspects of the vibration prediction problem and the general philosophy motivating research in the area of empirical correlation are discussed. Specific treatment is given to the effects of bandwidth, modal density, and surface pressure space correlation on the crosscorrelation of energy transmitted along various structural transmission paths in complex linear structures. An engineering model for empirical correlation is developed and several examples are given to demonstrate the utility of the equations.
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