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This monograph presents an experimental demonstration of two heretofore unobserved nonlinear effects in systems supporting space-charge waves. The discussion is based on a physical theory which exhibits second-order coupling of these waves to those supported by an external circuit. This new interaction makes possible the control of idler harmonic dispersion and, thus, removes a major obstacle to the design of a successful parametric amplifier using space charge waves. The most important prediction of this theory is the possibility, which has been verified, of removing negative energy kinetic excitation from the idler space-charge wave.

The physical theory, a perturbation analysis in displacement variables, describes all possible second-order nonlinear interactions. A small signal power theorem, applicable to three frequency excitation, is derived from the dynamical equations. The conditions, restricting the location of higher-order harmonics under which this simplification is justifiable, are discussed.

The model is further specialized to the empirically valid case of a two-mode circuit-to-stream wave interaction. A quasi-linear coupled mode analysis is then developed which takes account of the kinetics of multiple-channel multi-mode propagation. General expressions are given for predicting the result of an arbitrary parametric coupling is given.

An experimental coupler, designed to test these principles, is described. The character of the interactions and their placement on the dispersion diagram are shown to agree with the predictions. Parametric reverse wave amplification and, at higher coupling levels, spontaneous oscillation have been observed. A demonstration of parametric refrigeration, the transferal of negative energy excitation from the stream to the circuit, is described.

The low-noise amplification possibilities of devices using these principles and several problems connected with the pumping modulation are discussed. Finally, a number of alternative configurations are proposed, including a new class of fast-wave amplifiers.
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CHAPTER I

INTRODUCTION

The invention of the klystron (Varian and Varian, 1939) and, subsequently, of the traveling-wave amplifier (Kompfner, 1946) expanded the available communications spectrum by two orders of magnitude. The low noise possibilities of these linear beam devices were realized very early (Pierce, 1950) but attempts at an effective theory were hampered by the restrictions of a ballistic interaction model and an unclear understanding of the high frequency noise excitation properties of a thermionic diode.

In the early part of the last decade two developments appeared which enabled the analysis to obtain a firm footing. The cogency of the space-charge wave theory of Hahn (1939) was rediscovered and resulted, among other things, in the derivation of a power theorem (L. J. Chu, 1951) describing linear beam interactions. Simultaneously, the work of Schottky (1918), Rack (1938), and Llewellyn and Peterson (1944) was adduced to provide a generally accepted model for the noise output at the potential minimum (Watkins, 1951; Robinson, 1952). Starting from these bases and stimulated by the development of a viable transmission line model for an accelerated electron stream (Bloom and Peter, 1954), a great number of "Minimum Noise Figure" theorems were proved and published. This series ended with the definitive work of Haus and Robinson (1955) and their statement, "The minimum noise figure of any amplifier... in which an electron beam interacts with longitudinal rf fields... is identical with that found... for the traveling-wave tube and is entirely determined by the [input] noise parameters of the beam."

This result seemed to eliminate from consideration any improved beam coupling mechanism and focused attention almost exclusively on the possibility of reducing beam noise near the potential minimum. Analyses of this region (Whinnery, 1954; Siegman, et al., 1957) have proved formidable, but they did indicate that great improvements could be obtained through
an increase in noise correlation. Indeed, subsequent experimental efforts, involving the creation of peculiar and extensive low voltage drift regions, have surpassed the theoretical predictions. These developments, culminating in the work of Currie and Forster (1959), now appear to have reached a plateau from which future progress will be slow and difficult (Wade, 1961).

The central obstacle to any interaction mechanism for lowering the noise figure limit clearly lay in L. J. Chu's kinetic power theorem (1951) and for this reason it deserves some discussion. The existence of space-charge waves on electron streams had been recognized for many years (Hahn, 1939), but the derivation of this theorem produced for the first time expressions for the small signal power carried by these waves. By using the linearized equations, Chu was able to prove that the sum of the kinetic and electromagnetic powers in a first order interaction was axially constant. In particular, he showed that the slow space-charge wave carried negative kinetic power relative to a stationary observer; thus, in the simplest case, an external waveguide need only present an energy-robbing, or lossy, impedance component to increase the amplitude of the slow wave and produce gain. This concept, along with the theory of coupled modes (Pierce, 1954), contributed greatly to an understanding of the gain mechanism in traveling-wave amplifiers.

Unfortunately, the negative energy property restricted the noise performance of devices using the slow wave. To remove excitation from this wave, a positive energy cancellation (annihilation) signal must be applied. Such cancellation is possible for the coherent signal content but not for any incoherent, or noise, content. This is the physical basis for the theoretical minimum set on the noise performance of direct coupled amplifiers using the slow space-charge wave.

For a period after the proof of this theorem, the "direct coupled" qualification was overlooked and it was believed impossible to remove slow wave noise by any means. To bypass the strictures of this theorem, various investigators chose to drop the slow wave. Excitation, coherent or incoherent, can be easily removed from the (positive energy) fast space-charge wave by direct coupled means. The problem then is to use the noise-free fast beam wave to provide amplification. The mechanism used has been long known and is called parametric coupling or, more
completely and clearly, nonlinear coupling by a periodic variation of parameters. The fast space-charge wave amplifier, conceived by Louisell and Quate (1958), is an application of this principle to longitudinal electron streams. Parametric coupling is provided by the impression of a strong traveling modulation or "pumping" of the electron density. This modulation impresses a spatial-temporal (propagating) periodicity on the system which forces any excitation to be carried by a series of spatial-temporal harmonics. This requirement is a generalization of Floquet's theorem describing propagation in a periodic medium (Brillouin, 1946; Mueller, 1960). These harmonics of a quiescent mode of the system have been called "idlers" and they are coupled to other modes or to other idlers by nonlinear terms in the dynamical equations. Ideally, the pump wave is designed so that the strongest coupling is that between the fast wave and its lowest order idler, an interaction producing exponential gain. Unfortunately, this aspect of the model proved to be an oversimplification. Experiments soon showed that gain was produced but that the interaction was extremely complicated, due to the lack of space-charge wave dispersion, and involved a number of higher idlers (Ashkin, et al., 1959). The down-conversion of excitation from these frequencies effectively eliminated the noise advantages of this method of amplification.

During this period the fast wave principle was successfully applied to the design of amplifiers using the more dispersive cyclotron waves (Adler, et al., 1959). The noise performance of these amplifiers has been spectacular (Wade, 1961) but their frequency coverage is restricted by magnetic field limitations. Interestingly enough, the fast wave amplification of both of these devices depends on a dynamical model which is more general than that of Chu. The (parametric) power theorem applicable to this new model was originally developed, in another connection, by Manley and Rowe (1956) and only later applied to electron beams (Haus, 1959; Sturrock, 1961).

The realization that this new power theorem struck at the foundation of the minimum noise figure theorem was made by Sturrock (1959). He proposed a noise reduction and signal amplification configuration which retained the eminently useful, negative energy, slow wave. In this system, the exact reverse of the parametric amplification scheme is used.
The noisy electron beam first enters a traveling-wave circuit which would normally provide amplification. As in the fast wave amplifier, parametric pump excitation is introduced which changes the character of the interaction. As predicted by the parametric power theorem, signal excitation on the circuit and noise excitation on the slow wave are passively exchanged (Sturrock, 1960c), a process called "parametric refrigeration." The electron stream, now possessing a noise-free slow wave, is then used in a conventional traveling-wave interaction to produce gain.

Two early investigations of the principle of parametric refrigeration concentrated on a version using space-charge waves exclusively. An analytical treatment (Forster, 1960), using a somewhat restrictive pump wave model, predicted that the refrigeration interaction would be insensitive to higher idlers. Unfortunately, the experiments of Monson (1960) which used this configuration were unsuccessful. He again, gave insufficient space-charge wave dispersion as the reason.

The theory and experiment which we will describe relate to the circuit coupled version of the parametric refrigerator (Sturrock, 1960c). The scope will be wider than this statement would indicate in that it will attempt a general treatment of nonlinear coupling in linear beam devices. In particular, it will give a physical theory and experimental verification of a new phenomenon, parametric interaction between circuit waves and space-charge waves. The importance of this type of coupling lies in the ability to control dispersion and to inhibit unwanted idler interactions. Since the only reason for using these relatively complicated coupling means is the subversion of the minimum noise figure theorem, our attention will eventually be centered on the subclass of slow wave, or parametric refrigeration, interactions. A plan of the exposition is described below.

In Chapter II, a model is developed for an electron stream enclosed in a slow waveguide. Nonlinear dynamical equations are derived which cover all possible coupling mechanisms. These equations are couched in displacement, or polarization, variables (Bobroff, 1959; Sturrock, 1960d) which have the advantage that all cross-coupling appears in the driving terms. In addition, these variables exhibit nonlinear circuit coupling directly, a possibility which is not clear in the common Eulerian
analysis (Forster, 1960). Several applications of this theory are given, by way of example.

In Chapter III, a three frequency kinetic power theorem is derived from the nonlinear equations. Several specializations of its form are described.

In Chapter IV, a quasi-linearized two mode coupling theory and the physical assumptions necessary for its applicability are developed. Spurious idler interactions are discussed in the context of the present experiment and of previous unsuccessful experiments.

In Chapter V, the design of a circuit pumped coupler to test the two mode theory is described. Parametric coupling to circuit waves is directly demonstrated and the large space-charge assumption, used in the theory, is experimentally justified.

The first experimental observation of ideal, single idler, fast space-charge wave amplification is described. This interaction, similar to that in a backward wave amplifier, is shown to exhibit spontaneous oscillation at higher coupling levels. Finally, the parametric refrigeration interaction is verified. This verification is, in a sense, indirect since the noise-free slow wave has not been used in an amplifier, but the net of theoretical and empirical evidence shown in this paper allows no other interpretation.

In Chapter VI, the experimental results are evaluated in their required frame of reference: their use to provide low noise amplification. Several practical problems concerning the pumping modulation are discussed. Finally, a number of alternative configurations are proposed which are advantageous in respect to noise performance, bandwidth, or pump efficiency. In addition, a new class of fast wave parametric amplifiers is described.
CHAPTER II
PHYSICAL THEORY

Two indispensable aids to the understanding of a wave interaction system are the relevant power theorem and a generalized coupled mode theory (Pierce, 1954; Sturrock, 1958b). These results are often conjectured from general principles and used in the prediction of new effects, but their applicability must eventually be proved from the physical equations. We will derive these equations in this chapter, thus providing a basis for the more general considerations which follow.

In order to bring out the physical principles involved in the nonlinear coupling of stream waves to circuit waves we will analyze the model commonly used in traveling-wave amplifier theory. We will visualize a cylindrical electron stream directed along the axis of a slow waveguide. The most frequently used example is the helix which supports slow electromagnetic waves with strong longitudinal electric fields. We will assume that the beam is constrained by a very large axial magnetic field. This condition, which held in our experiments, effectively eliminates any transverse rf motions of the electrons. In addition, the beam radius is held to be considerably smaller than the circuit radius so that any variation of the dynamical variables over the beam cross section is negligible. These assumptions are those which are commonly made in longitudinal beam theory (Pierce, 1950) and, if certain phenomenological constants are experimentally evaluated, they have given reliable results.

Having made these assumptions, we must choose a suitable coordinate system in which to express the electron motion. The common choice of the field-like Eulerian variables leads to difficulties, however. At first glance they do not appear to predict nonlinear small-signal coupling between beam and circuit waves (Forster, 1960). In these variables this may be shown only by means of a re-expansion in terms of the force fields (Kino, 1960) or by a renormalization in terms of the direct-coupled modes.
For their directness and clarity in this respect, we will use displacement or polarization variables (Bobroff, 1959; Sturrock, 1960d). In these variables an electron in a large z-directed magnetic field changes its position, \( z_0(t) \to z_0(t) + \mathcal{Z}(z_0,t) \), under the influence of a perturbing electric field, \( \mathcal{E}(z_0,t) \). The laws which relate the response to the perturbation (Bobroff, 1959; E. L. Chu, 1960a) are the velocity equation,

\[
\left( \frac{\partial}{\partial t} + u_0 \frac{\partial}{\partial z_0} \right) \mathcal{Z}(z_0,t) = \vec{\mathcal{V}}(z_0,t),
\]

and the Lorentz force equation,

\[
\left( \frac{\partial}{\partial t} + u_0 \frac{\partial}{\partial z_0} \right) \vec{\mathcal{V}}(z_0,t) = -\gamma \mathcal{E}(z_0,t),
\]

wherein \( u_0 \) is the axial dc velocity of the electron stream, all quantities capped by the tilde are considered to be of small amplitude, and all variables are understood to be the z-components of the corresponding vectors. At each instant in time the electric field may be expanded in a Taylor series,

\[
\mathcal{E}(z_0 + \mathcal{Z},t) = \mathcal{E}(z_0,t) + \mathcal{Z}(z_0,t) \frac{\partial}{\partial z_0} \mathcal{E}(z_0,t) + \ldots,
\]

around \( z = z_0 \). At this point, since we have introduced a nonlinear term into the equation, it is necessary to be more specific about the time variation which will be allowed. We will assume that there are three noncommensurable excitation frequencies which, for a significant interaction to occur, must satisfy the relation

\[
\omega_d = \omega_1 + \omega_2,
\]

\[
-7-
\]
where all frequencies are positive. We will comment later on the conditions under which this three frequency analysis gives a valid description of a physical system.

In this model, all real physical variables are to be expanded in the form

\[
    \xi(z_0, t) = \frac{1}{2} \left[ z_1(z_0)e^{j\omega_1 t} + z_1^*(z_0)e^{-j\omega_1 t} + z_2(z_0)e^{j\omega_2 t} + z_2^*(z_0)e^{-j\omega_2 t} + z_d(z_0)e^{j\omega_d t} + z_d^*(z_0)e^{-j\omega_d t} \right],
\]

(4)

where \( z_1 \) and \( z_2 \) have complex amplitudes. Thus, with identifications similar to (4), the \( \omega_1 \) component of the electric field may be written

\[
    \tilde{E}_1(z_0 + \xi) = \tilde{E}_1(z_0) + \frac{1}{2} \tilde{z}_2^* \frac{\partial}{\partial z_0} \tilde{E}_d(z_0) + \tilde{z}_d \frac{\partial}{\partial z_0} \tilde{E}_2^*(z_0),
\]

correct to second order in small variables.

The field at \( z_0 \), at each frequency \( \omega_1 \), is composed of two parts: the applied circuit field \( E_{ci}(z_0) \), and the space-charge repulsion field \( \tilde{E}_{al}(z_0) \). The latter, which is due to the perturbation of the electron density, may be found from Poisson's equation as we show in Appendix A. At frequency \( \omega_1 \) it has the approximate form

\[
    \tilde{E}_{al}(z_0) \approx -\frac{1}{\epsilon_0} \rho_0 R_1^2 \left[ \frac{\partial}{\partial z_0} \tilde{\xi}(z_0) - \tilde{\xi}(z_0) \frac{\partial}{\partial z_0} \tilde{\xi}(z_0) \right],
\]

(5)

\[
    \tilde{E}_{al}(z_0) = \frac{R_1^2 \omega_1^2}{\eta} \left\{ \tilde{z}_1(z_0) - \frac{1}{2} \tilde{z}_2 \frac{\partial}{\partial z_0} \tilde{z}_d(z_0) - \frac{1}{2} \tilde{z}_d \frac{\partial}{\partial z_0} \tilde{z}_2^*(z_0) \right\},
\]

correct to second order in small variables. The phenomenological constant \( R_1 \), called the space-charge reduction factor (Branch and Mihran, 1955)
at wave number $\beta_1$, accounts for the diminution of charge repulsion in finite geometries. The rf charge density, $\beta_1(z_0)$, has been expressed to second order in the displacement variable through the use of the Lagrange expansion and the differential continuity condition (E. L. Chu, 1960b; Sturrock, 1960d). This calculation is shown in Appendix A. The symbols $\rho_0 < 0$ and $\omega_p^2 = -\eta \rho_0 / \epsilon_0$ signify the dc electron charge density and plasma frequency, respectively.

If we substitute the circuit fields and space-charge fields into the Taylor expansion, we may finally write the force equation at frequency $\omega_1$ in the following form:

$$u_0 \left( \frac{\partial}{\partial z_0} + i \beta_1 \right) \nabla_1 = -\left\{ \tilde{\varepsilon}_{el} + R_1^2 \omega_p^2 \right\}$$

$$- \frac{1}{2} \tilde{Z}_2 \frac{\partial}{\partial z_0} \left\{ \tilde{\varepsilon}_{cd} + \omega_p^2 (R_2^2 - R_1^2) \right\}$$

$$- \frac{1}{2} \tilde{Z}_d \frac{\partial}{\partial z_0} \left\{ \tilde{\varepsilon}_{c2} + \omega_p^2 (R_2^2 - R_1^2) \right\}, \tag{6}$$

correct to second order in small signal variables. In this expression $\beta_1 = \omega_1 / u_0$ is the electronic wave number. An evident advantage of this formulation in displacement variables is that all nonlinear terms appear in the right hand or driving member of the physical equations. No re-normalization is required to produce this useful form. The only restriction to its generality is caused by the introduction of the plasma frequency reduction factor by (5) which is valid, strictly speaking, only when each term of the equation has the same wave number (see Appendix A). This applies only in the case of space-charge to space-charge coupling.

When all of the driving terms except the linear space-charge field are ignored (as in a conducting pipe with simple harmonic excitation at frequency $\omega_1$), the "normal mode" solution of Eqs. (1) and (6) is given
in complex form by

\[
\tilde{z}_1(z_0, t) = \hat{\tilde{z}}_1 \exp \left\{ j\omega_1 t - j \left( \frac{\omega_1 + R_1 \omega}{u_0} \right) z_0 \right\},
\]

the well known fast/slow space-charge waves (Hahn, 1939). When the first order circuit term is included we obtain an additional solution, the "driven" wave. This solution has the dominant form (see Appendix C)

\[
\tilde{z}(z_0, t) = \eta \hat{E}_{c1} (\omega_1 - u_0 \beta_{c1})^2 - R_{12}^2 - 1 \exp \left( j(\omega_1 t - \beta_{c1} z_0) \right),
\]

when driven by a circuit wave, \( \hat{E}_{c1}(z_0, t) = \hat{E}_{c1} \exp j(\omega_1 t - \beta_{c1} z_0) \).

To complete the physical description of the system the "circuit" equation, which describes the perturbation of circuit propagation due to the presence of the electron stream, must be introduced. A form which is particularly useful when the beam couples most strongly to a single circuit wave is given by Butcher (1957),

\[
\left( \frac{\partial}{\partial z_0} + j\beta_{c2} \right) \hat{E}_{c2}(z_0) = - \frac{1}{2} \Pi_{c2} \beta_{c2} K_2 \hat{E}_{c2}(z_0)
\]

\[= - \frac{1}{2} \sigma \Pi_{c2} \beta_{c2} K_2 \left\{ j\omega_2 \rho_0 \left[ \tilde{z}(z_0) - \frac{\partial}{\partial z_0} \tilde{z}(z_0) \right] \right\} \]

\[= - j \frac{1}{2} \sigma \Pi_{c2} \beta_{c2} K_2 \tilde{z}_0 \left\{ \tilde{z}_2(z_0) - \frac{1}{2} \frac{\partial}{\partial z_0} (\tilde{z}_2 \tilde{z}_0) \right\}, \]

where \( \Pi_{c2} \) is the circuit parity parameter which has the value \( \pm 1 \) when \( \hat{E}_{c2}(z_0) \) is the field of a forward/backward (group velocity and power flow) wave. We have frequency analyzed the equation explicitly so that all terms vary as \( \exp(j\omega_2 t) \). The beam cross section is \( \sigma \) and the coupling
impedance $K_2$ is a positive phenomenological constant. The rf current density $J_2(z_0)$ has been evaluated by another form of the Lagrange expansion (A.9).

We may now assemble these equations, and their counterparts at the opposite frequencies, into the following set which describes the electron stream-circuit system correctly to second order in small quantities:

\begin{equation}
\frac{\partial}{\partial z} + j\beta_{1l} \varphi_1 = \frac{\varphi_1}{u_0} \tag{10}
\end{equation}

\begin{equation}
\frac{\partial}{\partial z} + j\beta_{1l} \varphi_1 = - \frac{1}{2} \left\{ \frac{E_{c1}}{V_0} + 2R_1^2 \beta_{1l} \varphi_1 \right\} \tag{11}
\end{equation}

\begin{equation}
\frac{\partial}{\partial z} + j\beta_{1l} \bar{E}_{cl} = - j \frac{1}{2} \sigma_0 \omega \pi \beta_{1l} \bar{E}_{cl} K_1 \left\{ \frac{Z_1}{2} \frac{\partial}{\partial z} \left( \frac{Z_{1*}^2}{Z_{2*}} \right) \right\} \tag{12}
\end{equation}

\begin{equation}
\frac{\partial}{\partial z} - j\beta_{2l} \bar{Z}_2 = \frac{\varphi_2}{u_0} \tag{13}
\end{equation}

\begin{equation}
\frac{\partial}{\partial z} - j\beta_{2l} \bar{Z}_{2*} = \frac{\varphi_2^*}{u_0} \tag{14}
\end{equation}
and

\[
\left( \frac{\partial}{\partial z} - \beta c_2 \right) \ddot{z} = J \frac{1}{2} \alpha_0 \mu \alpha \beta^2 \left\{ \ddot{z} - \frac{1}{2} \frac{\partial}{\partial z} (\dddot{z} \dot{z}) \right\} .
\]  

(15)

The two previously undefined symbols introduced into these equations are the dc beam voltage \( V_0 \) and \( \beta_p = \omega_p / u_0 \), the plasma wave number. These equations describe, within the approximations inherent in the model, all of the three frequency interactions possible between circuit waves and space-charge waves.

In applying them to a physical situation one is normally interested in a specific coupling, say between a circuit wave at frequency \( \omega_1 \) and a space-charge wave at frequency \( \omega_2 \). For a significant cumulative interaction to be possible, there must be approximate phase velocity synchronism between the beam wave and an idler harmonic of the circuit wave. In terms of the wave numbers of the coupled modes, this requires the satisfaction of an additional relation (Tien, 1958) of the form

\[
\beta_d = \beta_1 + \beta_2 + \Delta \beta = \beta_1 + \beta_2 ,
\]  

(16)

where the approximation is that \( \Delta \beta / \beta_1,2 \ll 1 \). The rationale behind this condition may be seen from the equations when the specific z-dependence of the quantities

\[
\tilde{A}_i(z) = \hat{A}_i(z) e^{i \beta_i z}
\]  

(17)

is inserted. For small coupling per wavelength \( \hat{A}_1(z) \) is a slowly varying amplitude

\[
|\frac{d}{dz} \hat{A}_i(z)| \ll |\beta_1 \hat{A}_i(z)| ,
\]  

(18)
describing the departure from the pure uncoupled mode, and the burden of the spatial dependence is borne by the wave numbers. If the approximation of (16) does not hold, one of the terms of the relevant (wave number analyzed) dynamical equations would have a rapid variation and, thus, a small average effect.

With this understanding, any application of the general equations to a physical problem results in the omission of those terms whose wave numbers fail to satisfy (16). The remaining terms are characterized by a single value of the uncoupled wave number for each frequency (as we have mentioned, this is inherent in the model in the special case of nonlinear space-charge to space-charge coupling).

In any application, the partial derivatives remaining in the driving terms of the equations are eliminated by the use of relation (18) to set

$$\tilde{A}_j(z) \frac{d}{dz} \tilde{A}_1(z) = \tilde{A}_j(z)e^{-j\beta_1 z} \left( \frac{d}{dz} - j\beta_1 \right) \tilde{A}_1(z)$$

$$= -j\beta_1 \tilde{A}_j(z) \tilde{A}_1(z). \quad (19)$$

Since these derivatives only occur in terms which are already of second degree in small variables, the order of the analysis is not upset.

We have not written the third set of equations for quantities varying as $\omega_d$ since we will eventually assign this wave the role of the nearly constant, large amplitude, pump wave.

We will now discuss several applications of these equations:

(a) Traveling-Wave Amplifier.

If there is no excitation at $\omega_d$, the nonlinear terms disappear and we are left with the equations describing direct-coupled interactions of the traveling-wave type. Assuming a solution of the form of (17), we may combine (10) and (11) into the electronic equation of traveling-wave tube theory (Pierce, 1950):

$$\left[ (\beta - \beta_c)^2 - R^2 \beta_p^2 \right] \hat{\phi} - \frac{1}{2} \frac{\delta c}{V_0} = 0,$$
where we have dropped the frequency subscripts. Similarly (12), the circuit equation, may be written in the form

\[- \frac{1}{2} \pi \beta_0^2 \beta_c^2 \sigma u_0 \rho_0 K \hat{Z} + (\beta - \beta_c) \hat{E}_c = 0.\]

The Cramer determinant of this system of equations gives the well-known dispersion relation of the traveling-wave tube (Hutter, 1960):

\[(\beta - \beta_c)\left(\beta - \beta_e\right)^2 - R_\beta^2 \sigma^2 = - \pi \beta_0^2 \beta_c^2 \sigma^2.\]

We have introduced \(C^2 = K I_0 / 4 V_0\), the beam coupling coefficient (Pierce, 1950), and the dc current \(I_0 = - \varphi_0 u_0\). The solutions to this equation are well known and predict amplification in forward circuit wave interactions \((\Pi_e = + 1)\) when

\[\beta_e + \beta_p = \beta_c.\]

This condition indicates that the velocity of the slow space-charge wave is approximately equal to the velocity of the circuit wave.

(b) Fast Space-Charge Wave Parametric Amplifier

As a second application of our formalism we will develop an expression for the gain constant of the fast space-charge wave amplifier of Louisell and Quate (1958; Louisell, 1959). To conform to the model analyzed in these references, we assume that no circuit fields exist in the system and that the waves of interest in the coupling are all fast space-charge waves,

\[\beta_1 = \beta_e - R_1 \beta_p,\]

including the wave which carries the pumping modulation. With these restrictions, the relevant forms of (10), (11), (13), and (14) combine
to provide

\[
\left\{ \frac{\partial}{\partial z} + j\beta_{el} \right\}^2 + R_1^2 \beta_p^2 \right\} z_1
\]

\[= -\frac{1}{2} J\beta_p^2 \left[ \beta_2 \left( R_1^2 - R_2^2 \right) - \beta_2 \left( R_1^2 - R_2^2 \right) \right] z_1 z_2^* \tag{22}
\]

and

\[
\left\{ \frac{\partial}{\partial z} - J\beta_{e2} \right\}^2 + R_2^2 \beta_p^2 \right\} z_2^*
\]

\[= \frac{1}{2} J\beta_p^2 \left[ \beta_1 \left( R_1^2 - R_2^2 \right) - \beta_d \left( R_2^2 - R_2^2 \right) \right] z_1^* z_2 \tag{23}
\]

We now use the conditions (17) and (18) in expanding the left hand sides of these equations and ignore terms of order $R_1^3 \beta_p^3$ on the right to obtain

\[
\frac{d}{dz} z_1 = -\frac{1}{4} \left( j\beta_{ed} \hat{z}_d \right) L_2 \beta_p \left[ \frac{\beta_{el} \left( R_2^2 - R_1^2 \right) + \beta_{e2} \left( R_2^2 - R_2^2 \right)}{R_1 R_2 \left( \beta_{el} + \beta_{e2} \right)} \right] z_2^* \tag{24a}
\]

\[
\frac{d}{dz} z_2^* = \frac{1}{4} \left( j\beta_{ed} \hat{z}_d \right) L_1 \beta_p \left[ \frac{\beta_{el} \left( R_2^2 - R_1^2 \right) + \beta_{e2} \left( R_2^2 - R_2^2 \right)}{R_1 R_2 \left( \beta_{el} + \beta_{e2} \right)} \right] z_1 \tag{24b}
\]

In order to conform to the usage of Louisell and Quate we introduce the pump modulation index,

\[
m = \frac{j_d}{j_0} = \frac{J_{u_0} \hat{z}_d}{j_0} = -j\beta_{ed} \hat{z}_d \tag{25}
\]
where \( j_d \) is assumed to be axially constant and is adequately expressed by the first term of the generalized Lagrange expansion (A.9). Thus, we may write

\[
\frac{d^2}{dz^2} \left[ \frac{1}{m^2} R_1 R_2 \beta_p^2 \left( \frac{\beta_{e1} (R_d^2 - R_1^2) + \beta_{e2} (R_d^2 - R_2^2)}{R_1 R_2 (\beta_{e1} + \beta_{e2})} \right)^2 \right] \hat{E}_1 = 0 . \quad (26)
\]

When the condition of synchronism

\[
\beta_{ed} = R_d \beta_p = \beta_{e1} - R_1 \beta_p + \beta_{e2} - R_2 \beta_p
\]

or

\[
R_d = R_1 + R_2 ,
\]

is used, and we assume that \( \hat{E}_1(z) \) has the form

\[
\hat{E}_1(z) = \bar{Z}_1 e^{\pm sz} ,
\]

we obtain the result of Louisell (1959),

\[
s = \pm \frac{1}{4} \left\{ \frac{R_1 \omega_2 - R_2 \omega_1}{R_2 \omega_d} + \frac{R_1 \omega_2 + R_2 \omega_1}{R_1 \omega_d} \right\} . \quad (27)
\]

If, finally, the special case of degenerate operation \( \omega_1 = \omega_2 = \frac{1}{2} \omega_d \) is inserted, we obtain the result

\[
s = \pm \frac{3}{4} R \beta_p |m| ,
\]

where \( R = R_1 = R_2 \) has been used. This is the form originally found by Louisell and Quate (1958), predicting exponential growth along the beam.
If, under the same assumptions, we had used a circuit field $\mathbf{E}_{cd}$ to provide the driving wave, we would have obtained the equations describing the "circuit pumped" fast space-charge wave amplifier (Wade and Adler, 1959).
CHAPTER III
POWER THEOREM

Now that we have developed a physical theory which can be applied to any multiply-excited circuit wave-stream wave system, it is profitable to see if the results that we have obtained, and those we wish to obtain, may be found from any more general approach. We shall show that this is, indeed, possible.

One of the more essential aids to an understanding of the interactions which may occur in an electron stream-circuit system is the knowledge of the relevant power theorem. The concept is an old one (L. J. Chu, 1951) which has been extensively developed (Sturrock, 1958a; Bobroff et al., 1962). For our purposes we shall derive a general, three frequency, power theorem from the small signal equations which we have developed.

It was L. J. Chu (1951) who first realized that the linearized equations describing a system could be used to derive a meaningful conservation relation between second order quantities. These quantities, the "formal" energy and power, properly describe the characteristics of the hypothetical system which satisfy the linear equations (Sturrock, 1958a; Bers and Penfield, 1962).

In the case in which we are interested, the equations (10) to (15) are of second order in small amplitudes but they have been quasi-linearized by the assumption that the quantities describing the driving or pump wave, \( \tilde{z}_d \) and \( \tilde{E}_{cd} \), have large substantially-constant amplitudes. Thus, we may use these equations to derive a formal second order conservation relation.

To prove this theorem we need only make the stipulation, which is customary in order to facilitate axial Fourier analysis, that the wave numbers satisfy the addition relation (16). Since this approximation will only be used in terms on the right hand sides of (10) to (15) which are already of second degree in small signal variables, it does not affect the order of the analysis. A simplification of this type appears to be
necessary in order for each term of the power theorem to apply to a single frequency. In the exact treatment of Haus (1958) the kinetic power variables contain contributions from many frequencies.

With this understanding and the abbreviated usage of \((n)^*\) for the complex conjugate of the total equation \((n)\), the proof may be obtained by the following formal procedure:

\[
\frac{\pi c_1}{a_1} \frac{\vec{E}_{c_1}}{2\sigma^{2} K_1} (12)^* + \frac{\pi c_1}{a_1} \frac{\vec{E}_{c_1}^*}{2\sigma^{2} K_1} (12) \\
+ j \frac{I_0 u_0}{4\eta} \left\{ \tilde{z}_1 (11)^* - \tilde{z}_1^* (11) + \frac{\tilde{v}_1^*}{u_0} (10) - \frac{\tilde{v}_1}{u_0} (10)^* \right\} \\
- \frac{\pi c_2}{a_2} \frac{\vec{E}_{c_2}}{2\sigma^{2} K_2} (15)^* - \frac{\pi c_2}{a_2} \frac{\vec{E}_{c_2}^*}{2\sigma^{2} K_2} (15) \\
- j \frac{I_0 u_0}{4\eta} \left\{ \tilde{z}_2 (14) - \tilde{z}_2^* (14)^* + \frac{\tilde{v}_2^*}{u_0} (13)^* - \frac{\tilde{v}_2}{u_0} (13) \right\}
\]

where the dc condition \(u_0^2 = 2\eta V_0\) has been used. The right hand sides of these equations and the \(j\beta\) terms of the left hand sides cancel so that one is left with the following two-frequency power theorem:
\[ 0 = \frac{1}{a_1} \frac{\partial}{\partial z} \left\{ \pi_{c1} \frac{\bar{E}_{c1} \bar{E}_{c1}^*}{2 \beta_{c1} K_1} + \frac{1}{8} \frac{u_0^2}{\eta} \frac{1}{Z_{01}} (\bar{v}_1 + J R_1 \alpha_p \bar{z}_1)(\bar{v}_1^* - J R_1 \alpha_p \bar{z}_1^*) \right\} \]

\[ - \frac{1}{a_2} \frac{\partial}{\partial z} \left\{ \pi_{c2} \frac{\bar{E}_{c2} \bar{E}_{c2}^*}{2 \beta_{c2} K_2} + \frac{1}{8} \frac{u_0^2}{\eta} \frac{1}{Z_{02}} (\bar{v}_2 + J R_2 \alpha_p \bar{z}_2)(\bar{v}_2^* - J R_2 \alpha_p \bar{z}_2^*) \right\} \]

\[ \frac{\partial}{\partial z} \left\{ \frac{\pi_{c1}}{a_1} \frac{\bar{E}_{c1} \bar{E}_{c1}^*}{2 \beta_{c1} K_1} - \frac{\pi_{c2}}{a_2} \frac{\bar{E}_{c2} \bar{E}_{c2}^*}{2 \beta_{c2} K_2} + \frac{I_0 u_0}{4 \eta} \left[ \frac{\bar{v}_1^*}{u_0} - \frac{\bar{v}_1}{u_0} \right] - \frac{J I_0 u_0}{4 \eta} \left[ \frac{\bar{v}_2^*}{u_0} - \frac{\bar{v}_2}{u_0} \right] \right\} = 0 \] (29b)

In this equation we have introduced the impedance (Bloom and Peter, 1954)

\[ Z_{01} = \frac{2 R_1 \alpha_p V_0}{\eta} \]

\[ \frac{V_0}{I_0} \]

which relates space-charge propagation to that on a transmission line.

It is profitable, at this point, to introduce normalized amplitudes for the circuit and kinetic power excitation. The definitions are indicated by the form of the terms in the power theorem (29a). In the case
of the circuit excitation we set

$$\tilde{b}_{c1}^{\text{ci}} = \frac{1}{\sqrt{2k_I}} \frac{E_{c1}^{\text{ci}}}{\beta_{c1}}$$

(31)

so that the circuit power is given by $P_{c1} = \Pi_{c1} \tilde{b}_{c1}^{\text{ci}} \tilde{b}_{c1}^{\text{ci}} \ast = \Pi_{c1} \beta_{c1}^2$, the last form being an abbreviation. The beam excitation terms require the introduction of the normalized amplitudes,

$$\tilde{a}_{i\pm}^{\text{ci}} = \frac{1}{2} \frac{u_0}{\eta} \frac{1}{\sqrt{2\omega_{01}}} \left( \tilde{v}_i \pm jR_1 \omega_p \tilde{z}_i \right)$$

(32)

$$= \frac{1}{2} \sqrt{\frac{\omega_1}{R_1 \omega_p}} \frac{V_0 I_0}{V_0 I_0} \left( \frac{\tilde{v}_i}{u_0} \pm jR_1 \beta_p \tilde{z}_i \right),$$

where the plus/minus signs signify the fast/slow space-charge wave. This identification has been used previously by Bobroff and Haus (1958) and will be shown explicitly in the next section. The space-charge wave impedance, $Z_{01}$ at frequency $\omega_1$ (30) has been introduced for dimensional reasons and to enable the transformation of the dynamical equations into normal mode form.

Before writing the power theorem in its final form, we will make one important generalization of the three frequency system which has been described. Until now we have restricted the discussion, for the sake of showing an explicit calculation, to the case of sum frequency pumping in which $\omega_d = \omega_1 + \omega_2$. We could equally as well have treated difference frequency pumping, $\omega_d = \omega_1 - \omega_2$, in which case the only modification to the dynamical equations would be the permutation of several signs and complex conjugations. More precisely, the right hand sides of the $\omega_1$ equations (10), (11), (12) will be changed by the replacements,

$$\tilde{z}_2 \leftrightarrow \tilde{z}_2^*$$

$$\beta_2 \rightarrow - \beta_2$$
and the right hand sides of the \( \omega_2 \) equations will be changed by

\[
\tilde{z}_1 \leftrightarrow \tilde{z}_1^* \quad \tilde{z}_d \leftrightarrow \tilde{z}_d^*
\]

\[
\beta_1 \rightarrow - \beta_1 \quad \beta_d \rightarrow - \beta_d
\]

Having made these transposals, a proof similar to that given previously (28) shows that the power theorem is changed by the substitution \( \omega_2 \rightarrow - \omega_2 \).

As a result of this discussion it is possible to define a pump frequency "parity" parameter by the relations

\[
\omega_d = \omega_1 + \Pi_p \omega_2
\]

\[
\beta_d = \beta_1 + \Pi_p \beta_2
\]

Thus, \( \Pi_p \) has value \( \pm 1 \) for sum/difference frequency pumping and all frequencies are considered to be positive numbers. In the special case that \( \omega_d = 0 \) we must have \( \omega_1 = \omega_2 \), or \( \Pi_p = -1 \).

There is one clarification which is necessary before we can meaningfully apply the parametric power theorem. This relates to the "single wave" assumption used in the proof. By this usage all excitations at \( \omega_1 \) are assumed to propagate with wave number \( \beta_1 \). In physical situations of interest we are concerned with coupling to either a space-charge wave or to a circuit wave at \( \omega_1 \) and the wave number of the one which is not desired is, by design, isolated. Thus, the theorem is to be applied separately, with different \( \beta_1 \)'s, to conditions of nonlinear space-charge to circuit wave coupling or to conditions of nonlinear space-charge to space-charge wave coupling.

With this understanding, and the mode amplitude definitions previously given, the space-charge to space-charge power balance may be expressed by (34):

\[
\frac{\partial}{\partial z} \left\{ \frac{1}{\omega_1} \left( \tilde{a}_{1+}^2 - \tilde{a}_{1-}^2 \right) - \frac{1}{\omega_2} \frac{\Pi_p}{\omega_1} \left( \tilde{a}_{2+}^2 - \tilde{a}_{2-}^2 \right) \right\} = 0 \quad (34)
\]
The case which is of greater interest in a discussion of the parametric refrigeration interaction is that of stream wave to circuit wave coupling under large space-charge conditions. For pure fast space-charge wave excitation, (10) and (32) show that the slow wave amplitude \( a_1 \) vanishes. Thus, (34) indicates that we may introduce the stream wave power parity parameter \( \Pi_s = \pm 1 \) for large space-charge fast/slow waves. For the family of electron stream interactions which includes parametric refrigeration, the power theorem becomes

\[
\frac{\partial}{\partial z} \left( \frac{\Pi_{c1}}{a_1} \frac{\pi^2}{v_{c1}} - \Pi_p \frac{\Pi_{s2}}{a_2} \frac{\pi^2}{a_2} \right) = 0 ,
\]

(35)
correct to third order in small-signal variables and perturbations in wave number. Again, it should be remembered that all frequencies are positive.

The great interest in the derivation of the small signal power theorem describing a linear or quasi-linear system is its usefulness in predicting the interactions which may occur. The other essential ingredient of this prediction is the knowledge that the system can be correctly described by a coupled mode formulation. This concept will be developed in the following chapter.
CHAPTER IV
COUPLED MODE ANALYSIS

Many systems in nature can be adequately described by linear or quasi-linear equations. In particular, the general parametric stream-circuit configuration of Chapter II conforms to this description. The desired nonlinear effects are those caused by the impression of a high-level pump wave which, in relation to the low-level signal waves, may be considered to have a substantially constant amplitude. This assumption allows a linear treatment of the second order terms in the equations. Under the common conditions of harmonic excitation and weak coupling these equations may be re-expressed in terms of the quiescent normal modes of the system with small intermode interaction coefficients. The treatment of this generalized class of dynamical equations was conceived by Pierce (1954; Gould, 1955) and is called the Coupling of Modes theory.

We will first describe this theory for a general quasi-linear coupling of two modes. Then we will show that the physical equations which we have previously derived may be put in an expansion of this form and we will discuss the assumptions required to simplify the problem to a coupling of two modes. Finally, we will explore the special problem of the linear and nonlinear couplings of space-charge and circuit waves to which (35) may be applied.

A. GENERAL QUASI-LINEAR COUPLING

In a physical system which may be adequately described by the quasi-linear coupling of two modes the dynamical equations may be put in a particularly simple form. This result, a generalization of that of Pierce (1954), indicates that the small signal mode amplitudes $\mathcal{E}$ and $\mathcal{F}$,
coupled by a pump wave \( d \), satisfy the equations

\[
\begin{aligned}
\left\{ \frac{d}{dz} + j\beta_a \right\} S(z) &= \omega_a \kappa_{ab} d e^{-j\beta_d z} \overline{S}(z) \quad \text{(36)} \\
\left\{ \frac{d}{dz} - j\beta_b \right\} \overline{S}(z) &= \omega_b \kappa_{ba} d^* e^{j\beta_d z} \overline{S}(z) \quad \text{(37)}
\end{aligned}
\]

where \( \kappa_{ab} \) and \( \kappa_{ba} \) describe the strength of the coupling. The equations are quasi-linear by virtue of the assumption that the driving or coupling wave amplitude, \( d \), at \( \omega_d = \omega_a + \omega_b \) is a constant.

If we assume that the system, as described by these equations, satisfies a small signal power theorem, we will be able to obtain a constraint on the coupling coefficients. Let the power theorem have the form

\[
\Pi_a \frac{d}{dz} (\overline{S} \overline{S}) - \Pi_b \frac{d}{dz} (\overline{S} \overline{S}) = 0 , \quad \text{(38)}
\]

where \( \Pi_a \) and \( \Pi_b \) are power parity parameters. The minus sign is inserted since we will subsequently include the effect of pump parity.

For direct coupling \( (\omega_d = 0, \Pi_p = -1) \), the normal sign convention is restored. By expanding the derivatives and using the dynamical equations we obtain

\[
2 \text{Re} \left\{ \Pi_a \kappa_{ab}^* - \Pi_b \kappa_{ba} \right\} \overline{a}^* d^* e^{j\beta_d z} = 0 ,
\]

or, for nonvanishing wave amplitudes,

\[
\Pi_a \kappa_{ab} = \Pi_b \kappa_{ba}^* . \quad \text{(39)}
\]
Using this result, the equations may be recast in the form

\[
\begin{align*}
\left\{ \frac{d}{dz} + j\beta_a \right\} \tilde{a}(z) &= \Pi_a \omega \kappa de^{-j\beta_d z} \tilde{b}^*(z) \quad (40) \\
\left\{ \frac{d}{dz} - j\beta_b \right\} \tilde{b}^*(z) &= \Pi_b \omega b^* d^* e^{j\beta_d z} \tilde{a}(z) ,
\end{align*}
\]

where we have introduced \( \kappa = \Pi_a \kappa_{ab} \).

In order to solve these equations we make the change of variables

\[
\begin{align*}
\tilde{A}(z) &= \tilde{a}(z) e^{j \left( \beta_a + \frac{1}{2} \left( \beta_d - \beta_a - \beta_b \right) \right) z} \\
&= \tilde{a}(z) e^{j \left( \beta_a + \frac{1}{2} \Delta \beta \right) z} \\
\tilde{B}(z) &= \tilde{b}(z) e^{j \left( \beta_b + \frac{1}{2} \Delta \beta \right) z}
\end{align*}
\]

and obtain the forms

\[
\begin{align*}
\frac{d}{dz} \tilde{A} &= j \frac{1}{2} \Delta \beta \tilde{A} + \omega_a \Pi_a \kappa \ d \tilde{B}^* \quad (42) \\
\frac{d}{dz} \tilde{B}^* &= -j \frac{1}{2} \Delta \beta \tilde{B}^* + \omega_b \Pi_b \kappa^* \ d^* \tilde{A} . \quad (43)
\end{align*}
\]

After differentiating the first equation and using the second we finally obtain the result

\[
\begin{align*}
\frac{d^2}{dz^2} \tilde{A} - \left\{ \omega_a \omega_b \Pi_a \Pi_b \kappa d^2 - \frac{1}{4} \Delta \beta^2 \right\} \tilde{A} &= 0 , \quad (44)
\end{align*}
\]

where \( \omega_a \) and \( \omega_b \) are positive. This equation admits the possibility of gaining, decaying, or beating waves depending on the sign of \( \Pi_a \Pi_b \).
and on the relative magnitude of the two terms in the bracket.

It is evident in the case in which $\Pi_a \Pi_b$ is positive that any departure from synchronism, $\beta_d = \beta_a + \beta_b$, directly degrades the gain or decay constant. By applying initial conditions and examining the energy exchanges, Tien (1958) has shown that this degradation occurs in all of the possible couplings. As in previous sections, we will use this condition as an approximation which clarifies the processes involved. Consequently, at synchronism, the solutions may be written

$$\begin{align*}
\{ \hat{A}(z) \} &= \begin{bmatrix} \hat{A}_1 \\ \hat{E}_1 \end{bmatrix} e^{-z |\kappa d| (\omega_a \Pi_a \Pi_b)^{1/2}}, \\
\{ \hat{B}(z) \} &= \begin{bmatrix} \hat{A}_2 \\ \hat{E}_2 \end{bmatrix} e^{z |\kappa d| (\omega_a \Pi_a \Pi_b)^{1/2}}.
\end{align*} \tag{45}$$

From these forms and the power theorem (38), remembering the negative sign convention, we see

(a) if $\Pi_a$ and $\Pi_b$ have the same sign (opposite small signal power flows), growing or decaying waves are possible.

(b) if $\Pi_a$ and $\Pi_b$ have opposite signs (similar power flows), beating waves are possible.

By an argument similar to that accompanying (34) and (35), the quasi-linear power theorem (38), the perturbation solution (45) and the two preceding statements may be generalized so that they apply to both sum and difference frequency pumping. This is accomplished by the substitution $\Pi_d \rightarrow \Pi_d \Pi_p^\dagger$, where $\Pi_p^\dagger$ is the pump parity parameter defined in (33).

The frequency and wave number relations have another use (Currie and Gould, 1960); they may be made to provide, in parametric systems, an analogy to the mode coupling diagrams of purely linear systems. This analogy results from the introduction of an idler wave,

$$\begin{align*}
\omega_b^\dagger &= \omega_d - \Pi_p \omega_b, \tag{46a} \\
\beta_b^\dagger &= \beta_d - \Pi_p \beta_b, \tag{46b}
\end{align*}$$
corresponding to the original uncoupled wave at $\omega_b$. The use of these definitions provides a transformation of the dispersion diagram and the coupling relations as shown in Fig. 1. The model on the right in this

\[
\begin{align*}
\omega &= \omega_d - \omega_b \\
\beta &= \beta_d - \beta_b
\end{align*}
\]

\[
\begin{align*}
\omega_a &= \beta_d - \beta_b \\
\beta_a &= \omega_b
\end{align*}
\]

FIG. 1--Parametric idler construction.

...
treatment applies specifically only to "direct" couplings of two propagating modes, the introduction of the concept of idler waves allows it to apply also to "displaced" or parametric coupling of the type shown in Fig. 1. The existence of these idler waves is as real physically, as the existence of spatial harmonics (Mueller, 1960). They are required by the propagating periodicity of the applied pump wave. Thus, any excitation at $\omega_b$, $\beta_b$ is accompanied by excitation at $\omega_b^1$, $\beta_b^1$ as defined in (46) and shown dotted in Fig. 1; there will also be a first order idler corresponding to $\omega_a$, $\beta_a$ which is not shown. We may now, for kinematical purposes, consider the direct interaction between the primary waves and the idler waves at the two separate points on the dispersion diagram where they cross. Since the idler transformation preserves both dynamics and group velocity, the crux of Sturrock's argument (1958b), which concerns the behavior of the dispersion relation in a vanishingly small neighborhood of any frequency of interest, will give the same result at each coupling point. Consequently, the remainder of his derivation can be carried through unchanged. Alternatively, we can consider the primary excitation at $\omega_a$ and the idler excitation at $\omega_a^1$ to be carried on two "modes" of the system and consider the various mode couplings separately as discussed in his introductory remarks.

The final results of these considerations for linear and quasi-linear systems are detailed in Fig. 2. The uncoupled modes are shown lightly dashed and the coupled modes are in bold face. The imaginary parts of the frequency and wave number are shown by the dotted curves.

It should be particularly noticed that $\Pi_a$, $\Pi_b$ and $\Pi_p$ the parity parameters, only appear in product. Since the slow and fast space-charge waves have similar group velocities, an examination of the beam-circuit power theorem (35) shows that a slow wave in sum frequency interaction with a circuit wave produces the same result as a fast wave in difference frequency interaction with a similar circuit wave. Since a backward circuit wave will remove positive energy excitation from a fast wave under conditions of direct coupling (difference frequency equals zero) as shown in Fig. 2b, a properly designed sum frequency coupling with a backward circuit wave should allow the similar removal of negative energy from the slow wave. This explanation of the operation of the parametric refrigeration coupler will be developed in succeeding sections.
DYNAMICAL DISTINCTIONS*

<table>
<thead>
<tr>
<th>Similar uncoupled power flow</th>
<th>Opposite uncoupled power flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi_a \Pi_b \Pi_p = -1$</td>
<td>$\Pi_a \Pi_b \Pi_p = +1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kinematical distinctions</th>
<th>Opposite uncoupled group velocities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar uncoupled group velocities</td>
<td>$\left</td>
</tr>
<tr>
<td>Opposite uncoupled group velocities</td>
<td>$\left</td>
</tr>
</tbody>
</table>

a) Spontaneous oscillation  
b) Evanescent transfer  
c) Beating waves  
d) Amplification

*In the absence of pumping $\Pi_p = -1$

Fig. (2)-- Interactions in a two mode system.
B. COUPLED MODE FORM OF SECOND ORDER BEAM-CIRCUIT EQUATIONS

We will now develop the dynamical equations of the system (10)-(16) in terms of the normalized mode amplitudes defined previously (31), (32). By an inversion of these equations we find

\[ \bar{E}_{c1} = \beta_{c1} \sqrt{2K_1} \bar{S}_{c1} \]  
\[ \frac{\psi_1}{u_0} = \frac{1}{v_0} \frac{Z_{01}}{2} (\bar{z}_{1+} + \bar{z}_{1-}) \]  
\[ R_1 \beta_p \bar{z}_1 = - \frac{1}{v_0} \frac{Z_{01}}{2} (\bar{z}_{1+} - \bar{z}_{1-}) , \]

where the symbol \( K_1 \) designates the circuit impedance (Pierce, 1950) and \( Z_{01} \) the space-charge impedance (Bloom and Peter, 1954) at frequency \( \omega_1 \).

The transformation of the six equations (10) \(-\) (16) using these definitions is quite direct and results in the four formal equations (50) \(-\) (53):

\[
\begin{align*}
\left\{ \frac{\partial}{\partial z} + j (\beta_{el} + R_1 \beta_p) \right\} \bar{z}_{1+} \\
= - \frac{1}{2} \beta_{c1} \sqrt{\frac{K_1}{Z_{01}}} \bar{S}_{c1} - \frac{1}{4} \beta_{c2} \sqrt{\frac{K_2}{Z_{01}}} \bar{z}_d \frac{\partial}{\partial z} \bar{S}_{c2} \\
- \frac{1}{4} R_2 \bar{\beta}_p \left( \frac{R_2^2 - R_1^2}{R_2^2} \right) \sqrt{\frac{Z_{02}}{Z_{01}}} \bar{z}_d \frac{\partial}{\partial z} (\bar{z}_{2+} - \bar{z}_{2-}) \\
- \frac{1}{4} R_2 \bar{\beta}_p \left( \frac{R_2^2 - R_1^2}{R_2^2} \right) \sqrt{\frac{Z_{02}}{Z_{01}}} (\bar{z}_{2+} - \bar{z}_{2-}) \frac{\partial \bar{S}_d}{\partial z} \\
- \frac{1}{8} R_2 \bar{\beta}_p \sqrt{\frac{Z_{02}}{Z_{01}}} (\bar{z}_{2+} - \bar{z}_{2-}) \frac{\partial}{\partial z} \left( \bar{E}_{cd} \frac{v_0}{v_0} \right),
\end{align*}
\]

(50)
and

\[
\left\{ \frac{\partial}{\partial z} + J \beta_{c1} \right\} \mathbf{e}_{c1} = \frac{1}{2} \pi c_1 \beta_{c1} \sqrt{\frac{K_1}{z_{01}}} (\tilde{a}_{1+} - \tilde{a}_{1-})
\]

\[+ \frac{1}{4} \pi c_1 \beta_{c1} \frac{\omega_1}{\omega_2} \sqrt{\frac{K_1}{z_{02}}} \frac{\partial}{\partial z} \left\{ \tilde{z}_d (\tilde{a}_{2+}^* - \tilde{a}_{2-}^*) \right\}, \quad (51)\]

\[
\left\{ \frac{\partial}{\partial z} - J (\beta_{c2} + R_2 \beta_p) \right\} \mathbf{a}_{2z}^*
\]

\[= -\frac{1}{2} \beta_{c2} \sqrt{\frac{K_2}{z_{02}}} \mathbf{a}_{c2}^* - \frac{1}{4} \beta_{c1} \sqrt{\frac{K_1}{z_{02}}} \frac{\partial}{\partial z} \mathbf{e}_{c1}
\]

\[+ J \frac{1}{4} R_1 \beta_p \left( \frac{R_1^2 - R_2^2}{R_1^2} \right) \sqrt{\frac{z_{01}}{z_{02}}} \mathbf{a}_{z_d}^* \frac{\partial}{\partial z} (\tilde{a}_{1+} - \tilde{a}_{1-})
\]

\[+ J \frac{1}{4} R_1 \beta_p \left( \frac{R_1^2 - R_2^2}{R_1^2} \right) \sqrt{\frac{z_{01}}{z_{02}}} (\tilde{a}_{1+} - \tilde{a}_{1-}) \frac{\partial}{\partial z} \mathbf{a}_{2z}^*
\]

\[+ J \frac{1}{8} \beta_p \mathbf{a}_{1+} - \tilde{a}_{1-} \frac{\partial}{\partial z} \left( \mathbf{a}_{c2}^* \right), \quad (52)\]

\[
\left\{ \frac{\partial}{\partial z} - J \beta_{c2} \right\} \mathbf{e}_{c2} = \frac{1}{2} \pi c_2 \beta_{c2} \sqrt{\frac{K_2}{z_{02}}} (\tilde{a}_{2+}^* - \tilde{a}_{2-}^*)
\]

\[+ \frac{1}{4} \pi c_2 \beta_{c2} \frac{\omega_2}{\omega_1} \sqrt{\frac{K_2}{z_{01}}} \frac{\partial}{\partial z} \left\{ \tilde{z}_d (\tilde{a}_{1+} - \tilde{a}_{1-}) \right\}. \quad (53)\]

As an example of the derivation, (10) and (11) may be combined to give (50) by writing

\[
(50) = \frac{V_0}{\sqrt{2 z_{01}}} \left[ (11) \pm J R_1 \beta_p (10) \right],
\]

- 32 -
where \( (n) \) signifies the total equation \( (n) \). The pump quantities, \( \gamma_d \) and \( \tilde{E}_{cd} \), have been kept in their original form in order to retain full freedom in choosing the most desirable physical form for this wave in any particular application.

Once again it must be emphasized that these equations are, in a sense, symbolic in that they include all of the possible sum frequency interactions in an electron stream - circuit system. In any practical configuration great care would be taken to eliminate all couplings except the one of interest. For example, in the traveling-wave amplifier there is no pumping modulation, \( \beta_d = 0 \). Thus, (50), (51) assume the form of (40), (41) with

\[
\kappa_d = -\frac{1}{2} \Pi_s \frac{\beta c}{\omega} \sqrt{\frac{K}{Z_0}} ,
\]

where \( \Pi_a = \Pi_s \), and \( \Pi_b = \Pi_c \). The frequency subscripts, being superfluous have been dropped. In the fast space-charge wave amplifier which we have previously discussed, no circuit is included so that all of the circuit wave terms disappear. When the remaining terms in the remaining equations (50), (52) are examined, it may be seen that they assume the form of (40), (41) with coupling constant,

\[
\kappa_d = \frac{1}{4} \Pi_{s1} \Pi_{s2} \beta_p \sqrt{\frac{R_1 R_2}{\frac{1}{\omega_1} \frac{1}{\omega_2}}} \left( \frac{\beta_1 R_1^2 + \beta_2 R_2^2}{R_1 + R_2} \right) \tilde{\gamma}_d ,
\]

wherein \( \tilde{\gamma}_d \) and \( \beta_d = \beta_1 + \beta_2 \) have been used.

Another restriction, which applies to our entire analysis, is that we have only included three-frequency coupling. In particular, this restriction has produced severe practical consequences in the case of the fast space-charge wave amplifier. Although the amplifier produced the expected qualitative results (Ashkin, 1958), significant amounts of
coupling to unwanted idler frequencies,

\[ \omega_{a,b}^j = \omega_d + \omega_{a,b} \]

\[ \omega_{a,b}^k = 2\omega_d - \omega_{a,b} \]

\[ \omega_{a,b}^\ell = 2\omega_d + \omega_{a,b} \quad (56) \]

effectively eliminated the noise advantage which this complicated method of amplification was to have had (Ashkin, et al., 1959). The intrinsic difficulty is that space-charge waves have limited dispersion and, consequently, the other half of the higher idler coupling relations

\[ \beta_{a,b}^j = \beta_d + \beta_{a,b} \]

\[ \beta_{a,b}^k = 2\beta_d - \beta_{a,b} \]

\[ \beta_{a,b}^\ell = 2\beta_d + \beta_{a,b} \quad (57) \]

are approximately satisfied (Monson, 1960). Several attempts to mitigate this problem (Ashkin et al., 1959; Cook, et al., 1960) have been unsuccessful.

In the experimental configuration which we will describe and verify, (Chapter V) any modes of the system which could support higher idler frequencies (56) will be far removed from wave number synchronism (57). Thus, we might expect the three-frequency analysis that we have developed to give realistic results.
C. SPECIALIZATION TO NONLINEAR COUPLING OF CIRCUIT WAVES AND STREAM WAVES

With an understanding of these restrictions, we may now discuss the important case of sum frequency coupling between space-charge waves and circuit waves. If the beam velocity is chosen so that there is no direct coupling between these waves, the equations assume the forms

$$\left\{ \frac{d}{dz} \pm \frac{1}{4} J \beta_c \right\} \tilde{a}_1 = -\frac{1}{4} J \beta_c^2 \sqrt{\frac{k_c}{z_0}} \tilde{z}_d \tilde{a}_1^* \quad (58)$$

and

$$\left\{ \frac{d}{dz} \mp \frac{1}{4} J \beta_c \right\} \tilde{p}_c^* = \frac{1}{4} J \Pi \beta_c \beta_c^2 \frac{a_0}{a_1} \sqrt{\frac{k_c}{z_0}} \tilde{z}_d \tilde{a}_1 \quad (59)$$

The introduction of the space-charge parity parameter $\Pi$ allows the equations to be applied alternatively to fast or slow wave coupling, and the synchronism condition $\beta_d = \beta_c + \beta_{el} - \Pi \beta_p$ has been inserted. This separation is particularly useful in the case of large space-charge.

It should be noticed that these equations and the relevant power theorem (35) are once again in the quasi-linear form of (40), (41) and (38) with

$$\kappa_d = -\frac{1}{4} J \Pi \beta_c^2 \frac{1}{a_1} \sqrt{\frac{k_c}{z_0}} \tilde{z}_d \quad (60)$$

A comparison of this physical system with that detailed in Fig. 2 shows, for sum frequency pumping, the results of Table I.
When these results are compared with those for direct (nonpumped) coupling (Gould, 1955), it is evident that the difference in dynamics (35) produced by sum frequency pumping has interchanged the role of the slow and fast space-charge waves.

With the noise problem in mind, Table I indicates two possibilities for the removal of slow wave excitation. The first would couple the slow wave to a forward wave circuit to produce a parametric Kompfner Dip (Kompfner, 1950; Hutter, 1960). Since a sensible approach to the problem suggests a helix operated in its broadband, circularly symmetric mode for the second or amplifier circuit, it would be most practical to use a helix for the noise removal coupler also. Helix spatial harmonics may be discarded as supports for the circuit and pump waves (they must both be angularly varying to strip the important angularly symmetric slow wave) by virtue of their lower coupling impedance (Harman, 1954) and generally greater complexity for use in a parametric device. This leaves the forward wave fundamental which, in a normal helix, suffers from a lack of dispersion similar to that which has plagued the fast wave amplifier. A possible way around this difficulty would be the use of a dispersive helix of the type proposed by Birdsall (1953), but the danger of problems with unwanted idlers argues against this configuration as a first choice.

For these reasons, the higher impedance fundamental spatial harmonics of a helix were chosen to support the circuit excitations. By putting the pump on the forward wave and the signal on the reverse wave (negative

<table>
<thead>
<tr>
<th>Slow Space-Charge Wave</th>
<th>Fast Space-Charge Wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward Circuit Wave</td>
<td>Beating Waves (Parametric Kompfner Dip)</td>
</tr>
<tr>
<td>Backward Circuit Wave</td>
<td>Evanescent Interchange of Excitation</td>
</tr>
</tbody>
</table>
group and phase velocity) the interaction would occur at a low voltage. The resulting (high pereance) beam would most nearly reproduce the large space-charge conditions which make the coupled mode analysis particularly valid. This configuration, and its experimental verification, will be described in the next chapter.
CHAPTER V

REVERSE WAVE PARAMETRIC INTERACTIONS

As a result of the considerations which we have developed, the fundamental spatial harmonics of a helix were used to support parametric coupling with the electron stream waves. In particular, the signal excitation was to be carried by the reverse wave fundamental, ensuring a low voltage, large space-charge, interaction. The possible interactions, as predicted by the theory of Chapter IV, include the transfer of excitation from the slow wave to the circuit and reverse wave amplification. Both of these couplings should be free of any problem with unwanted second order interactions. Because this configuration, by design, exhibits a near ultimate in idler dispersion, it requires a relatively high level of pump power. A specific calculation of the predicted effects and their experimental verification are described in this chapter.

A. DESCRIPTION OF THE SYSTEM

The waves which may propagate on a physical system containing a helical transmission line and a cylindrical electron stream are shown in Fig. 3. The discrete helix, being a periodic transmission line, propagates an infinite series of spatial harmonics (Sensiper, 1955); only the lowest order, or fundamental, forward and backward waves are shown here. The electron beam propagates an infinite series of space-charge waves (Hahn, 1939; Branch and Mihran, 1955), with phase velocities higher or lower than the electron velocity; only those with the lowest order of radial variation and no angular variation are shown. The separation of the two space-charge waves is, at constant current, proportional to $u_0^{-3/2}$, where $u_0$ is the beam velocity. Thus, at the relatively low beam voltages used in this device, the large space-charge condition prevails.
FIG. 3-- Dispersion diagram of low voltage electron beam enclosed in a helix showing parametric vector coupling.
Also shown in Fig. 3 are the components of the vector sum coupling relation (in the box) and one arrangement proposed to satisfy this relation. The parallelogram details the primary interaction, and the two lowest undesired idlers (56), (57) are also shown. It is evident that there are no primary uncoupled modes of the system supported at these points and, thus, there is no possibility for an unwanted second order interaction. The lowest possible unwanted interaction is of third order; an example is that between the circuit excitation and the higher space-charge idler.

When the sum frequency circuit idler (46) is constructed, the dispersion diagram assumes the form shown in Fig. 4. The dynamical character of the interactions, predicted by the power theorem (35), with \( \Pi_{cl} = -1 \) and \( \Pi_p = +1 \), is also shown.

Finally, the behavior of the coupled modes, illustrated by the two possible independent ways of applying the boundary conditions (Appendix B), is shown in Fig. 5. The circuit power and space-charge power are defined by

\[
P_{cl} = \Pi_{cl} \tilde{b}_{cl}^2 \quad (61a)
\]

\[
P_{s2} = \Pi_{s2} \tilde{a}_2^2 \quad , \quad (61b)
\]

and the directions of signal transmission, given by the respective uncoupled group velocities, are shown by the arrows. When the fast wave coupling is increased to the point where \( k \ell = \frac{\pi}{2} \), spontaneous oscillation occurs, excited by the input noise. The slow wave coupling under conditions of circuit excitation can be used to show the sense in which this is a "refrigeration" and not just a "heat exchange" interaction. Integration of the power theorem (35) with these initial conditions yields the result

\[
P_{s2}(\ell) = \frac{a_2}{a_1} \left[ P_{cl}(\ell) - P_{cl}(0) \right] \quad , \quad (62a)
\]
\[ \omega_{sc} = \omega_d - \omega_c = \omega_p \]
\[ \beta_{sc} = \beta_d - \beta_p = \beta_c \]

FIG. 4-- Circuit idler construction showing dynamical character of space-charge wave coupling.
FIG. (5)-- Reverse wave circuit interactions with sum frequency pumping.
\[ |P_{s2}(l)| = \frac{a_2}{a_1} |P_{cl}(l)| \quad . \quad (62b) \]

In a useful experimental configuration \( P_{cl}(l) \) would be the Johnson noise output of a cooled termination, which is proportional to the temperature. Equation (62b) shows that for \( \omega_2 < \omega_1 \) the small-signal power leaving the coupler on the slow wave would have an even lower equivalent temperature. That is, ideally, the slow wave could be cooled to a temperature lower than those obtainable in the laboratory (Sturrock, 1959).

In order to be more specific about the amount of coupling that can be expected, we will now develop the expression for the coupling coefficient in terms of the specific phenomenological constants of the system. The pump wave will be driven by forward circuit excitation at \( \omega_d \). From (8), we may write

\[
d = \frac{\tilde{z}_d}{\eta} = \eta \hat{E}_{cd} \left[ (\omega_d - u_0 \beta_{cd})^2 - R_d^2 \omega_p^2 \right]^{-1} \\
= \eta \hat{E}_{cd} (\omega_d - u_0 \beta_{cd})^{-2} \\
= \eta \beta_{cd} \frac{\sqrt{2K_d}}{P_{cd}} (\omega_d - u_0 \beta_{cd})^{-2} , \quad (63)
\]

where we have neglected the space-charge force under the present conditions of synchronism wherein \( \omega_d - u_0 \beta_{cd} \) is very large. In addition we have introduced the applied circuit pump power by using (31).

Thus, the perturbation in wave number as given by (45) and (63) becomes

\[
\beta_1 \rightarrow \beta_1 + \kappa = \beta_1 \pm |\kappa d| \sqrt{- \frac{\epsilon_1 \epsilon_2}{\epsilon_{s1} \epsilon_{s2} \epsilon_{c1} \epsilon_{c2}}} \\
= \beta_1 \pm \frac{1}{4} \beta_{c2}^2 \sqrt{\frac{\epsilon_2}{\epsilon_{s1}} \frac{K_2}{\epsilon_{c1} \epsilon_{c2}}} \frac{\hat{z}_d}{\omega_1 z_{01}}
\]
and

\[
\beta_1 \pm \frac{1}{4} \sqrt{\frac{c^2 \beta_{cd}}{(\omega_d - \omega_0 \beta_{cd})^2} \sqrt{\frac{\omega_2}{\pi} \frac{K_{2d} \beta_{cd} K_d}{P_{cd}}} - \frac{\omega_2}{\pi} \frac{K_{2d} \beta_{cd} K_d}{P_{cd}}},
\]

(64a)

in which \( \beta_{ed} = \omega_d / \omega_0 \) is the beam wave number at \( \omega_d \), the definition of (30) has been used, and \( P_0 = V_0 I_0 = Z_b^{-1} V_0^2 \) is the dc power in the beam. All frequencies are positive, so, for slow wave coupling \( (\Pi_{sl} = -1) \), the perturbation in wave number becomes an attenuation constant as predicted by the construction in Fig. 5.

Until now we have only considered the ideal case in which there are no resistive circuit losses. The experimental results which we will describe relate only to the "electronic" effect of parametric coupling, not to the net effect. Thus, in the calculation leading to (64a), we are able to neglect any loss in the circuit signal mode. Loss in the pump mode, \( \beta_{cd} \), poses a different problem. The required modification to the coupling equations is shown in Appendix B, as is the resulting change in the form of the mode solutions. Fortunately, when the over-all device is considered, the only correction is applied to the perturbed phase shift,

\[
kL \to \frac{kL}{\alpha_d L} (1 - e^{-\alpha_d L}).
\]

(64b)

In this expression \( \alpha_d L \) is equal to the pump wave loss divided by 8.69.

B. EXPERIMENTAL CONFIGURATION

In order to verify this analysis, an S-band (2-4 Gc) traveling-wave amplifier, modified by the removal of its attenuator, was used. The relevant measured and calculated parameters of this tube are given in Table II for some typical frequencies. For our special purposes this tube proved to have two drawbacks. The circuit loss was larger.
TABLE II. CIRCUIT CHARACTERISTICS OF THE EXPERIMENTAL COUPLER

<table>
<thead>
<tr>
<th></th>
<th>1.3 Gc</th>
<th>1.4 Gc</th>
<th>2.7 Gc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit Synchronous Voltage</td>
<td>560 V</td>
<td>395 V</td>
<td></td>
</tr>
<tr>
<td>Circuit Impedance, K</td>
<td>690 Ω</td>
<td>87 Ω</td>
<td></td>
</tr>
<tr>
<td>Circuit Loss, 8.69 αL</td>
<td>-5.5 db</td>
<td>-9.5 db</td>
<td></td>
</tr>
<tr>
<td>Ratio of Reduced Plasma</td>
<td>104</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td>Frequency to Frequency at</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Circuit Perveance*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active Circuit Length, L</td>
<td>23 cm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coupled Helix Length, l</td>
<td>1.3 cm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*This number, when multiplied by the square root of the circuit perveance, gives $R_{cl}/ω$ (Branch, 1955).

and the focusible low voltage beam current was smaller than had been expected. These discrepancies combined to make quantitative observations difficult to achieve.

Coupled helix input and output transducers were used so that the excitation of the high wave number pump frequency space-charge modes could be minimized (See Appendix C). These couplers were approximately one space-charge wavelength long, and thus served to reduce the abruptness of the input and output boundary conditions. Finally, means were constructed and inserted whereby the diode region of the electron gun could be resonated. Thus, beam waves at frequency $ω_1$ could be directly excited in the vicinity of the cathode. This signal input is equivalent, at a detectable level, to the noise input under normal operating conditions.

The experimental coupler, along with the rf test circuitry, is shown in the schematic of Fig. 6 including typical values of the frequencies used. For simplicity of display, both the pump and signal generators were pulsed. The shorter pump pulse (inverted on the oscilloscope face)
FIG. 6--Experimental Schematic.
was synchronized in the center of the longer signal pulse. During most of the experiments the narrow band receiver consisted of a mixer (with local oscillator) and a 10 Mc bandwidth intermediate frequency amplifier. The low level, low frequency signal generator was protected against the transmitted pump power by an isolator with reverse loss greater than 35 db and a low pass filter.

The solenoid provided a strong focusing field for the electron stream at all voltages above the vicinity of limiting perveance. The voltages and currents needed to form the beam were provided by external dc power supplies which are not shown. Provision for 60 cycle modulation of the helix voltage was included.

The optimization of one of the parametric interactions required the adjustment of the beam current, helix voltage and pump power level. The observations will be discussed in the following sections.

C. INTERACTIONS VERSUS VOLTAGE

The dynamics of two-mode coupling, as given by (45) and summarized in Fig. 5, insure the symmetry of changes in the level of parametrically coupled modes. Thus, any reduction in amplitude of the circuit excitation in parametric refrigeration is proportional to the increase in amplitude of the slow wave and vice versa. The simplest verification of the presence of these interaction would, therefore, be obtained through observation of the easily accessible backward circuit wave. This method of excitation corresponds to that shown in Fig. 5a.

When the beam current and pump power were applied, the predicted interactions were observed. They are shown, displayed against beam voltage, in Fig. 7. The heavy reference line is the beam-off transmission level. As we have previously claimed, the relatively low beam voltage causes the fast wave (left hand, lower voltage) and slow wave interactions to be well separated. At slow wave synchronism the exchange of excitation with the (unmodulated) beam produces a reduction of excitation from the circuit signal during the pump pulse. The circuit frequency is 1375 Mc, the pump frequency is 2710 Mc, and the range shown is 40-65 volts at one milliampere.
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FIG. 7-- Reverse wave parametric interactions displayed vs. Voltage.

FIG. 8-- Circuit output at 1.4 Gc with cathode input at 1.3 Gc.
The symmetric complements of these interactions are shown in Fig. 8 at a pump level which is nearer to the oscillation threshold. In this case the slow and fast space-charge waves have been excited at the cathode by the application of a 1300 Mc signal to the beam forming electrode. With the (reverse) circuit input terminated and a 2700 Mc pump signal applied, the circuit wave output was observed with a narrow-band 1400 Mc receiver. Thus, this is a view of the circuit wave output with input conditions corresponding to those of Fig. 5b.

We first notice that the left hand or fast wave output displays the familiar resonant behavior of a backward wave amplifier near the oscillation threshold. The output on the right hand side of this figure is even more interesting. We see here a signal which has traveled from the cathode, via the "negative energy" slow space-charge wave to the vicinity of the helix and thence to the reverse circuit wave. This is a direct display of the parametric refrigeration interaction.

Figures 9 and 10 show a superposition of the two methods of observation in order to make the voltage and frequency correspondences clearer. The upper trace of each picture was made with the circuit input terminated and the gun region excited at frequency $\omega_1$ (connection A of Fig. 6). The circuit output was detected at frequency $\omega_2 = \omega_d - \omega_1$. Then without changing any of the coupling parameters or the detection frequency, the low level signal generator was switched to the circuit input (connection B) and tuned to frequency $\omega_2$. These traces show the symmetries predicted by Fig. 5 and, particularly, they show the removal of excitation from the slow space-charge waves.

As a final verification that these interactions are those predicted by our analysis, the circuit idler dispersion diagram of Fig. 4 was measured. In this determination, the beam current and pump power were reduced until the smallest observable interaction remained. At this point the peak and valley of Fig. 7 come together (low current, low space-charge) to form a horizontal S-curve. The voltage of the center of the S is then measured as a function of frequency. These data are plotted in Fig. 11 for two pump frequencies. The values predicted from (46) and the measured circuit dispersion diagram are shown as dotted lines, for comparison. The discrepancy at low voltage is caused by a
FIG. 9 -- Circuit output with cathode excitation at 1.3 Gc. (top) and with circuit excitation at 1.4 Gc (bottom).

FIG. 10 -- Circuit output with cathode excitation at 1.1 Gc. (top) and with circuit excitation at 1.6 Gc (bottom).
FIG. 11--Dispersion diagram with predicted and observed parametric interactions.
degradation in beam flow conditions at high perveance. This figure shows the value of the idler wave construction for predicting interactions.

D. REVERSE WAVE AMPLIFICATION AND OSCILLATION

With the input signal connected to the circuit and the voltage set for reverse wave amplification (See Fig. 6, connection B), the oscilloscope display assumes the form of Fig. 12. The upper trace shows the pump pulse, inverted for convenience of viewing. During the pump pulse the signal is amplified. For this picture the narrow-band heterodyne receiver was replaced by a traveling-wave amplifier so that the full 30 Mc bandwidth of the oscilloscope could be used. With this display the relation of the amount of gain to the pump amplitude is made clearer, the output following the ripples in the pump pulse.

The characteristic drawback of backward wave amplifiers may also be seen. Due to the resonant character of the gain (Fig. 5), it is very sensitive to small variations in voltage. This is shown by the haziness of the top of the gain peak.

If the current and pump power are sufficiently increased (while tracking the fast wave synchronous voltage), the considerations of the previous chapter predict the onset of spontaneous oscillation. This occurs in Fig. 5 when \( kL = \pi/2 \). This phenomenon was observed with the experimental coupler and is shown in Fig. 13. Included in the photograph is a phantom trace made by turning off the pump and turning on the signal generator. The peak power output of this signal was measurable and it is used as a calibration. The experimental conditions under which this trace was obtained are shown in Table III. Once again, Fig. 13 exhibits the familiar characteristics of a backward wave oscillation. That is, the oscillation comes on slowly (after the pump pulse) because the random input excitation must travel along the beam and then back along the circuit to the output.

E. PARAMETRIC REFRIGERATION

At a beam voltage corresponding to slow wave synchronism with the circuit idler, the output signal with circuit input assumes the form shown in Fig. 14. This photograph was taken with a traveling-wave
FIG. 12--Reverse wave parametric amplification.

FIG. 13--Reverse wave parametric oscillation with calibration trace.
FIG. 14-- Parametric refrigeration using reverse circuit wave.

FIG. 15-- Parametric refrigeration with calibration trace at -5 db.
TABLE III. EXPERIMENTAL CONDITIONS FOR REVERSE WAVE OSCILLATIONS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Frequency</td>
<td>1435 Mc</td>
</tr>
<tr>
<td>Pump Frequency</td>
<td>2695 Mc</td>
</tr>
<tr>
<td>Collector Current</td>
<td>1020 µa</td>
</tr>
<tr>
<td>Helix Current</td>
<td>695 µa</td>
</tr>
<tr>
<td>Helix Voltage</td>
<td>40.5 volts</td>
</tr>
<tr>
<td>Peak Pump Power</td>
<td>380 watts</td>
</tr>
<tr>
<td>Calibration Trace</td>
<td>- 7 dbm</td>
</tr>
</tbody>
</table>

amplifier in the display circuit, as previously described, so that the pump and signal pulses both experienced the same (oscilloscope) bandpass characteristic. The relationship of the attenuation, or refrigeration, to the pump amplitude is clearly shown.

Due to the loss and perveance limitations of this coupler, which we have mentioned, quantitative results were difficult to obtain. In one experiment the display of Fig. 15 was recorded. The light calibration trace was measured in the absence of pump modulation. The experimental conditions of this photograph are shown in Table IV. With a knowledge

TABLE IV. EXPERIMENTAL CONDITIONS FOR PARAMETRIC REFRIGERATION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Frequency</td>
<td>1410 Mc</td>
</tr>
<tr>
<td>Pump Frequency</td>
<td>2695 Mc</td>
</tr>
<tr>
<td>Collector Current</td>
<td>390 µa</td>
</tr>
<tr>
<td>Helix Current</td>
<td>10 µa</td>
</tr>
<tr>
<td>Helix Voltage</td>
<td>50.0 volts</td>
</tr>
<tr>
<td>Peak Pump Power</td>
<td>180 watts</td>
</tr>
<tr>
<td>Calibration Trace</td>
<td>- 5 db</td>
</tr>
</tbody>
</table>
of the circuit wave numbers (Fig. 11), the tube parameters (Table II),
the input coupler loss (-1.7 db), and the space-charge properties
determined by the departure from synchronous voltage \( \frac{R_{1} \omega_{p}}{\omega_{l}} = .06 \),
we may use (64) to calculate the effect predicted by the theory. When
this is done the value \( kL = j1.55 \) is obtained in the absence of pump
loss. When the circuit loss of 9.5 db at 2.7 Gc is taken into account
(64b), this result reduces to \( kL = j0.95 \). By using the results of
Appendix B, we may make the following comparison:

\[
\begin{align*}
\text{Circuit Refrigeration (theory, no loss)} & = -7.8 \text{ db} \\
\text{Circuit Refrigeration (theory, pump loss)} & = -3.4 \text{ db} \\
\text{Circuit Refrigeration (experiment)} & \sim -5.5 \text{ db}
\end{align*}
\]

This agreement of theory with experiment is held to be reasonable. One
explanation of the discrepancy is the difficulty of estimating the space-
charge parameter, \( R_{0p} \). In addition, the conditions of the analysis,
particularly that of synchronous pumping, were not exactly fulfilled.
For example, the modulation index (25) (63) varied, due to pump loss,
between the limits \( 0.42 < |m| < 1.24 \) over the length of the circuit.
The larger value represents a fair degree of saturation which usually
produces a variation in the local beam velocity. The analytical form
(64) is quite sensitive to this parameter. The effect of a lossy
pump wave, although it degraded our observations, was not pursued fur-
ther. Any application of the principle of parametric refrigeration
would, of necessity, be designed around an extremely low loss circuit.

The major aims of our experimental program have been achieved.
We have shown the existence of nonlinear coupling to circuit modes and,
using this interaction, we have demonstrated parametric refrigeration.
CHAPTER VI
RESULTS AND RECOMMENDATIONS

Any interpretation of the results which we have obtained must relate them to the problem of low noise amplification at microwave frequencies. As we have mentioned in the Introduction, noise reduction is the only reason for using these relatively complex parametric coupling configurations.

In this chapter we will discuss the general double-stage noise problem under the assumption of single beam wave coupling. The noise performance predicted by our experimental results will be calculated as an example. In the next section the single pump wave restriction is examined. It is shown that the use of coupled helix input and output transformers effectively eliminates the deleterious excitation of pump frequency space-charge waves. The greatest practical problem, the high level of pumping modulation required, is discussed and some improvements suggested. Finally, several proposals for alternative configurations are developed with emphasis on modes of operation which will make it possible to use the wide bandwidths inherent in traveling-wave amplifiers.

A. NOISE PERFORMANCE

In discussing noise generation in devices with several stages, it is helpful to focus our attention on the noise power existing at various points in the system. One way of expressing this power is to relate it to the noise output of a resistor at a certain temperature. For example, we may describe the noise generated in a linear amplifier by referring it to the output of a matched resistor connected across the input terminals. By this usage the internally generated noise power, in a bandwidth $\Delta f$, is given by

$$N_a = kT_a \Delta f$$  \hspace{1cm} (65)
referred to an input termination at a temperature \( T_a \). The use of an effective internal amplifier temperature as a measure of noise performance has the advantage that it does not depend on any external reference. The more commonly used noise figure required the introduction of a reference temperature, usually taken to be that of the input circuitry. The correspondence, for a single signal noise channel, is given by the relation

\[
F = 1 + \frac{T_a}{T_i},
\]

(66)

where \( T_i \) is the input reference temperature. If the signal is subsequently used at an intermediate frequency, care must be taken that any input noise in the local oscillator image channel is rejected (or filtered out). Otherwise the usable noise figure is twice this value.

In electron stream amplifiers of the traveling-wave type, we may relate the noise temperature to the cathode temperature in a conceptually useful way. Using a model wherein the noise in the beam is due to the uncorrelated, fully random fluctuations of velocity and current at the potential minimum, Haus and Robinson (1955) have developed a minimum noise figure theorem for direct-coupled amplifiers. Their result states that any high gain amplifier with lossless circuits has a noise temperature

\[
T_a \approx (4 - \pi)^{1/2} T_c = .925 T_c,
\]

(67)

which is independent of space charge and of any noise reduction mechanism in the interaction region. Thus, the limiting noise output of a linear amplifier is determined by conditions in the gun region and, in the case of no correlation, is approximately measured by the cathode temperature, \( T_c \).

We will now apply the effective temperature concept to an estimation of the noise reduction properties of the parametric refrigeration coupler. A large space-charge traveling-wave amplifier may be described by the direct coupling of a forward circuit wave and the slow space-charge wave. Thus, the theory of Chapter IV applies with \( \kappa \) given by (54). The analytical form of the solution, using the pertinent initial conditions,
is given in Appendix B. In addition, the transfer coefficient formalism of Haus and Robinson (1955) is introduced. This method allows the treatment of a complex device, such as a traveling-wave tube, as a "black box" or mode junction in which, for example, \( |M_{ba}|^2 \) signifies the power conversion from mode \( a \) at \( z = 0 \) to mode \( b \) at \( z = l \). In the high gain case suitable to the use of (67), consideration of the specific forms of \( M_{ba} \) and \( M_{bb} \) (Appendix B) shows that their ratio

\[
\frac{\lambda_{bb}}{\lambda_{ba}} = \text{ctnh} \; kl
\]

approaches unity. By this reasoning the result (67) can be used to estimate that the noise output of a large space-charge traveling-wave amplifier is caused by a (negative energy) slow wave noise input corresponding to a resistor at \( T \approx T_c \). Since no rf power leaves the gun region except through the beam output, the Chu kinetic power theorem may be used to assert that the fast wave carries positive energy noise of an equal temperature.

Using these assumptions we may construct the simplified model of a two-stage, single-channel, parametric amplifier shown in Fig. 16.

\[\text{FIG. 16.--Two-Stage, Two-Mode, Parametric Amplifier.}\]
Since it is a design requirement for a practical device that any possibility of coupling to unnecessary noise carrying modes be removed, only one beam mode is shown. We have demonstrated, in the case of the parametric refrigeration coupler, that this single mode coupling can be achieved. The temperature $T_1$ is that of the input termination of the noise removal coupler. This and all other terminations are assumed to be perfectly matched. The signal input is applied to the amplification coupler instead of to the noise removal coupler since it may be shown that this always results in a higher output signal-to-noise ratio except in the special case that the noise removal is ideal and then it makes no difference.

With these understandings, the effective noise temperature of a high gain, large space-charge, parametric amplifier is given by

$$T_a = T_A' = \left| M_{01}^{ab} \right|^2 T_1 + \left| M_{01}^{01} \right|^2 T_c ,$$

where, for example, $M_{01}^{ab}$ is the power transfer coefficient from circuit mode $B$ at its input to beam mode $A$ at its output. These transfer coefficients are defined and calculated in Appendix B. This form for the noise temperature shows the necessity, in a two-stage device, for cooling the input termination, $T_1$.

As an illustration of this method of calculation we will apply it to the parametric refrigeration coupler of Chapter V, (Section A). By using the results of Appendix B, we may obtain

$$T_a = T_A' = \left| M_{ab}^{\ell l} \right|^2 T_1 + \left| M_{aa}^{\ell 0} \right|^2 T_c$$

$$= T_1 \frac{\omega_a}{\omega_b} \tanh^2 k\ell + T_c \sech^2 k\ell \quad ; (68)$$

the analytical value of $k$ is given by (60). For an ideal coupler, $k\ell \to \infty$, the beam is truly "refrigerated" for $\omega_a < \omega_b$.
If we now use the experimental values of Tables II and IV with

\[
\text{sech}^2 k\ell \sim -5.5 \text{ db}
\]

\[
T_i \sim 290^\circ K
\]

\[
T_c \sim 1020^\circ K
\]

we may calculate the value

\[
T_a \sim \frac{1.385}{1.410} (1 - 0.28) (290) + (0.28) (0.020) = 490^\circ K
\]

for the effective temperature of the output slow beam wave. If this beam were now introduced into a low-voltage, high-gain, traveling-wave amplifier circuit, a noise figure

\[
F = 4.3 \text{ db}
\]

(referred to room temperature) would be predicted.

It is evident, from the derivation of this result, that much of the output noise is produced in the input termination. The application of a cooling bath, for example, liquid nitrogen at 77^\circ K, to both circuit and termination would greatly improve this result. Since this step would effectively eliminate the deleterious effects of pump loss, the amount of refrigeration would approach more nearly the theoretical low loss value

\[
\text{sech}^2 k\ell \sim -7.8 \text{ db}
\]

Using these data, a recalculation predicts

\[
T_a \sim 230^\circ K
\]
for the noise content of the output slow wave. Upon the application of this large space-charge beam to a traveling-wave amplifier circuit, a single channel noise figure

\[ F \sim 2.5 \text{ db} \]

at 1.4 Gc would be obtained.

The second major approach in the attempt to get around the strictures of the minimum noise figure theorem involves the introduction of forced correlation into the gun region. Through the use of long, low voltage, drift regions, values of the correlation parameter

\[ \alpha_c = \frac{T_a}{T_c} \]

as low as 0.25 have been obtained at S-band (Currie and Forster, 1959). Since this mechanism is applied to a separate physical region of the amplifier it is basically different from the parametric process that we have discussed and may, in fact, be used in concert with it. This addition, at frequencies near 2 Gc, would result in effective noise temperatures of the order of 60°K.

It must be emphasized that these results are predictions derived from a particular experimental configuration. However, the fact that the most serious of the unwanted idler couplings can be eliminated by the general method of parametric beam-circuit coupling gives hope that results like these are possible.

The greatest practical problem standing in the way of such useful applications of dispersive parametric coupling is discussed in the next section.

B. PUMP WAVE CONSIDERATIONS

The provision of large idler dispersion and, consequently, the inhibition of unwanted interactions depends on the ability to support a pump wave which is removed (in phase velocity) from the beam waves. This
may be accomplished by using a circuit wave to carry the pump excitation, as we have done, but this configuration raises two serious problems.

On the one hand, it must be realized that the electron beam is the only nonlinear element of the system. Thus, the useful pump modulation is that given by (63). It is evident, from the denominator of this expression and from our experimental results, that any increase of the pump-to-beam wave number separation above the minimum required to produce idler dispersion has a large adverse effect on the pumping efficiency.

One possibility for the mitigation of this difficulty is the use of a properly dispersive circuit. For example, a helix with a transversely conducting shield exhibits greatly enhanced positive dispersion (Birdsall, 1953; Kino, 1953). An application of the vector coupling diagram for reverse wave interactions (Fig. 3) shows that a dispersion increase in this direction always reduces the denominator of (63). In addition, Kino (1953) has shown that this improvement is accompanied by a substantial increase in the beam coupling impedance. For very dispersive circuits this increase can approach two orders of magnitude and can, thereby, lead to a substantial increase in pump efficiency. Although this discussion has dealt, for definiteness, with the reverse wave coupler, similar improvements in pump wave impedance are possible in other configurations through the use of coupled helix circuits (Cook, Kompfner, and Quate, 1956).

This conception leads to a solution of the second practical difficulty connected with the pump wave. The requirement of a pump wave removed in phase velocity from the beam waves means that care must be taken that the space-charge normal modes at the pump frequency are not excited. If they were excited at substantial levels the spurious idler difficulties endemic to fast space-charge wave amplifiers would again appear.

The problem of unwanted stream wave excitation is entirely analogous to the problem of mode conversion caused by discontinuities in a multimode waveguide. In an axially uniform stream-circuit system with an electron velocity far removed from synchronism, no interaction is possible and the circuit and space-charge modes are orthogonal to each other as are the modes of a waveguide.

If the circuit is approximately uniform throughout its length, the largest contribution to spurious space-charge mode excitation is due to
imperfections in the transformers between the input/output transmission lines and the circuit. A treatment of this effect is developed in Appendix C and, in particular, the use of coupled helix transducers is evaluated. The theory shows that the amplitudes of the various beam waves are related to the spatial Fourier transform of the circuit pump amplitude appearing at the beam. In particular, the amplitude of the beam wave at wave number $\beta_1$ is proportional to the Fourier transform evaluated at $k = \beta_1$.

The results for the coupled helix are given because they are characteristic and, what is more important, this type of transformer is an eminently practical solution to the problem. If the coupled helix has a length $\ell$, which results in complete excitation transfer to the helix (Cook, et al., 1956), the unwanted space-charge wave modulation depth ($25$) is related to the forced circuit wave modulation depth as (see Appendix C)

$$\left| \frac{m_s, f}{n_c} \right| = \left| \frac{\hat{z}_{s, f}}{\hat{z}_c} \right| \sim \frac{\pi}{4R \beta^2 \ell},$$

(69)

where $s$ and $f$ refer to the slow and fast space-charge waves.

This order of magnitude result holds under the coupler circuit and describes the relative strength of the most important spurious parametric interactions. One restrictive condition is central to the analysis and to the simplicity of this form, namely

$$(\beta_{ed} - \beta_{cd}) \ell >> \frac{\pi}{2},$$

which means that the beam is far from synchronism.

A similar problem in the parametric refrigeration configuration is that of the residual pump excitation which leaves the noise removal coupler. This modulation may severely restrict the operation of the following direct coupled amplifier section (Forster, 1960). Beyond the circuit $m_c = 0$ but $m_{s, f}$ are, as we show in Appendix C, relatively unchanged. Thus, (69) may also be used to give the magnitudes of the unwanted space-charge excitations incident on the amplifier section, relative to the necessary circuit wave excitation in the coupler.
With this understanding (69) shows that two prominent pumping wave problems, those of spurious space-charge interactions (Ashkin, Cook, and Louisell, 1959) and of unwanted modulation in the amplifier section (Forster, 1960), may be effectively eliminated by the use of coupled circuit transducers of sufficient length.

The latter of the problems discussed in this section relates only to the configuration in which a parametric noise removal coupler is followed by a direct-coupled amplifier. We will now treat several proposed variants of this type and of its reverse, in which the noise removal section is direct coupled.

C. ALTERNATIVE CONFIGURATIONS

The reverse wave parametric coupler which we have verified experimentally and discussed as an example has certain drawbacks. Since it depends on a backward wave interaction, its instantaneous bandwidth is quite narrow and electrical or pump frequency tuning must be applied to change the frequency of operation. One possibility would be to maintain constant voltage and to tune the refrigeration interaction by means of the pump frequency. In this case the amplifier circuit could be a large space-charge (low voltage) helix operating in the fundamental mode. In order to provide an output bandwidth of one octave (second helix), the input helix must have substantial impedance, negligible dispersion, and matched input/output over about three octaves. This effect is shown, slightly exaggerated, in Fig. 17. It is felt that this approach could be useful for half-octave operation but pump frequency tuning at moderate power levels still presents practical difficulties.

In some applications the eventual signal usage is at a lower, so-called intermediate, frequency. In these cases there is an advantage in having a tunable input amplifier which rejects the intermediate frequency image noise. This noise, originating in the input circuits, travels directly through a wide band amplifier and is superimposed on the wanted signal by the action of the intermediate frequency input mixer. Thus, even with an ideal amplifier, the output signal-to-noise ratio is twice that at the input and the over-all noise figure cannot be less than 3 db.
FIG. 17.-- Coupling relations for octave parametric refrigeration at constant voltage.

FIG. 18.-- Interdigital structure and measured dispersion diagram (Wada, 1956).
Since the parametric refrigeration coupler that we have treated is voltage tunable at constant pump frequency, we need only find a fundamental backward wave circuit to use in the amplifier section. The most attractive possibility appears to be a cylindrical interdigital structure (Wada, 1956) whose configuration and dispersion diagram is shown in Fig. 18. This circuit has a higher backward wave impedance in its fundamental \( n = 0 \) mode than the bifilar helix has in its commonly used \( n = -1 \) mode. Other possibilities are the folded waveguide circuit (Putz, et al., 1952; Hutter, 1960) or properly loaded cylindrical ladders (White, et al., 1963). If the backward wave dispersion of any of these circuits (especially the TEM-like interdigital structure which propagates at zero frequency) is made to match the circuit idler dispersion of Fig. 4, a synchronously tunable refrigerator-amplifier would be produced. Thus, high gain, narrow-band operation, with its specialized advantages, would be possible.

For other applications a configuration which requires no tuning and is more compatible with the wide bandwidths characteristic of conventional traveling-wave amplifiers is needed. One very attractive possibility involves the use of a positively dispersive helix (Birdsall, 1953; Kino, 1953) in its fundamental forward wave spatial harmonic. These helices, enclosed in a transversely conducting shield which could be approximated by a closely wound insulated helix, have already been mentioned for their relatively large coupling impedance. Their dispersion makes them additionally interesting; a typical form of forward wave parametric interaction is shown in Fig. 19.

\[ \text{FIG. 19--Wideband parametric interaction with a helix enclosed in a transversely conducting shield. Helix dispersion from Kino (1953).} \]
This coupling, the parametric analog of the Kompfner dip, would produce (under large space-charge conditions) a beating wave exchange of excitation between the slow wave and the circuit wave. The resonant character of this interaction would require a careful tailoring of circuit dispersion and impedance to produce any appreciable bandwidth (Cook, 1955; Louisell, 1955). Nonetheless, circuit pumped parametric interactions of this general class have one great advantage; due to the relatively small velocity separation between the forward wave circuit and the beam they provide greatly improved efficiency of pump usage. As we have discussed in the section on pump waves, there is a practical upper limit to pumping efficiency set by the requirements of spurious idler dispersion. This configuration would allow that limit to be approached. It should also be mentioned that a backward wave fundamental circuit can be used for forward wave interaction. This requires the pump to be carried by the reverse wave fundamental as is shown, by way of example, in Fig. 18.

There is one remaining significant class of variants of the refrigeration-amplifier devices that we have described. They are related to these as parametric reverse wave amplification is related to parametric refrigeration. This class includes all of the circuit coupled generalizations of the original fast wave amplifier of Louisell and Quate (1958). If, in each configuration that we have proposed, the parametric and linear coupler are transposed and fast wave substituted for slow wave, a dual series of low noise amplifiers is obtained. This duality results, it is clear, from the appearance of the product $\Pi_{P} \Pi_{S}$ in the power theorem (35).

As an example of this class consider the analog of the synchronously tunable backward wave refrigerator-amplifier we have discussed. If a large space-charge beam at a current below the oscillation threshold interacts, by direct coupling, with a fundamental backward wave mode, an evanescent interchange of fast wave and (cool) circuit excitation results. If this beam is then introduced into a parametric coupler under conditions proper for reverse wave amplification, the device becomes a heat exchanger-parametric amplifier.

This result, which is essentially that predicted for the original fast space-charge wave amplifier, becomes practical through the introduction of nonlinear circuit coupling. The possibility of idler dispersion
control offered by this new degree of freedom effectively eliminates the spurious interaction problems which have made the fast wave amplifier unrealizable.

The verification of this new type of circuit coupling and the demonstration of negative energy excitation removal are the central results of this work. The application of these principles has made possible the development of a manifold of new parametric amplifier types.
CHAPTER VII
CONCLUSIONS

In the course of this paper we have developed a conception, composed of theory and experiment, of the nonlinear operation of a class of electronic wave propagating systems.

We have derived the second order physical equations, and the resulting power theorem, which describe all direct coupled and parametric interactions possible in a longitudinal electron stream-slow waveguide system. In particular, the theory predicts a new effect, nonlinear coupling of space-charge and circuit waves. This issue, conceived by Sturrock (1960c), allows a more versatile use of the parametric vector coupling relations and may be made immune to unwanted second order idler interactions. With this simplification, and the assumption of large space charge, a two-mode, quasi-linear coupling theory is developed. The existence of idler spatial-temporal harmonics is described, and they are used to create a parametrically coupled dispersion diagram. Finally, kinematical considerations are cited to produce a general criterion for predicting the result of an arbitrary parametric coupling.

An experimental coupler, a modified helix traveling-wave amplifier, which would test these predictions has been described. Nonlinear circuit wave coupling has been observed and the bases of the two-mode theory, the idler construction and large space-charge assumption, have been empirically justified. Parametric reverse wave amplification has been demonstrated, the first observation of fast space-charge wave gain without spurious second order idler interactions. At higher pump and current levels, spontaneous reverse wave oscillation occurred. Finally, the parametric refrigeration interaction has been demonstrated. It must be admitted that the experimental verification of the removal of negative energy noise is only an indirect one since the output slow wave has not been used in an amplifier. The burden of this paper, however, in which the preponderance of the theory has been directly verified, allows no
other interpretation. The experimental results have been related to the problem of low noise amplification; with the available coupling level, which is not optimal, and external circuit cooling, a noise figure near 2.5 dB is predicted for 1.5 Gc. Since this mechanism is fundamentally different from those used in the gun region, the addition of correlation enhancement could further lower this figure. The most important obstacles to the procurement of results such as these have been discussed. The ability, and necessity, to provide sufficient idler dispersion requires a high pump power level. A number of suggestions have been made to minimize this effect. The use of coupled helix transducers has been presented as a practical solution to the problem of unwanted pump waves. Several alternative configurations, using positively dispersive helices and circuits with a fundamental backward wave, have been proposed in an effort to provide increased bandwidth and pumping efficiency. A class of fast wave amplifiers, using parametric circuit coupling, has been described.

This report has presented a unified theoretical and experimental exposition of a new type of nonlinear electron stream-slow waveguide interaction. The versatility of this type of coupling, with respect to the control of idler dispersion, coupled with the excellent high frequency properties of space-charge waves, should allow the construction of amplifiers, in the centimeter range, with noise temperatures less than 100° K.
This appendix contains a simplified derivation of the form of the space-charge field. Starting from the results for free propagation, the effect of a second impressed wave is evaluated. The reduction factor for driven waves is shown to be a function of their wave number.

In a thin electron stream in confined flow, corresponding to the model discussed in Chapter II, the space-charge reduction factor may be introduced by a phenomenological variant of Poisson's equation,

\[ \frac{\partial}{\partial z} \tilde{E}_{sl}(z_0, t) = R_1^2(\beta_1) \tilde{\phi}_1(z_0, t) \frac{R_1^2(\beta_1)}{\varepsilon_0} \frac{e^{i(\omega t - \beta_1 z_0)}}{\varepsilon_0}, \quad (A.1) \]

valid for single frequency propagating excitation. The functional dependence of \( R_1 \) on \( \beta_1 \) is related to the space-charge dispersion equation \( \omega = f(\beta) \) and is determined by the (geometric) boundary conditions (Branch and Mihran, 1955).

For slow waves \((\omega/\beta \ll c)\) the space-charge field may be adequately described as the gradient of a quasi-static potential (Pierce, 1950) and we may, in turn, find this potential by using the Green's function for the particular geometry (Sturrock, 1960a). Thus, by dropping the time dependence, the single frequency field is given by

\[ \tilde{E}_{sl}(z_0) = -\frac{\partial}{\partial z_0} \int_{\infty}^{\infty} g(z_0 - \xi_0) \tilde{\phi}_1(\xi_0) \, d\xi_0 = -\beta_1 \frac{\partial}{\partial z_0} \int_{\infty}^{\infty} g(z_0 - \xi_0) e^{-i\beta_1 \xi_0} d\xi_0 \]

\[ = i\beta_1 \tilde{\phi}_1(z_0) \int_{\infty}^{\infty} g(\eta) e^{-i\beta_1 \eta} d\eta, \quad (A.2) \]
where the last equality is achieved by a change of dummy variable and the insertion of the specific form of \( \tilde{\rho}_1 (z_0) \) from (A.1). The last integral may be recognized as the Fourier transform of \( G(\eta) \),

\[
g(k) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G(\eta) e^{-jk\eta} \, d\eta , \tag{A.3}
\]
evaluated at \( k = \beta_1 \). Differentiation of (A.2) reproduces the form of (A.1) and we obtain the result

\[
R_1^2 (\beta_1) = 2\pi e_0 \beta_1^2 g(\beta_1) \tag{A.4}
\]

for the single-frequency, single-wave number, reduction factor.

In principle, the Green's function for a cylindrical charge column in any circuit environment may be calculated. The quasi-static contribution to the space-charge dispersion relation may then be derived from the Fourier transform of this result. A practical approximation, for the case of a helix, may be made by the replacement of the helix by an equivalent conducting pipe (Branch, 1955). In this case the Green's function is well known (Tien, Walker, and Wolontis, 1955).

We will now develop an expression, similar to that of (A.2), which applies to multiple frequency excitation of an electron stream. This may be achieved by the development of \( \tilde{\rho}_1 (z_0) \) in a generalization of the Lagrange or inverse Taylor expansion (E. L. Chu, 1960 b; Sturrock, 1960 d). Under conditions of small amplitude excitation the total charge density at an interior beam point \( z_0 + \tilde{z} \) may be expressed in a Taylor series,

\[
\rho_T (z_0 + \tilde{z}) = \left\{ 1 + \tilde{z} \frac{\partial}{\partial z_0} + \frac{1}{2} \tilde{z}^2 \frac{\partial^2}{\partial z_0^2} + \ldots \right\} \rho_T (z_0) . \tag{A.5}
\]
In addition, the constraint of charge conservation requires

\[ \rho_0 (z_0) \, dz_0 = \rho_T (z_0 + \tilde{z}) \, d(z_0 + \tilde{z}) = \rho_T (z_0 + \tilde{z}) \left( 1 + \frac{\partial \tilde{z}}{\partial z_0} \right) \, dz_0 \quad , \quad (A.6) \]

where the last equality comes from the introduction of the one-dimensional, infinitesimal Jacobian (Bobroff, 1959). By inverting these equations we obtain a generalization of the Lagrange expansion which relates the perturbed charge density at \( z_0 \) to the quiescent or dc charge density. This result takes the form

\[ \rho_T (z_0) = \left\{ 1 + \frac{\partial}{\partial z_0} + \frac{1}{2} \tilde{z}^2 \frac{\partial^2}{\partial z_0^2} + \ldots \right\}^{-1} \left[ \rho_0 (\tilde{z}_0) \left( 1 + \frac{\partial \tilde{z}}{\partial z_0} \right)^{-1} \right] \]

\[ = \rho_0 (z_0) - \frac{\partial}{\partial z_0} (\rho_0 \tilde{z}) + \frac{1}{2} \frac{\partial^2}{\partial z_0^2} (\rho_0 \tilde{z}^2) + \ldots , \quad (A.7) \]

where the binomial expansion has been used in the last equality. [For completeness we will mention that a similar expansion for \( J_T (z_0) \) may be obtained through the use of the definition

\[ J_T (z_0 + \tilde{z}) = \rho_T (z_0 + \tilde{z}) \, v_T (z_0 + \tilde{z}) \quad , \]

the expression (1) for the velocity,

\[ v_T (z_0 + \tilde{z}) = u_0 + \left( \frac{\partial}{\partial t} + u_0 \frac{\partial}{\partial z_0} \right) \tilde{z} \quad , \quad (A.8) \]

and (A.5) and (A.6). The resulting expression,

\[ J_T (z_0) = \rho_0 u_0 + \rho_0 \frac{\partial}{\partial t} \left( \tilde{z} - \tilde{z} \frac{\partial \tilde{z}}{\partial z_0} + \ldots \right) \quad , \quad (A.9) \]

is that given by Sturrock (1960) and used in the circuit equation (9) of Chapter II.]
When (A.7) is frequency-analyzed through the use of (4) and the \( \alpha_1 \) component is inserted in (A.2), we obtain the result

\[
\tilde{E}_{s1}(z_0) = \rho_0 \frac{\partial}{\partial z_0} \int_{-\infty}^{\infty} g(z_0 - t_0) \frac{\partial}{\partial t_0} \left\{ \tilde{z}_1(t_0) - \frac{1}{2} \frac{\partial}{\partial t_0} [\tilde{z}_2(t_0) \tilde{z}_d(t_0)] \right\} dt_0
\]

where the approximate equality indicates that any possible parametric space-charge wave interaction (perturbation of wave number) is small in the sense detailed by (18).

By using the result of (A.4) and the definition of the plasma frequency, we may now write an approximate form for the space-charge field,

\[
\tilde{E}_{s1}(z_0) = \frac{-2\pi \rho_0}{\beta_1 g(\beta_1)} \tilde{z}_1(z_0)
\]

\[
= \frac{-1}{2} (\beta_d - \beta_2)^2 g(\beta_d - \beta_2) \frac{\partial}{\partial z_0} [\tilde{z}_2(z_0) \tilde{z}_d(z_0)]
\]

under conditions of two-frequency excitation. This form and that of (A.5) show the wave number dependence, at a given frequency, of the space-charge reduction factor. If, now, the assumption of pump wave synchronism

\[
\beta_d = \beta_1 + \beta_2
\]

is made, the result of (5) is obtained.
APPENDIX B

APPLICATION OF BOUNDARY CONDITIONS TO THE TWO-MODE COUPLER—TRANSFER COEFFICIENTS AND THE EFFECT OF LOSS IN THE PUMP WAVE

In this appendix we will develop the solutions of the quasi-linear coupling equations (42), (43) by applying the necessary initial conditions. We will also evaluate the effect of loss in the pumping wave, \( d \).

For simplicity let us consider the case of synchronous coupling \( (\Delta \beta = 0) \), in which the solutions (45) may be written

\[
\hat{A}(z) = A_1 e^{kz} + A_2 e^{-kz} \quad (B.1)
\]

\[
\hat{B}^*(z) = B_1 e^{kz} + B_2 e^{-kz} \quad (B.2)
\]

where

\[
k = + |\gamma_d| (\omega_a \omega_b \eta_a \eta_b)^{1/2} \quad (B.3)
\]

has been introduced. Use of the dynamical equations (42), (43) allows the elimination of two of the arbitrary coefficients and we may then obtain

\[
\hat{B}^*(z) = \frac{k}{\Pi \omega a d} (A_1 e^{kz} - A_2 e^{-kz}) \quad (B.4)
\]

wherein \( A_1 \) and \( A_2 \) are complex constants.

The placement of boundary or initial conditions is determined by the small-signal energy velocity. We will place these initial conditions outside the region of the interaction so that the energy velocity is
unequivocally equal to the group velocity. With the understanding that mode A is a beam wave (which always has positive group velocity), there are two cases of interest.

In the first case we consider that mode B is a backward wave and its initial value is specified at the output \( z = l \). Thus, the arbitrary constants are determined from

\[
A_0 = \hat{A}(0) = A_1 + A_2 \quad (B.5)
\]

\[
B_1^* = \hat{B}^*(l) = \frac{k}{\Pi a_0 a_d} (A_1 e^{k l} - A_2 e^{-k l}) \quad (B.6)
\]

These equations may be inverted and the results may be inserted into (B.1, B.2) to provide

\[
\hat{A}(z) = A_0 \frac{\cosh k(l - z)}{\cosh kl} + \frac{\Pi a_0 a_d}{k} \frac{\sinh kz}{\cosh kl} B_l^* \quad (B.7)
\]

\[
\hat{B}^*(z) = -\frac{k}{\Pi a_0 a_d} A_0 \frac{\sinh k(l - z)}{\cosh kl} + \frac{B_l^*}{\cosh kl} \cosh kl \quad (B.8)
\]

where the definition of \( k \) has been used in the last step. It should be noted that such symmetry as there is in these equations has its root in the power theorem (38).

These equations may be recast in a form which describes the coupler as a whole as a "black box" or mode junction. This is accomplished by the introduction of transfer coefficients similar to those of Haus and
Robinson (1955). In this notation, special cases of (B.7) and (B.8) become

\[ \hat{A}(t) = \hat{A}(0) \sech kl + \hat{B}^*(t) \frac{\Pi_a \omega_a k d}{k} \tanh kl \]

\[ = M_{aa}^0 \hat{A}(0) + M_{ab}^0 \hat{B}^*(t) \]  \hspace{1cm} (B.9)

and

\[ \hat{B}^*(t) = -\hat{A}(0) \frac{\Pi_b \omega_b k d^*}{k} \tanh kl + \hat{B}^*(t) \sech kl \]

\[ = M_{ba}^{00} \hat{A}(0) + M_{bb}^{00} \hat{B}^*(t) \]  \hspace{1cm} (B.10)

Thus, if all external terminals are matched,

\[ \left| M_{ba}^{00} M_{ba}^{00*} \right| = \omega_b \frac{a_b}{\omega_a} |\tanh^2 kl| \]  \hspace{1cm} (B.11)

is the power gain or loss from mode \( A(\omega_a) \) to mode \( B(\omega_b) \) at the \( z = 0 \) terminals.

If \( \Pi_a \Pi_b = -1 \), all of the preceding formulae remain correct; the substitutions

\[ k \to ik \]

\[ \sinh kz \to i \sin kz \]

\[ \cosh kz \to \cos kz \]  \hspace{1cm} (B.12)

will make them more useful, however.
In the second case mode $B$ is a forward wave and both initial conditions are set at $z = 0$. This may be treated as a specialization of our previous result (B.7) and (B.8) by making the identification $I = 0$. For variety we will treat the case $\Pi_a \Pi_b = -1$ in which $k$ is purely imaginary. Thus we may write

$$\hat{A}(z) = A_0 \cos k z + \frac{\Pi \omega_\text{md}}{k} B^*_0 \sin k z \quad (B.13)$$

$$\hat{B}^*(z) = \frac{\Pi \omega_b \kappa^*_d^*}{k} A_0 \sin k z + B^*_0 \cos k z \quad (B.14)$$

to describe the mode amplitudes inside the coupler.

By applying these equations at the output terminals ($z = \ell$) we may again introduce the transfer coefficients,

$$\hat{A}(\ell) = \hat{A}(0) \cos k \ell + \hat{B}^*(0) \frac{\Pi \omega_\text{md}}{k} \sin k \ell$$

$$= M^0_{aa} \hat{A}(0) + M^0_{ab} \hat{B}^*(0) \quad (B.15)$$

$$\hat{B}^*(\ell) = \hat{A}(0) \frac{\Pi \omega_b \kappa^*_d^*}{k} \sin k \ell + \hat{B}^*(0) \cos k \ell$$

$$= M^0_{ba} \hat{A}(0) + M^0_{bb} \hat{B}^*(0) \quad (B.16)$$

When, for example, $k \ell = \pi/2$ and $\omega_a = \omega_b$, these equations describe the large QC Kompfner dip coupler in which all incident circuit excitation is transferred to the fast beam wave and vice versa.

The analyses of Chapter IV and of this appendix have concentrated on the ideal situation in which there is no resistive loss. Circuit attenuation at the signal frequency may be easily accounted for by the
substitution

\[ \beta_b \rightarrow \beta_b - i\alpha_b \]

in all of the equations. Loss in the coupling, or pump, wave \( d \) enters in a more subtle way. The synchronous mode equations (42), (43) must then be written

\[
\frac{d}{dz} \hat{A} = \omega_a \Pi_a kde^{-\alpha_d z} \hat{B}^* \tag{B.17}
\]

\[
\frac{d}{dz} \hat{B}^* = \omega_b \Pi_b k^* d^* e^{-\alpha_d z} \hat{A}, \tag{B.18}
\]

where \( \alpha_d \) is the attenuation constant at the pump frequency. The solutions to these equations have the form

\[
\begin{bmatrix} \hat{A} \\ \hat{B}^* \end{bmatrix} = \begin{bmatrix} \hat{A} \\ \hat{B}^* \end{bmatrix} \pm \frac{k}{\alpha_d} \left(1 - e^{-\alpha_d z}\right), \tag{B.19}
\]

which reduces to (B.1), (B.2) as \( \alpha_d \rightarrow 0 \). From this result we see that all of our previous solutions and, in particular, the transfer coefficients, can be corrected for pump loss by the substitution

\[
k \ell \rightarrow \frac{k \ell}{\alpha_d \ell} \left(1 - e^{-\alpha_d \ell}\right). \tag{B.20}
\]

This formula is the basis for the modification of (64b).
APPENDIX C

CIRCUIT-DRIVEN PUMP WAVES

In order to determine the distribution of pump frequency excitation among the several normal modes of a stream-circuit system we must solve the coupled differential equations (10) and (11), under the constraint of suitable boundary conditions. With the insertion of pump frequency notation, these equations may be rewritten as

\[
\left( \frac{\partial}{\partial z} + j \beta_{ed} \right) \tilde{v}_d = \frac{\tilde{v}_d}{u_0}, \quad (C.1)
\]

\[
\left( \frac{\partial}{\partial z} + j \beta_{ed} \right) \frac{\tilde{v}_d}{u_0} = -R_d \beta_p^2 \tilde{z}_d - \frac{1}{2} \frac{\tilde{E}_{cd}}{v_0}, \quad (C.2)
\]

where the influence of pump harmonics has been ignored.

It is well known that these equations, in the absence of the circuit driving term, may be put in a form which is characteristic of transmission line behavior (Bloom and Peter, 1954; Hutter, 1960). If \( \tilde{E}_{cd} \) is introduced as a distributed series EMF, the transmission line equations may still be solved (Schelkunoff, 1943).

We will apply this method directly to the solution of the electronic equations (C.1) and (C.2), with the assumption of loose pump coupling to the beam. This assumption is physically attractive since, under the conditions of interest, the beam velocity is only a fraction (~1/3) of the circuit interaction velocity. With this understanding we may write

\[
\tilde{E}_{cd} = \tilde{E}_{cd}(z) e^{-j \beta_{cd} z}
\]
and use for $\hat{E}_{cd}(z)$ the externally applied pump amplitude as it is seen by the beam.

By direct substitution we may verify that the forced (particular) solutions of (C.1) and (C.2) may be written in the forms

$$\tilde{v}(z) = -\frac{1}{kV_0} \int_0^z \hat{E}_c(\xi) \left\{ e^{-j\beta_{sd}(z - \xi)} + e^{-j\beta_{fd}(z - \xi)} \right\} d\xi \quad (C.3)$$

$$\tilde{z}(z) = -\frac{J}{kR_d \beta_p V_0} \int_0^z \hat{E}_c(\xi) \left\{ e^{-j\beta_{sd}(z - \xi)} - e^{-j\beta_{fd}(z - \xi)} \right\} d\xi \quad , (C.4)$$

in which the undriven (homogeneous) solution wave numbers,

$$\beta_s = \beta_{ed} \pm R_d \beta_p \quad ,$$

corresponding to the slow/fast space-charge waves (7) have been introduced. Since we are interested in the depth of modulation (25) which depends on $\tilde{z}(z)$, we will concentrate on (C.4) which may be expanded as shown in (C.5):

$$\tilde{z}(z) = -\frac{J}{kR_d \beta_p V_0} \left\{ \begin{array}{c}
-\int_0^z \hat{E}_c(\xi) e^{J(\beta_{sd} - \beta_{cd})\xi} d\xi \\
- e^{J(\beta_{fd} - \beta_{cd})\xi} \int_0^z \hat{E}_c(\xi) e^{J(\beta_{sd} - \beta_{cd})\xi} d\xi 
\end{array} \right\} \quad . (C.5)$$

We will now apply this equation, related to the Fourier transform, to the physical model for $\hat{E}_{cd}(z)$ at the beam shown in Fig. (C.1).
This amplitude vs distance distribution corresponds to that on a lossless helix of length $L$ with properly designed coupled helix transformers of length $\ell$ (Cook, Kompfner and Quate, 1956).

The computation of the amplitudes of the various components of $\tilde{z}(z)$ is long but simple and only the results will be given. The formulas will be written in terms of a normalized phase shift,

$$b_i = \frac{2}{\pi} \beta_{id} \ell,$$

the length of the coupler region in half radians. In this notation, the
result for \( l < z < L - l \) may be written

\[
\tilde{z}_d(z) \left[ 2 \frac{E_{cd}}{v_0} \frac{L^2}{\pi^2} \right]^{-1} = e^{-\beta_{cd} z} \left[ \frac{1}{(b_e - b_c)^2 - R_d b_p^2} \right] \\
- e^{-\beta_{sd} z} \left[ \frac{j(b_s - b_c) + j(b_s - b_c) \frac{\pi}{2}}{2R_d b_p (b_s - b_c)[1 - (b_s - b_c)^2]} \right] \\
+ e^{-\beta_{fd} z} \left[ \frac{j(b_f - b_c) + j(b_f - b_c) \frac{\pi}{2}}{2R_d b_p (b_f - b_c)[1 - (b_f - b_c)^2]} \right].
\]  

(C.6)

It may be noticed that the \( \beta_{cd} \) excitation amplitude is completely independent of \( l \) and is, in fact, that given in (8).

Two interesting special cases of this result may be given. The first, for \( l > 0 \), corresponds to the physical situation of our experiments. For example, the most unfavorable experimental conditions (in this particular respect) that we used are those described by Table IV, with \( l \approx 1.3 \text{ cm} \), from which the values

\[
b_e \approx 32 \]

\[
b_c \approx 11 \quad \text{(C.7)}
\]

\[
R_d b_p \approx 1.6
\]

may be derived. These values are characteristic and they satisfy the relations

\[
b_e, b_c \gg 1 \quad \text{(C.8)}
\]

\[
b_e, b_c \gg b_p
\]  
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By using these approximations in (C.6) we obtain

\[ \tilde{z}_d(z) \approx \frac{E_{cd}}{2V_0 (\beta_{ed} - \beta_{cd})^2} \left[ \frac{-j\beta_{cd} z}{e} + \frac{J}{2R_d b_p} \left( 1 - \frac{2R_d b_p}{e - b_c} \right) e^{-j\beta_{sd} z} \right] \]

(C.9)

and, by the insertion of (C.7), we obtain the numerical value

\[ \tilde{z}_d(z) \sim \frac{E_{cd}}{2V_0 (\beta_{ed} - \beta_{cd})^2} \left[ \frac{-j\beta_{cd} z}{e} + \frac{j 0.265 e^{-j\beta_{sd} z}}{e} \right] \]

(C.10)

for the amplitudes of the pumping waves in the parametric refrigeration experiment of Fig. 15. These results are felt to be short of the dangerous limit, but only barely so. The coupler was designed to be used at higher currents, and since the space-charge amplitudes vary roughly as the inverse square root of the current, the values were then more favorable.

The second special situation to which (C.6) applies is that in which the pump modulation is abruptly applied. In this case \( \ell \to 0 \) and we have

\[ \tilde{z}_d(z) \approx \frac{E_{cd}}{2V_0 (\beta_{ed} - \beta_{cd})^2} \left[ \frac{-j\beta_{cd} z}{e} + \frac{1}{2} \left( \frac{b_c - b_c}{R_d b_p} - 1 \right) e^{-j\beta_{sd} z} \right] \]

(C.11)
By inserting the numerical values of (C.7) we may obtain

\[
\tilde{z}_d(z) \approx \frac{E_{cd}}{2V_0} \left( \frac{1}{(\beta_{ed} - \beta_{cd})^2} \right) \left[ e^{-J\beta_{cd}z} \frac{1}{6.1 e^{-J\beta_{sd}z}} \right], \quad (C.12)
\]

indicating that abrupt circuit pump excitation would have prematurely saturated the beam and, thereby, would have completely obliterated the desired circuit pumped interaction.

One remaining application of the general result (C.5) will be given. This will relate to the question of the amount of pump modulation in the output beam of the parametric refrigeration coupler. The problems raised by the existence of residual modulation have been treated by Forster (1960). We will show that the use of an "adiabatic" transducer of the coupled helix type can effectively eliminate this problem.

The beam output modulation may be obtained from the general result (C.5) by applying it to the form of \( \hat{E}_{cd}(z) \), given in Fig. C.1, in the realm of values \( z > L \). As before, for \( t > 0 \), the conditions (C.8) give a meaningful approximation. With their use we find the result

\[
\tilde{z}_d(z) \approx \frac{E_{cd}}{2V_0} \left( \frac{1}{(\beta_{ed} - \beta_{cd})^2} \right) \left[ e^{-J\beta_{sd}z} \left( 1 - \frac{2R_d b_p}{b_e - b_c} \right) \left( 1 + e^{J(\beta_s - \beta_c)L} \right) \right] \times \left[ e^{-J\beta_{fd}z} \left( 1 + \frac{2R_d b_p}{b_e - b_c} \right) \left( 1 + e^{J(\beta_f - \beta_c)L} \right) \right] \tag{C.13}
\]
for the output pump modulation. Since there is no more circuit support, the $\beta_{cd}$ excitation is not allowed and has disappeared. The slow and fast waves have the same relative amplitude factor, the inverse of the length of the transition region in space-charge quarter wavelengths, that they did for $z < L - t$ (C.9). Now, however, there is an interference effect from the two ends of the pump circuit. Under very special circumstances, namely that

$$(\beta_{ed} - \beta_{cd})L = (m + n + l)\pi,$$

and

$$R_d \beta_p L = (m - n)\pi$$

simultaneously, the pump output vanishes. However, since most coupler circuits are hundreds of beam wavelengths long, these conditions are impractical of attainment in that they would require unrealizable beam voltage control.

At the worst (C.13) indicates a doubling of the pump space-charge wave amplitude relative to that existing under the circuit. Thus, by using coupled helix input and output transformers which provide a sufficiently large value of $R_d \beta_p l$, the residual pump modulation may be made arbitrarily small.
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