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ABSTRACT

The purpose of this study is to investigate various means for improving the efficiency of O-type backward-wave oscillators. Several means are considered here namely, circuit phase velocity tapers, voltage gradients, prebunched beams and depressed collectors.

The effect of nonuniformities in the circuit phase velocity and beam potential on the efficiency and start-oscillation conditions of O-type backward-wave oscillators is investigated. These nonuniformities include linear, quadratic and exponential circuit phase velocity tapers and linear, quadratic, exponential and sinusoidal beam potential variations. The start-oscillation conditions were obtained by solving the characteristic equations on an analog computer. This method was found to be very convenient since the nonuniformity could be easily applied at any point along the length of the tube. A coupled-mode theory is also employed to study the effect of weak circuit phase velocity tapers on the start-oscillation conditions. It is shown that for very weak tapers a closed form solution can be obtained through a WKBJ approximation. The results of this theory are in good agreement with those obtained by the analog computer method.

It is shown that under certain conditions the start-oscillation current in a nonuniform backward-wave oscillator could be lower than that of a uniform one. It is also shown that under certain conditions no oscillation can take place. This characteristic can be exploited as a means of suppressing backward-wave oscillations in forward-wave traveling-wave amplifiers.

The effect of a sinusoidal-beam potential variation which is inherent in electrostatically focused backward-wave oscillators is investigated. It is shown that a slight increase in the start-oscillation current results. The increase depends on the focusing lens strength and on the d-c focusing period.

The effect of circuit phase velocity tapers on the efficiency of backward-wave oscillators is investigated through a nonlinear analysis and the resulting set of partial integro-differential equations are solved on an IBM 7090 digital computer. A set of circuit phase velocity tapers through which phase focusing can be achieved are derived for ideal conditions. The application of these tapers to actual situations is shown to yield higher efficiencies in the device. The efficiency enhancement due to tapering is found to depend on the operation conditions of the untapered oscillator.

The nonlinear analysis is also employed to determine the effect of a sinusoidally varying beam potential on the efficiency. It was found that for certain values of lens strength and d-c focusing period the efficiency is higher in the sinusoidally varying beam potential tube than that of a uniform tube whose beam potential is equal to the average
potential of the former one. However, for certain values of lens strength and d-c focusing period no oscillation condition could be determined.

Since in the nonlinear calculations the energy state of the spent beam is easily obtainable, the effect of depressed collectors on the efficiency of the device can be calculated. This is done in this study and it is shown that high efficiency improvement factors can be achieved. These improvement factors depend on the operating conditions of the oscillator. The optimum potentials of the depressed-collector segments are found for different operating conditions.

The effect of prebunched beams on the start-oscillation conditions and efficiency is also investigated. It is shown that the start-oscillation length can be considerably decreased by using a prebunched beam. The efficiency can be considerably improved by employing a prebunched beam in connection with a tapered circuit; the degree of improvement depending on how well an electron beam can be bunched.

An S-band experimental BWO was built where a linear velocity taper was incorporated into the tape helix slow-wave structure. The results from this oscillator agree qualitatively with the theoretical predictions. Interaction efficiency improvement factors of approximately 1.2 to 2 to 1 over the frequency band of 2.0 to 4.0 Gc have been obtained.
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1.1 Introduction

The O-type backward-wave oscillator\textsuperscript{1}, or as called by the French\textsuperscript{2} "O-type Carcinotron" is a very important and widely used device in the generation of r-f power from uhf up to and including millimeter wave frequencies. It can be continuously frequency tuned or modulated at fast rates over a very wide band of frequencies by electronic methods. The operation of the oscillator depends on the interaction of an electron beam with an electromagnetic wave whose phase velocity is in the direction of electron flow and whose group velocity is in the opposite direction. Such an electromagnetic wave is called a "backward wave". All periodic structures such as the helix, interdigital line, ladder structures and others do support such backward waves. A schematic diagram of a backward-wave oscillator is shown in Fig. 1.1.

The buildup of oscillation can be briefly described as follows. If a pulse of noise at a certain frequency $f$ develops on the slow-wave structure at the collector end of the tube, some of this energy will propagate toward the gun end of the structure or the output end. If an electron beam is present whose velocity is slightly greater than the phase velocity of the circuit and flows in the same direction as that of the phase velocity some of the kinetic energy of the beam will be converted into r-f energy and thus the energy at the output end will be increased. The energy at the output end produces velocity modulation of the incoming electron beam; this velocity modulation is converted into current modulation at the collector end of the tube. The current modulation induces energy on the circuit which travels back toward the output
FIG. 1.1 SCHEMATIC DIAGRAM OF AN O-TYPE BACKWARD-WAVE OSCILLATOR.
end. The increased energy at the output end produces further bunching
and so this cycle is repeated. It is obvious that this device is
inherently regenerative even when the circuit is perfectly matched at
both ends (i.e., the regeneration does not depend on reflections from
the ends of the structure). It is now fairly obvious that for low beam
currents regenerative amplification occurs. This amplification is very
narrow band but the center frequency can be tuned over a wide frequency
range by merely changing the beam voltage. This is due to the fact
that backward waves are dispersive and thus changing the beam voltage
will maintain the electron velocity approximately synchronous with the
phase velocity at different frequencies. If the beam current is increased
above a certain value then the tube will oscillate. The oscillation
frequency can in turn be controlled by changing the beam voltage.

The operation of the backward-wave oscillator is similar in many
respects to that of the forward-wave amplifier\(^3\). However, the forward-
wave amplifier is a growing-wave device while the backward-wave amplifier
and oscillator are beating-wave devices. A forward-wave amplifier can be
made to oscillate by using appropriate feedback circuits, although this
results in discrete modes and thus in a discontinuous tuning curve. In
order for an oscillator to stay in the same mode, it must have an integral
number of wavelengths around any feedback loop. This condition is
automatically satisfied in the backward-wave oscillator but is difficult
to satisfy in forward-wave oscillators. The condition for gain is that
the electron beam velocity must be approximately equal to the phase
velocity in the circuit and this fortunately makes the net length of any
loop in the backward-wave oscillator zero wavelengths which results in an
automatic mode selection mechanism.
Forward-wave amplifiers are more efficient than backward-wave devices, both oscillators and amplifiers. This is because in the forward-wave amplifier the circuit field is strongest when the beam modulation is strongest while in backward-wave devices the field is weak where the density modulation is strong and vice versa. This results in a smaller interaction efficiency in a backward-wave device than that in a forward-wave device.

1.2 Literature Survey

The start-oscillation conditions in uniform* backward-wave oscillators have been analyzed extensively both theoretically and experimentally by several authors1,2,4,5,6,7,8,9,10. In these analyses, small-signal conditions were assumed and so the equations describing the behavior of the oscillator can be linearized. These conditions do apply at the onset of oscillation. Grow and Watkins9 and Johnson5 have made estimates of the efficiency by using the linear theory and assuming certain values for the ratio of fundamental r-f current to the d-c current in the beam. The characteristics of the operating** backward-wave oscillator can only be determined from a nonlinear analysis of the device since it is the nonlinearities that ultimately determine the output levels and frequency. Due to the severe bunching effects shown theoretically by Sedin12 and experimentally by Gevartzowski13, a hydrodynamical approach using nonlinear equations would not be valid. Rowe20 and Sedin12 have

---

* A uniform tube is one in which the beam potential and circuit phase velocity are constant along the length of the tube.

** An operating backward-wave oscillator is one which is operating at currents well above the start-oscillation current.
employed a Lagrangian formulation to study the characteristics of the operating backward-wave oscillator.

As to nonuniform tubes the forward-wave amplifier has received a great deal of attention. Theoretical and experimental work on circuit phase velocity tapered and voltage gradient amplifiers has been reported by several authors. Efficiency improvement and higher saturation power outputs have been obtained in such forward-wave amplifier tubes. As to nonuniform backward-wave oscillators, nothing has been reported on the efficiency. D. V. Geppert has briefly considered circuit velocity tapers neglecting space charge. He predicted that for "one direction of taper the start oscillation is reduced for backward-wave oscillators". He, however, did not say what direction or form the taper must have for this to be true. He also considered the possibility of backward-wave oscillation suppression through a velocity taper. Bevensee recently investigated the effect of weak linear tapers on the start-oscillation conditions. He employed coupled-mode theory and neglected the fast space-charge wave. This will be discussed further in Chapter II, where this author has also investigated the start-oscillation conditions of a tapered backward-wave oscillator in a similar manner.

1.3 Statement of the Problem

The interaction mechanism and thus the mechanism of energy conversion from kinetic energy of the electrons to r-f energy of the wave is very similar in the forward-wave amplifier to that in the backward-wave oscillator. The ideal condition for this energy conversion is when the beam velocity is approximately synchronous with the phase velocity on the circuit. For a uniform circuit the phase velocity is constant along the length of the circuit, and thus when some of the beam energy is
converted into r-f power, the electrons must slow down and thus "fall out of phase" with the electromagnetic wave. This leads to saturation, for now no more kinetic energy can be extracted from the electrons. This situation can be remedied by either tapering the circuit phase velocity or introducing a voltage gradient at an appropriate position along the length of the tube. As mentioned above this was applied successfully to the forward-wave amplifier to enhance the efficiency and the saturation power output. This same problem also occurs in the backward-wave oscillator. The purpose of this dissertation is then to study in detail, theoretically and experimentally, the effect of nonuniform circuit phase velocities and nonuniform beam potentials on the efficiency and start-oscillation conditions of 0-type backward-wave oscillators.
CHAPTER II. COUPLED-MODE DESCRIPTION OF THE INTERACTION BETWEEN NONUNIFORM CIRCUITS AND BEAMS

2.1 Introduction

Coupled-Mode Theory was first introduced by Pierce\textsuperscript{21} and has been widely used since to describe the interaction between waves propagating on circuits and electron beams\textsuperscript{22,23,24}. This subject has also been treated extensively by Louisell\textsuperscript{25}. These treatises, however, have always assumed the circuit and the beam to be uniform. This treatment takes into account a voltage gradient along the beam and a phase velocity taper along the circuit. First, coupled-mode equations are derived for the nonuniform beam and circuit separately and then the two are combined to study the effect of circuit phase velocity tapers on the start-oscillation conditions of an 0-type backward-wave oscillator.

2.2 Coupled Modes in Transmission Lines with Variable Parameters

In this development which is similar to that of Louisell's\textsuperscript{25} for uniform circuits, the transmission-line parameters are assumed to be functions of distance along the line. The differential equations for such a transmission line which is considered to be lossless can then be written as follows.

\[
\frac{\partial V_c(z,t)}{\partial z} = - L(z) \frac{\partial I_c(z,t)}{\partial t}, \quad (2.1)
\]

\[
\frac{\partial I_c(z,t)}{\partial z} = - C(z) \frac{\partial V_c(z,t)}{\partial t}, \quad (2.2)
\]
where $L(z)$ = inductance per unit length, henrys/m,
$C(z)$ = capacitance per unit length, farads/m,
$V_c(z,t), I_c(z,t)$ = the voltage and current on the line respectively
and are taken as real quantities.

Now in order to put Eqs. 2.1 and 2.2 in a form similar to that of the
"normal modes"† on a uniform transmission line, let us define the
following,

$$b_+(z,t) = \frac{1}{2} \left[ \frac{1}{Z_o(z)} [V_c(z,t) \pm Z_o(z) I_c(z,t)] \right], \quad (2.3)$$

where

$$Z_o(z) = \sqrt{\frac{L(z)}{C(z)}}. \quad (2.4)$$

Differentiating Eq. 2.3 with respect to $z$ and utilizing Eqs. 2.1, 2.2,
2.3 and 2.4, it is easily shown that,

$$\frac{\partial b_\pm(z,t)}{\partial z} = i \sqrt{L(z)C(z)} \frac{\partial b_\pm(z,t)}{\partial t} - \frac{1}{2} \frac{d \ln Z_o(z)}{dz} b_\mp. \quad (2.5)$$

Now introduce the complex notation and express $b_\pm(z,t)$ as,

$$b_\pm(z,t) = a_\pm(z) e^{j\omega t} + a^*_\mp(z) e^{-j\omega t}, \quad (2.6)$$

$V_c(z,t)$ as,

$$V_c(z,t) = \text{Re} V(z)e^{-j\omega t}, \quad (2.7)$$

and $I_c(z,t)$ as,

† The modes are called "normal modes" when they are decoupled.

* Indicates the complex conjugate.
\begin{align*}
I_c(z,t) &= \Re I(z) e^{j\omega t} ,
\end{align*}

where

\begin{align*}
a_\pm(z) &= \frac{1}{\sqrt{4Z_0(z)}} [V(z) \pm Z_0(z)I(z)] .
\end{align*}

Equations 2.1 and 2.2 can be written in terms of \(V(z)\) and \(I(z)\) as follows:

\begin{align*}
\frac{dV(z)}{dz} &= -j\omega I(z) I(z) ,
\end{align*}

\begin{align*}
\frac{dI(z)}{dz} &= -j\omega V(z) .
\end{align*}

The modes \(a_\pm(z)\) have been chosen so that the average power carried in the modes is

\begin{align*}
P &= \frac{1}{2} \Re V(z)I^*(z) = 2 \left[ |a_+(z)|^2 - |a_-(z)|^2 \right] .
\end{align*}

Defining \(\beta(z)\) as

\begin{align*}
\beta(z) \triangleq \omega \sqrt{L(z)C(z)}
\end{align*}

and employing Eqs. 2.9, 2.10, and 2.11, the following equation and its conjugate can be easily obtained,

\begin{align*}
\frac{da_\pm(z)}{dz} &= \mp j\beta(z)a_\pm(z) - \frac{1}{2} 
\frac{d\ln Z_0(z)}{dz} a_\pm(z) .
\end{align*}

The \(a_+(z)\) mode can be identified with the forward mode on a transmission line and the \(a_-(z)\) with the backward mode. It can be seen from Eq. 2.14 that if \(L(z)\) and \(C(z)\) are constant, the two modes become decoupled and these would represent the forward and backward "normal modes" of a uniform
transmission line. These two decoupled modes then represent two independent solutions of the transmission-line equations; namely,

\[ a_+(z) = a_+(0) e^{-j\beta z} \quad (2.15) \]

and

\[ a_-(z) = a_-(0) e^{j\beta z} \quad (2.16) \]

These two modes can be excited separately on a uniform transmission line if so desired.

It can also be seen from Eq. 2.14 that in a nonuniform transmission line the forward and backward modes are coupled and one cannot be excited without the other. This is true of course because any change in the characteristic impedance will introduce reflections on the line and in Eq. 2.14 the coupling term depends on the change of \( Z_0 \). Here the characteristic impedance will be assumed to vary slowly with distance (i.e., the change is very small within a wavelength) which will make the coupling term \((1/2)\left[ \frac{d\ln Z_0(z)}{dz} \right]\) very small and thus negligible. The two modes are now decoupled and Eq. 2.14 reduces to,

\[ \frac{da_\pm(z)}{dz} = \mp j\beta(z) a_\pm(z) \quad (2.17) \]

where \( a_\pm(z) \) here are the forward and backward normal modes on a non-uniform transmission line, and they represent two independent solutions of the transmission-line equations; namely,

\[ a_+(z) = a_+(0) e^{-j \int_0^z \beta(s') \, ds'} \quad (2.18) \]
a_i(z) = a_i(0) e \int_0^z \beta(z') dz' . \quad (2.19)

The phase velocity is now a function of z and is

\[ v_p(z) = \frac{\omega}{\beta(z)} . \quad (2.20) \]

### 2.3 Space-Charge Modes in a One-Dimensional Electron Beam in a Drift Region with a Nonuniform Potential

#### 2.3.1 General Introduction.

The basic equations which govern wave propagation on electron beams are the following. (All equations are given in mks rationalized units.)

Maxwell's equations,

\[ \nabla \times \vec{H} = \vec{J} + \epsilon_0 \frac{\partial \vec{E}}{\partial t} , \quad (2.21) \]

\[ \nabla \times \vec{E} = -\mu_0 \frac{\partial \vec{H}}{\partial t} , \quad (2.22) \]

\[ \nabla \cdot \vec{E} = \frac{\rho}{\epsilon_0} , \quad (2.23) \]

\[ \nabla \cdot \vec{H} = 0 . \quad (2.24) \]

The continuity equation, which can be derived from the above equations, is given by,

\[ \nabla \cdot \vec{J} + \frac{\partial \rho}{\partial t} = 0 . \quad (2.25) \]

The equation of motion is expressed by

\[ \frac{d\vec{u}}{dt} = \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla) \vec{u} = -\frac{e}{m} (\vec{E} + \vec{u} \times \mu_0 \vec{H}) . \quad (2.26) \]
The relationship between current density, space-charge density and velocity, which is applicable when the spread in electron velocities is small compared with the average velocity so that all electrons passing a given point can be assumed to have the same velocity, is given by

\[ \dot{J} = \rho \dot{u} \] \hspace{1cm} (2.27)

In the above equations all quantities are functions of \((r,t)\) and they are defined below.

\[ \vec{H} = \text{the magnetic field intensity in (amperes/m)}, \]
\[ \vec{E} = \text{the electric field intensity in (volts/m)}, \]
\[ \rho = \text{the space-charge density in (coulombs/m}^3\)],
\[ \vec{u} = \text{the velocity of the electrons in (meters/sec.)}, \]
\[ \dot{J} = \text{the current density in (amperes/m}^2\)],
\[ \mu_0, \epsilon_0 = \text{the permeability and dielectric constant of free space respectively}. \]

It is seen that the equation of motion is nonlinear in \(u\) and the current density equation is nonlinear in \(\rho\) and \(u\). These equations will be linearized here by making a small-signal approximation. It is then assumed that any of the quantities in the above equations can be written as a sum of a time average term (d-c term) and an a-c term as follows:

\[ F(r,t) = F_0(r) + F_1(r) e^{j\omega t} \] \hspace{1cm} (2.28)

where \(r\) is a generalized position coordinate. Under a small-signal approximation the a-c term will be assumed small compared with the d-c term and all products of a-c terms will be neglected.
The following additional assumptions will now be introduced.

1. The beam is confined by a homogeneous d-c magnetic field in the z-direction and thus only z-components of velocity and current density will be present.

2. The beam is infinite in the transverse plane and thus all quantities are independent of the transverse dimensions.

3. The beam is neutralized by the presence of ions which cancel the d-c space-charge forces.

4. A voltage gradient exists along the beam so that the d-c beam velocity is now a function of distance.

With these assumptions the fundamental equations (Eqs. 2.1 - 2.7) reduce to a d-c part which is given by ($\vec{k}$ is a unit vector in the z-direction)

\[ \nabla \times \vec{E}_0 = J_0 \vec{k} , \]  
(2.29)

\[ \nabla \times \vec{E}_0 = 0 , \]  
(2.30)

\[ \frac{\partial J_0}{\partial z} = 0 , \]  
(2.31)

\[ u_0(z) \frac{du_0(z)}{dz} = - \frac{|e|}{m} E_{oz} \]

or

\[ \frac{1}{2} m (u_{0z}^2 - u_{01}^2) = \frac{|e|}{m} (V_{oz} - V_{01}) , \]  
(2.32)

\[ J_0 = \rho_0(z) u_0(z) \]  
(2.33)

and an a-c part which is given by,
2.3.2 Space-Charge-Wave Equations on an Electron Beam with a D-c Voltage Gradient. If we now consider the z-component of Eq. 2.34, we obtain,

\[ J_1 + j\omega_0 E_{iz} = 0 \]  \hspace{1cm} (2.39)

Substituting for \( E_{iz} \) from Eq. 2.39 into Eq. 2.37 yields,

\[ j\omega u_1 + \frac{\partial}{\partial z} (u_0 u_1) = - j \frac{|e|}{m \omega \epsilon_0} J_1 \]  \hspace{1cm} (2.40)

Also by utilizing Eq. 2.38 and substituting into Eq. 2.36 the following is obtained,

\[ \left[ \frac{\partial}{\partial z} + j \frac{\omega}{u_0(z)} \right] J_1 = j\omega \frac{\rho_0(z)}{u_0(z)} u_1 \]  \hspace{1cm} (2.41)

Equations 2.40 and 2.41 are the fundamental equations which describe wave propagation in an infinite beam which is confined to flow in the z-direction and whose velocity is a function of distance along the z-direction.
In order to put these equations in a coupled-mode form similar to those for a nonuniform transmission line, the following quantities are defined.

\[ V_1(z) \triangleq \frac{m}{|e|} u_0(z) u_1, \quad (2.42) \]

which is the beam kinetic voltage,

\[ \omega_p^2(z) \triangleq \frac{|e| p_0(z)}{\varepsilon_0 m}, \quad (2.43) \]

where \( \omega_p(z) \) is the plasma frequency.

\[ \beta_p(z) \triangleq \frac{\omega_p(z)}{u_0(z)}, \quad (2.44) \]

\[ \beta_e(z) \triangleq \frac{\omega}{u_0(z)}, \quad (2.45) \]

\[ \frac{1}{2} m |u_0(z)|^2 \triangleq |e| V_o(z), \quad (2.46) \]

\[ v_1(z) \triangleq v_1^i(z) e^{-J \int_0^z \beta_e(z') \, dz'}, \quad (2.47) \]

\[ j_1(z) \triangleq j_1^i(z) e^{-J \int_0^z \beta_e(z') \, dz'}. \quad (2.48) \]

Substituting Eqs. 2.42 - 2.48 into Eqs. 2.40 and 2.41, the following equations are obtained,

\[ \frac{dv_1^i(z)}{dz} = -J \frac{\beta_p^2(z)}{\beta_e(z)} \frac{2v^i(z)}{|j_o|} j_1^i(z), \quad (2.49) \]
Equations 2.49 and 2.50, which describe space-charge-wave propagation, are essentially the same as the nonuniform transmission-line equations. If the line voltage \( V(z) \) is identified with the beam kinetic voltage \( V_1'(z) \), and the line current \( I(z) \) with the beam current density \( J_1'(z) \), then Eqs. 2.49 and 2.50 will describe wave propagation along a nonuniform transmission line whose inductance per unit length is

\[
L(z) = \frac{\beta_e(z) V_o(z)}{\beta_e(z) \omega |J_0|} \tag{2.51}
\]

and whose capacitance per unit length is

\[
C(z) = \frac{\beta_e(z) |J_0|}{2V_o(z) \omega} \tag{2.52}
\]

Now let us define the mode amplitudes as follows:

\[
as_\pm(z) = \frac{1}{\sqrt{Z_b(z)}} [V_1'(z) \pm Z_b(z)(-J_1'(z))] \tag{2.53}
\]

where

\[
Z_b(z) = \frac{2V_o(z) \omega_p(z)}{|J_0| \omega} \tag{2.54}
\]

Substituting Eq. 2.53 into Eqs. 2.49 and 2.50, gives

\[
\frac{dJ_1'(z)}{dz} = -j \beta_p(z) a_\pm - \frac{1}{2} \frac{d}{dz} Z_b(z) a_\pm(z) \tag{2.55}
\]
and defining
\[ a_\pm(z) \triangleq a'_\pm(z) e^{-j \int_0^z e(z') \, dz'} \]
\[ \triangleq \frac{1}{4 \sqrt{Z_b(z)}} \left[ V_1(z) \pm Z_b(z)(-J_b(z)) \right], \quad (2.56) \]
Eq. 2.55 then becomes
\[ \left\{ \frac{d}{dz} + j \left[ \beta_e(z) \mp \beta_p(z) \right] \right\} a_\pm(z) = -\frac{1}{2} \frac{dfnZ_b(z)}{dz} a_\pm(z) \quad (2.57) \]
Equation 2.57 and its conjugate describe the coupled space-charge modes on an electron beam with a voltage gradient along its length. It is seen that when no voltage gradient is present, \( Z_b, \beta_e \) and \( \beta_p \) are constant, and we obtain the normal space-charge modes, namely
\[ \left[ \frac{d}{dz} + j(\beta_e \mp \beta_p) \right] a_\pm(z) = 0 \quad (2.58) \]
and the solution can be written in the following form,
\[ a_\pm(z) = a_\pm(0) e^{-j(\beta_e \mp \beta_p) z} \quad (2.59) \]
The \( a_+(z) \) mode is the fast space-charge mode since its phase velocity \( v_{p+} = u_o/\left[1 - (\omega_p/\omega)\right] \) is slightly greater than the d-c beam velocity, and the \( a_-(z) \) mode is the slow space-charge mode since its phase velocity \( v_{p-} = u_o/\left[1 + (\omega_p/\omega)\right] \) is slightly less than the d-c beam velocity.
It is seen from Eq. 2.57 that when a voltage gradient is present, the modes are coupled, which implies a transfer of power between the two modes.
modes. This is similar to the nonuniform transmission line where the forward and backward modes are coupled, and thus one cannot excite one without the other. The first point that comes to mind here is that, since noise excitation on an electron beam can be described in terms of the space-charge waves and since introducing a voltage gradient introduces coupling between the slow and fast space-charge waves, then it might be possible to introduce a certain voltage gradient which affects a noise power transfer from the slow space-charge wave to the fast space-charge wave and thus the noise can be removed. This of course would lead to very low-noise traveling-wave amplifiers. This is a subject in itself and will not be pursued here any further. If we assume that the voltage gradient is small, the coupling term
\[ \frac{1}{2} \left( \frac{d}{dz} \right) \ln Z_b(z) \]
will then be very small and may be neglected, the modes in Eq. 2.57 reduce to the normal modes on an electron beam with a voltage gradient and are written below as,

\[
\frac{d a_\pm(z)}{dz} + j \left[ \beta_e(z) \mp \beta_p(z) \right] a_\pm(z) = 0 ,
\]

(2.60)

where \( a_\pm(z) \) are the fast and slow space-charge modes on the electron beam and they represent two independent solutions which can be written as follows:

\[
a_\pm(z) = a_\pm(0) e^{ \int_0^z \left[ \beta_e(z') \mp \beta_p(z') \right] dz'} .
\]

(2.61)
The phase and group velocities of the modes are now a function of distance and can be represented as,

\[ v_{p_\pm}(z) = \frac{u_{o}(z)}{1 + \frac{\omega_{p}(z)}{\omega}} \]  

and

\[ v_{q_\pm}(z) = u_{o}(z) \]  

In order to account for a finite beam in a drift region \( \omega_p \) will be reduced by a certain factor, called a reduction factor \( R \), which has been computed by Branch and Mihran\(^{26}\) for several geometries and a reduced plasma frequency will then be used in the previous equations which is defined as follows:

\[ \omega_q = R \omega_p \]  

and

\[ \beta_q = R \beta_p \]  

2.4 Coupled-Mode Description of Interaction Between Nonuniform Circuits and Beams

In the last two paragraphs the normal modes on nonuniform circuits and beams were formulated separately. In this paragraph it will be assumed that a weak interaction between the circuit and the beam exists and this interaction will be described in terms of mode coupling in the two systems.

An equivalent lumped parameter transmission-line circuit, as used by Pierce\(^3\), whose phase velocity can be chosen to be the same as that of
the actual slow-wave circuit phase velocity and whose parameters can be
do so chosen that for unit power flow the longitudinal field acting on the
electrons is \(-\frac{\partial V}{\partial z}\) which is equal to the true field in a particular
circuit. This, as shown by Pierce\(^3\), is a good approximation for phase
velocities which are small compared to the velocity of light. The beam
with convection current \(i_1(z)\) will be assumed to flow very close to the
circuit and is capacitively coupled to it. The beam then will induce a
current per unit length in the circuit which is given by \(-\frac{\partial i_1}{\partial z}\).

With the above assumptions the transmission-line equation can then
be written as,

\[
\frac{dV_c(z)}{dz} = -j\omega L(z) I_c(z) , \quad (2.66)
\]

\[
\frac{di_c(z)}{dz} = -j\omega C(z) V_c(z) - \frac{di_1(z)}{dz} , \quad (2.67)
\]

where \(di_1/dz\) is the current induced in the circuit due to the beam and
all other quantities have been defined previously.

The beam, in addition to the space-charge field, will now
experience a force due to the field of the circuit and so the beam equa-
tions now become,

\[
\left[ \frac{d}{dz} + j\beta_e(z) \right] v_1(z) = -j \frac{[\beta_0(z)]^2}{\beta_e(z)} \frac{2V_0(z)}{|I_0|} i_1 + \frac{dV_c(z)}{dz} , \quad (2.68)
\]

\[
\left[ \frac{d}{dz} + j\beta_e(z) \right] i_1(z) = -j\beta_e(z) \frac{|I_0|}{2V_0(z)} v_1(z) , \quad (2.69)
\]
where all these quantities have been defined in the previous paragraphs.

Now, following the same procedure as that for the separate transmission line and beam, we define the mode amplitudes as follows:

\[ a_{c \pm}(z) \Delta \frac{1}{4 \sqrt{Z_c(z)}} [V_c(z) \pm Z_c(z) I_c(z)] , \]  \hspace{1cm} (2.70)

\[ a_{b \pm}(z) \Delta \frac{1}{4 \sqrt{Z_b(z)}} [V_b(z) \pm Z_b(z) I_b(z)] , \]  \hspace{1cm} (2.71)

where all the quantities in the above equations have been defined, and the total average power on the beam and the circuit can be expressed as,

\[ P_t = 2 \left[ |a_c|^2 + |a_b|^2 - |a_c^+|^2 - |a_c^-|^2 \right] . \]  \hspace{1cm} (2.72)

Employing Eqs. 2.70 and 2.71, and substituting in Eqs. 2.66 - 2.69, yields the following coupled-mode equations which describe the interaction between a nonuniform circuit and an electron beam with a voltage gradient,

\[ \left[ \frac{d}{dz} \pm j \beta_c(z) \right] a_{c \pm}(z) = - \frac{1}{2} \frac{d}{dz} \ln Z_c(z) a_{c \mp}(z) \]

\[ \pm \frac{1}{2} \sqrt{\frac{Z_c(z)}{Z_b(z)}} \frac{d}{dz} (a_c^+(z) - a_c^-(z)) \]  \hspace{1cm} (2.73)

and

* The subscript "c" refers to the circuit and the "b" refers to the beam.
If we now assume that the interaction between the beam and the circuit is weak, and that \( \beta_e(z) \) and \( \beta_c(z) \) vary in the same manner and are approximately equal at each value of \( z \), then we can replace the derivative on the right-hand sides of Eqs. 2.75 and 2.76 approximately by \(-j\beta_e(z)\). With these assumptions, the coupled-mode equations, Eqs. 2.75 and 2.76, become:
\[ \frac{d}{dz} \pm j \beta_c(z) a_\pm(z) = \mp C_{12}(z) \left[ a_+(z) - a_-(z) \right], \quad (2.77) \]

\[ \frac{d}{dz} + j (\beta_e(z) \mp \beta_q(z)) a_\pm(z) = -C_{12}(z) \left[ a_+(z) + a_-(z) \right], \quad (2.78) \]

where

\[ C_{12}(z) = \frac{1}{2} \frac{Z_c(z)}{Z_b(z)} \beta_e(z). \quad (2.79) \]

Equations 2.77 and 2.78 are the coupled-mode equations which describe the interaction between a nonuniform circuit and an electron beam with a nonuniform voltage. These equations will be applied next to study the effect of a tapered circuit on the start-oscillation conditions of an O-type backward-wave oscillator.

2.5 Coupled-Mode Description of an O-Type Backward-Wave Oscillator with a Tapered Circuit

A general description of O-type backward-wave oscillators and their principles of operation have already been discussed in Chapter I, and will not be repeated here. Under high space-charge conditions the coupling between the circuit wave and the fast space-charge wave becomes negligible. Thus the start-oscillation conditions can be determined by considering the coupling between the circuit wave, whose phase velocity is in the +z direction and whose energy propagates in the -z direction, and the slow space-charge wave which carries negative energy in the +z direction. Gould applied the coupled-mode theory to determine the start-oscillation conditions in a uniform backward-wave oscillator. He
also assumed a high space-charge condition and thus neglected the coupling to the fast space-charge wave. Here this approach will be employed to study the start-oscillation conditions in a tapered circuit backward-wave oscillator. This latter problem has been recently investigated by R. M. Bevensee. The method employed here is very similar to that employed by Bevensee, and the results are in agreement. However, this author feels that Bevensee did not take into consideration a certain situation in which the start-oscillation current in a tapered tube could be lower than that in a uniform one. This will be discussed later.

In this treatment, the circuit phase velocity is assumed to be a function of distance, and also that it varies very slightly over the length of the circuit. A varying phase velocity can be easily achieved by either tapering the pitch on the slow-wave structure or dielectrically loading the structure in a nonuniform manner. Either of these will have an effect on the interaction impedance, that is, the interaction impedance now becomes a function of distance. However, it will be assumed here that the beam flows very close to the circuit, and the interaction impedance remains approximately constant over the length of the tube. This is not a bad approximation since a helix backward-wave oscillator usually employs a hollow beam which flows close to the circuit. Of course this approximation gets worse when the beam flows farther away from the circuit. The impedance variation will be proportional to the phase velocity variation and can be included in the equations as such. This is done in a later chapter on efficiency studies. For now, however, the interaction impedance is assumed to be constant. It is also assumed that the voltage and thus the beam velocity is also constant, and that
a high space-charge condition exists so that the coupling between the circuit wave and the fast space-charge wave can be neglected.

Under these assumptions the coupled-mode equations for an O-type backward-wave oscillator can be written as follows:

\[
\left[ \frac{d}{dz} + j\beta_c(z) \right] a_c = -C_{12} a_b ,
\]

\[
\left[ \frac{d}{dz} + j\beta_b \right] a_b = -C_{12} a_c ,
\]

where \( a_c \) = the circuit mode amplitude,

\( a_b \) = the beam mode amplitude, and

\( \beta_b = \beta_e + \beta_q \).

Let us now define the following parameters which were introduced by Pierce and are commonly used.

\[
C'_0 = \frac{I Z_c}{4 V_0}
\]

\[
\omega_d \approx C'_0 \sqrt{\omega C}
\]

Recalling that \( Z_b = 2V_o I/\omega \) and from the above definitions the coupling coefficient in Eqs. 2.80 and 2.81 can then be written as

\[
C_{12} = \frac{1}{2} \left( \frac{Z_c}{Z_b} \right)^{1/2}, \quad \beta_e = \frac{3 \beta_e C}{\sqrt{2} (4\omega C)^{1/4}}.
\]

Next let us define a normalized coordinate \( y \) as follows:
Introducing the following commonly used parameter,

\[ b = \frac{1}{\gamma} \left[ \frac{u_o - v_o}{v_o} \right] \]  

where \( u_o \) = the d-c beam velocity, and
\( v_o \) = the cold circuit phase velocity at \( z = 0 \),

and defining

\[ v_c(z) \triangleq v_o/\xi(z) \]  

or

\[ \beta_c(z) = \beta_c \xi(z) \]  

Eqs. 2.80 and 2.81 become,

\[ \left[ \frac{d}{dy} + j \beta_{c_n} \right] a_c(y) = -k a_b(y) \]  

and

\[ \left[ \frac{d}{dy} + j \beta_{b_n} \right] a_b(y) = -k a_c(y) \]  

where

\[ \beta_{c_n}(y) = \text{normalized circuit phase parameter} \]

\[ = \beta_{c_0} \xi(y) = \left( \frac{1 + c_o}{c_o} \right) \xi(y) \]
\( \beta_n \) = normalized beam phase constant

\[
\beta_n = \frac{1}{c_0} \left[ 1 + c_0 \sqrt{4qc} \right],
\]

\( k \) = normalized coupling coefficient

\[
k = \frac{-1}{\sqrt{2} (4qc)^{1/4}}.
\]

It should be noted here that Eqs. 2.89 and 2.90 apply for very weak tapers, since this assumption was originally made in order to put the equations in coupled-mode form as they stand.

Now the standard WKB method will be employed to get an approximate solution for very weak tapers. This is carried out in Appendix A and the results are given below.

The beam and circuit mode amplitudes can be expressed as follows:

\[
a_b(y) = \frac{c_1}{\sqrt{r(y)}} \left[ e^{J \int_0^y r(y')dy'} - e^{-J \int_0^y r(y')dy'} \right] e^{-J \int_0^y \frac{\beta_{cn}(y')+\beta_n}{2} dy'}
\]

\[ (2.91) \]

and

\[
a_c(y) = \frac{c_1}{k} \left\{ J r^{3/2} \cos \int_0^y r(y') dy' + \left[ \left( \beta_{cn}(y) - \beta_n \right) r^{-1/2} \right. \right.

\[ -J r^{-3/2} r' \] \left[ \sin \int_0^y r(y') dy' \right] e^{-J \int_0^y \frac{\beta_{cn}(y')+\beta_n}{2} dy'}, \]  

\[ (2.92) \]
where
\[ (r(y))^2 = \left[ |k|^2 - \frac{\beta_c'(y)}{2} + \left( \frac{\beta_c(y) - \beta_{b_n}}{2} \right)^2 \right]. \tag{2.95} \]

where \( \beta \) denotes differentiation with respect to \( y \).

Applying the boundary condition that, at \( y = y_1 \), \( a_c(y) = 0 \), assuming that \( \xi(y) = (1+\alpha y) \), \( |\alpha \beta_{c_{on}}/2| |k|^2 \ll 1 \) and \( 1/4|k|^2 \left[ \beta_{c_{on}}(1+\alpha y) - \beta_{b_n} \right]^2 \ll 1 \), gives the following very approximate start-oscillation conditions:

\[ \frac{\alpha \beta_{c_{on}}}{2} y_1 \approx \left[ \beta_{c_{on}}(1+\alpha y_1) - \beta_{b_n} \right] \tag{2.94} \]

and

\[ \cot |k| y_1 \approx \frac{1}{24} \left( \frac{\alpha \beta_{c_{on}}}{2|k|^2} \right)^2 \left[ (|k| y_1)^2 - 6 \right] |k| y_1, \tag{2.95} \]

where \( y_1 \) is the normalized start-oscillation length of the tapered tube.

It can be easily seen from Eq. 2.94 that when \( \alpha = 0 \), i.e., for a uniform circuit tube,

\[ \beta_{c_{on}} = \beta_{b_n}, \]

or

\[ \frac{1+\alpha}{c_o} b_o = \left( \frac{1}{c_o} + \sqrt{k Q} \right), \]

or

\[ b_o = \sqrt{k Q}, \tag{2.96} \]

where \( b_o \) here refers to the uniform tube.

From the definition of \( b \) (Eq. 2.86), we have for a uniform tube
For a nonuniform circuit, however, we have from Eq. 2.94i,

\[
\frac{\beta_{c\text{on}}}{\beta_{b\text{n}}} = \frac{1}{1 + \frac{\alpha y}{2}}
\]

or

\[
\frac{\beta_{c\text{n}}}{\beta_{b\text{n}}} = \frac{1 + \alpha y}{1 + \frac{\alpha y}{2}}
\]

and \(\beta_{c\text{n}} = \beta_{b\text{n}}\) at \(y = y_1/2\) or the two waves are synchronous midway along the tube.

The start-oscillation current in a tapered tube can now be compared to that of a uniform one under several conditions. In comparing the start-oscillation currents it is assumed that the frequency of oscillation and the physical lengths of the two tubes are equal. It is believed that this basis for comparison is meaningful and eliminates any variation in the interaction impedance due to a frequency change, in which case the impedance variation of the slow-wave structure with frequency must be specified.

With the above basis for comparison, the following situations can exist where the start-oscillation conditions are satisfied.

1. If one starts with a uniform tube, and this uniform tube is tapered, then one can compare the start-oscillation current in the tapered tube to that in the uniform one (i.e., the phase velocity of the tapered tube at \(z = 0\) is equal to the phase velocity in the uniform
tube). For this case, the beam velocity has to be different in the taper tube than that in the uniform one.

This difference in beam velocity is proportional to the taper and can be expressed as:

$$\frac{u_1}{u_0} = \frac{1 + C_1 b_1}{1 + C_0 b_0} = \frac{1}{1 + \alpha y_1} \quad (2.100)$$

where the subscript "1" refers to the tapered tube and the subscript "0" to the uniform tube and $b_1$ can be expressed as:

$$b_1 = \frac{1}{C_1} \left[ \frac{1 + C_0 b_0}{\alpha y_1} - 1 \right]. \quad (2.101)$$

It can be seen from Eq. 2.101 that, at a constant frequency, when $\alpha$ is positive (decreasing phase velocity) $b_1$ is less than $b_0$ and the nonuniform tube will oscillate at a lower beam velocity (lower voltage) than the uniform tube. However, when $\alpha$ is negative (increasing phase velocity) the nonuniform tube will oscillate at a higher voltage than the uniform one.

Now, from Eq. 2.95 it is apparent that when $\alpha = 0$, $\cot |k| y_0 = 0$, and $|k| y_0 = \pi/2$ for the lowest order oscillation condition. When $\alpha$ is not zero $y_1$ must increase in order to satisfy the equation regardless of the sign of $\alpha$, i.e., regardless of the direction of taper. This does not necessarily mean an increase in the start-oscillation current, and

* The subscript "1" refers to uniform tube and "0" refers to the tapered tube.
as shown below the direction of taper does make a difference in the start-oscillation current.

The start-oscillation currents for this case can then be compared as follows,

\[ y_0 = 2\pi (CN)_0 = \frac{\omega}{u_0} C_0 L_0 \]  \hspace{1cm} (2.102)

where \( N \) is the number of beam wavelengths, and

\[ y_1 = 2\pi (CN)_1 = \frac{\omega}{u_1} C_1 L_1 \]  \hspace{1cm} (2.103)

where \( L_0 \) and \( L_1 \) are the physical lengths of the two oscillators. Also

\[ I_0 = \frac{kV_0 (C_0)^3}{Z_0} \]  \hspace{1cm} (2.104)

\[ I_1 = \frac{kV_1 (C_1)^3}{Z_1} \]  \hspace{1cm} (2.105)

Therefore,

\[ \frac{I_1}{I_0} = \left( \frac{u_1}{u_0} \right)^2 \left( \frac{C_1}{C_0} \right)^3 \]  \hspace{1cm} (2.106)

where it has been assumed that \( Z_1 = Z_0 \).

Assuming that the physical lengths of the two tubes are equal, \( (L_1 = L_0) \), then from Eq. 2.102 and 2.103 we have

\[ \left( \frac{C_1}{C_0} \right) = \left( \frac{u_1}{u_0} \right) \left( \frac{y_1}{y_0} \right) \]  \hspace{1cm} (2.107)

Substituting Eq. 2.107 into Eq. 2.106 gives

\[ \frac{I_1}{I_0} = \left( \frac{u_1}{u_0} \right)^5 \left( \frac{y_1}{y_0} \right)^3 = \left( \frac{1 + C_1 b_1}{1 + C_0 b_0} \right)^5 \left( \frac{y_1}{y_0} \right)^3 = \left( \frac{1}{1 + \frac{\alpha y_1}{2}} \right)^5 \left( \frac{y_1}{y_0} \right)^3 \]  \hspace{1cm} (2.108)
It is seen from Eq. 2.108 that since \( \frac{y_1}{y_0} \) is always greater than unity irrespective of the direction of taper, i.e., irrespective of the sign of \( \alpha \), the start-oscillation current will always increase for \( \alpha \) negative, i.e., for an increasing phase velocity. However, it is possible for the start-oscillation current to decrease when \( \alpha \) is positive, i.e., for a decreasing phase velocity. This, of course, depends on the actual operating parameters of the tube.

The \( \frac{|k|y_1}{|k|y_0} \) is plotted in Fig. 2.1 as a function of \( \frac{\alpha \beta_{\text{on}}}{2|k|^2} \). In order to compare the oscillation currents in the two tubes, one must choose particular operating parameters. Let us choose \( QC = 0.25 \), and investigate the start-oscillation currents when \( \beta_{\text{on}} \) and \( \alpha \) are varied. It should be recalled here that \( \beta_{\text{on}} = \frac{1}{C(1+Cb)} \), so that a variation in \( C \) will be actually a variation in \( \beta_{\text{on}} \). Employing Eq. 2.108 and assuming that the coupling parameter is the same in the two tubes, \( \frac{I_1}{I_0} \) can be computed as a function of \( \alpha \) for different values of \( C_1 \) or \( C_0 \). Actually for the cases considered \( C_1 \) is approximately equal to \( C_0 \) as can be easily seen from Eq. 2.107. However, \( C_3 \) will be quite different from \( C_0 \). This is plotted in Fig. 2.2 and it is seen that, for some of the cases considered, the start-oscillation current is smaller in a tapered tube than that in a uniform tube. The assumption that the coupling parameter is the same in both tubes, or \( |k_1| \approx |k_0| \) is a reasonable assumption, since \( |k| \) varies as \( 1/(Iu)^{1/2} \) and thus any change in the current or the beam velocity will have a negligible effect on \( |k| \), and thus assuming \( QC \) the same in both tubes will have a negligible effect on the results. A comparison of the start-oscillation current for \( QC = 0.5 \) is also shown in Fig. 2.3.
FIG. 2.1 START-OscILLATION CONDITIONS IN A TAPERED EWO
FROM WKBJ APPROXIMATION.
\( \frac{I_1}{I_0} \) = Ratio of Oscillation Current in the Tapered Tube to that in the Uniform Tube.

\( \alpha \beta_{con} \) = Taper Parameter.

FIG. 2.2 COMPARISON OF START-OSCILLATION CURRENTS IN UNIFORM AND TAPERED BACKWARD-WAVE OSCILLATORS. \( (\Phi = 0.25) \)
$\frac{I_1}{I_0} = \text{Ratio of Oscillation Current in the Tapered Tube to that in the Uniform Tube.}$

$\alpha \beta_{con} = \text{Taper Parameter.}$

**FIG. 2.3** COMPARISON OF START-OCCILLATION CURRENTS IN UNIFORM AND TAPERED BACKWARD-WAVE OSCILLATORS. ($QC = 0.5$)
It is thus seen that it is possible for the start-oscillation current to decrease in a tapered tube whose phase velocity decreases along the tube. This case was not considered by Bevensee. He states that the current will increase irrespective of the direction of the taper. It is believed that Bevensee did not take into account the fact that in order for the two tubes to oscillate at the same frequency the operating voltages in the two tubes will be different in this case.

2. The start-oscillation currents of a uniform and tapered tube can be also compared at the same voltage. In this case, in order for the two tubes to oscillate at the same frequency, the phase velocity in the uniform tube has to be lower than the phase velocity of the tapered tube at $z = 0$. It can be easily shown from the above analysis that the start-oscillation current in a uniform tube is proportional to $u^7$. Thus the ratio of the start-oscillation current of a uniform tube operating at $u_1$ to that of a uniform tube operating at $u_0$ can be expressed as

$$\frac{I_{u_1}}{I_{u_0}} = \left(\frac{u_1}{u_0}\right)^7. \tag{2.109}$$

It is then seen by comparison with Eq. 2.108 that in this case the decrease in the start-oscillation current is greater than that of the first case.

It can then be concluded* that the only way the start-oscillation current can decrease in a tapered tube operating at the same frequency, length and interaction impedance as that of a uniform one is to operate

* The author has corresponded with Professor Bevensee, and we are in agreement about the above conclusion.
the tapered tube at a lower beam potential. However, if a uniform tube is operated at this lower potential, and its length, frequency and interaction impedance remain the same (i.e., the phase velocity of the uniform tube will now be lower than that of the tapered one at \( z = 0 \)), then the start-oscillation current in this uniform tube will be lower than that of the tapered one.

Since it has been concluded that a tapered tube will oscillate at a lower voltage than the uniform tube at the same frequency, we can then say that the tuning rate for a tapered tube will be faster than that of a uniform one. From Eq. 2.100 it is obvious that the ratio of the voltage in the tapered tube \( V_1 \) to that in the uniform tube \( V_0 \) can be expressed as follows:

\[
\frac{V_1}{V_0} = \left(\frac{u_1}{u_0}\right)^2 = \left(\frac{1}{1 + \frac{\alpha_1}{\gamma}}\right)^2.
\] (2.110)

For a typical uniform S-band backward-wave oscillator, covering the frequency range from 2.0 to 4.0 Gc, the power supply must be swept from approximately 200 - 3000 volts. If the phase velocity of this oscillator were tapered to say 90 percent from the beginning to the end of the tube this will correspond roughly to \( V_1/V_0 = 0.8 \), and now the power supply will only have to vary from 160 to 2400 volts to cover the same range of frequencies.

This has been a very approximate analysis which applies for very weak tapers. In the next chapter this problem is solved employing an analog computer where no restriction is placed on the strength of taper and the coupling to the fast space-charge wave is not neglected as was done here.
CHAPTER III. START-OSCILLATION CONDITIONS OF NONUNIFORM BACKWARD-WAVE OSCILLATORS

3.1 Introduction

In Chapter II, coupled-mode theory was employed to determine the start-oscillation conditions of backward-wave oscillators with a tapered velocity extending over the entire length of the circuit. It was seen there that in order to obtain an analytical solution a very weak taper was assumed and the interaction with the fast space-charge wave was neglected. It was concluded there that under certain conditions the start-oscillation current can be lowered in a tapered tube. It was therefore decided to undertake a general study of the effect of circuit velocity tapers and voltage gradients on the start-oscillation conditions without any restriction on the strength of the tapers or the gradients and without neglecting the coupling to the fast space-charge wave.

In this chapter a general set of small-signal equations describing the behavior of nonuniform backward-wave oscillators is derived. These equations are then programmed on an analog computer and a trial and error procedure is employed to determine the oscillation conditions for several nonuniformities in the circuit and the beam.

The advantage of using an analog computer is that one can easily vary parameters by merely changing a potentiometer setting and the nonuniformity in the circuit or the beam can be easily introduced at any point along the length of the tube. Several kinds of nonuniformities in the circuit phase velocity and the beam potential, namely, linear, quadratic and exponential were investigated. These nonuniformities were
introduced at different points along the length of the tube and their
effect on the start-oscillation conditions was determined. Another
kind of nonuniformity which is inherent in electrostatically-focused
tubes\textsuperscript{31,32} is an approximately sinusoidal variation of the beam poten-
tial. The effect of this nonuniformity on the start-oscillation condi-
tions was also investigated. The analog method was also employed by
Rowe and Sobol\textsuperscript{29} and Grow\textsuperscript{9} to determine the oscillation conditions of
modulated and uniform backward-wave oscillators.

In this analysis the slow-wave structure is replaced by an
equivalent transmission line whose inductance and capacitance per unit
length are chosen so that its phase velocity and characteristic impedance
are the same as the phase velocity and interaction impedance of the
pertinent space-harmonic of the slow-wave structure. The backward-wave
oscillator operates on a harmonic whose phase and group velocities are
in opposite directions. Pierce\textsuperscript{3} first employed this equivalent
transmission-line approach in his analysis of the forward-wave amplifier.
Johnson\textsuperscript{5} and others\textsuperscript{4,9} applied this to the backward-wave oscillator by
merely changing the sign of the impedance to account for energy flow in
the backward direction and also found it convenient to change the sign
of the passive mode parameter $Q^{3,5}$. The fundamental equations describing
the interaction in nonuniform backward-wave oscillators are then derived
here in a similar manner and with the following assumptions:

1. Small-signal conditions, i.e., the a-c terms are assumed to be
small with respect to the d-c terms and all products of a-c terms are
neglected. This is a realistic assumption at start oscillation.

2. The beam is confined by a homogeneous d-c magnetic field in the
z-direction and thus only z-components of velocity and current will be
present.
3. No variations in the transverse plane are present which essentially makes the problem one dimensional.

4. Relativistic effects are negligible.

5. Thermal velocity spread in the beam is neglected.

3.2 Small-Signal Equations of Nonuniform O-Type Backward-Wave Oscillators.

3.2.1 Development of the Circuit Equation. The differential equations for the voltage and current on a nonuniform transmission line in the presence of the beam can be written as

\[
\frac{\partial I_c(z,t)}{\partial z} = -C(z) \frac{\partial V_c(z,t)}{\partial t} + \frac{\partial \rho(z,t)}{\partial t}, \tag{3.1}
\]

\[
\frac{\partial V_c(z,t)}{\partial z} = -L(z) \frac{\partial I_c(z,t)}{\partial t} - I_c(z,t) R(z), \tag{3.2}
\]

where \( V_c(z,t) \) and \( I_c(z,t) \) are the voltage and current on the transmission line respectively,

\( L(z), C(z) \) and \( R(z) \) are the inductance, capacitance and resistance per unit length and

\( \frac{\partial \rho(z,t)}{\partial t} \) is the current per unit length induced in the transmission line due to the presence of the beam.

In order to obtain an equation in \( V_c \) alone, we follow the standard procedure of differentiating Eq. 3.2 with respect to \( z \) and Eq. 3.1 with respect to \( t \), thus obtaining,

\[
\frac{\partial^2 V_c(z,t)}{\partial z^2} = -L(z) \frac{\partial^2 I_c(z,t)}{\partial z \partial t} - \frac{\partial I_c(z,t)}{\partial t} \frac{\partial L(z)}{\partial z} - I_c(z,t) \frac{dR(z)}{dz} - R(z) \frac{\partial I_c(z,t)}{\partial z}, \tag{3.3}
\]
\[
\frac{\partial^2 I_c(z,t)}{\partial z \partial t} = -C(z) \frac{\partial^2 V_c(z,t)}{\partial t^2} + \frac{\partial^2 \rho(z,t)}{\partial t} . \tag{3.4}
\]

Substituting for \(\frac{\partial^2 I_c(z,t)}{\partial z \partial t}\), its value from Eq. 3.4 and for \(\frac{\partial I_c(z,t)}{\partial z}\), its value from Eq. 3.1 into Eq. 3.3 and arranging terms yields

\[
\frac{\partial^2 V_c(z,t)}{\partial z^2} - L(z) C(z) \frac{\partial^2 V_c(z,t)}{\partial t^2} - \frac{d \ln L(z)}{dz} \frac{\partial V_c(z,t)}{\partial z} \\
- R(z) C(z) \frac{\partial V_c(z,t)}{\partial t} = -L(z) \frac{\partial^2 \rho(z,t)}{\partial t^2} - R(z) \frac{\partial \rho(z,t)}{\partial t} \\
+ R(z) I_c(z,t) \left[ \frac{1}{L(z)} \frac{dL(z)}{dz} - \frac{1}{R(z)} \frac{dR(z)}{dz} \right] . \tag{3.5}
\]

We see that Eq. 3.5 still contains a term in \(I_c(z,t)\). For a lossless transmission line \([R(z) = 0]\), this term will not be present and we get a differential equation in \(V_c(z,t)\) and \(\rho(z,t)\) alone. If one assumes, however, that \(L(z)\) and \(R(z)\) vary in the same manner, i.e., \(L(z) = L_0 f(z)\) and \(R(z) = R_0 f(z)\), then the last term on the right-hand side of Eq. 3.5 is identically zero. This is not an illogical choice for physical inductive elements and does not significantly restrict the applicability of the equations. With this assumption, the final second-order partial differential equation for the circuit voltage becomes,

\[
\frac{\partial^2 V_c(z,t)}{\partial z^2} - L(z) C(z) \frac{\partial^2 V_c(z,t)}{\partial t^2} - \frac{d \ln L(z)}{dz} \frac{\partial V_c(z,t)}{\partial z} \\
- R(z) C(z) \frac{\partial V_c(z,t)}{\partial t} = -L(z) \frac{\partial^2 \rho(z,t)}{\partial t^2} - R(z) \frac{\partial \rho(z,t)}{\partial t} . \tag{3.6}
\]
Let us now define the following parameters:

\[ Z_0(z) \triangleq \frac{\sqrt{L(z)/C(z)}}{} \] is the characteristic impedance of the transmission line for a low-loss structure, ohms,

\[ v_o(z) \triangleq \frac{1}{\sqrt{L(z)/C(z)}} \] is the characteristic phase velocity of the line, meters/sec,

\[ d(z) \triangleq \frac{R(z)}{2\pi C_0(z) L(z)} \] is a loss parameter used in traveling-wave tube theory and first introduced by Pierce. \[ d(z) \] can be expressed as \( \frac{l(z)}{20(2\pi) \log_e C_0(z)} \), dimensionless,

\[ l(z) \triangleq \text{the series loss in db per wavelength along the line}, \]

\[ C_0(z) = \text{the gain parameter and is defined by } C_0^2 \frac{Z_0(z)}{V_o}, \]

\[ I_o = \text{the d-c beam current, amperes}, \]

\[ V_o = \text{the d-c beam voltage at the entrance to the slow-wave structure, volts}, \]

\[ u_o = \text{the d-c beam velocity at the entrance to the structure and is } = \sqrt{2\eta V_o}, \text{ m/sec}, \]

\[ \eta = q/m, \text{ the charge-to-mass ratio of an electron coulomb/kg}, \]

\[ \omega = \text{the angular frequency of the wave on the circuit, radians/sec}. \]

Substituting the above definitions in Eq. 3.6 results in,

\[
\frac{\partial^2 v_c(z,t)}{\partial z^2} - \frac{1}{v_o^2(z)} \frac{\partial^2 v_c(z,t)}{\partial t^2} - \left[ \frac{1}{Z_0(z)} \frac{Z_0(z)}{dz} - \frac{1}{v_o(z)} \frac{dv_o(z)}{dz} \right] \frac{\partial v_c(z,t)}{\partial z}
\]

\[
- \frac{2\omega C_0(z)}{v_o^2(z)} d(z) \frac{\partial v_c(z,t)}{\partial t} = - \frac{Z_0(z)}{v_o(z)} \left[ \frac{\partial^2 p(z,t)}{\partial t^2} + \frac{2\omega C_0(z)}{v_o(z)} d(z) \frac{\partial p(z,t)}{\partial t} \right]. \tag{3.7}
\]
The above circuit equation applies to the forward-wave amplifier. As mentioned earlier, we will merely change the impedance sign to account for a backward wave and thus the circuit equation for the backward-wave oscillator becomes,

\[
\frac{d^2v_c(z,t)}{dz^2} - \frac{1}{v_0^2(z)} \frac{d^2v_c(z,t)}{dt^2} - \left[ \frac{1}{Z_0(z)} \frac{dz_0(z)}{dz} - \frac{1}{v_0(z)} \frac{dv_0(z)}{dz} \right] \frac{dV_c(z,t)}{dz} \\
- \frac{2\omega C_0(z) d(z)}{v_0^2(z)} \frac{dV_c(z,t)}{dt} = \frac{Z_0(z)}{v_0(z)} \left[ \frac{\partial^2 p(z,t)}{\partial t^2} + 2\omega C_0(z) d(z) \frac{\partial p(z,t)}{\partial t} \right].
\]  \hspace{1cm} (3.8)

Assuming that \(V_c, I_c\) and \(p\) vary as \(e^{i\omega t}\) and defining \(\beta_c(z) = \omega/v_0(z)\), Eq. 3.8 becomes

\[
\frac{d^2v_c(z)}{dz^2} + \beta_c^2(z) V_c(z) - \left[ \frac{1}{Z_0(z)} \frac{dz_0(z)}{dz} - \frac{1}{v_0(z)} \frac{dv_0(z)}{dz} \right] \frac{dv_c(z)}{dz} \\
- j2 \beta_c^2(z) C_0(z) d(z) V_c(z) = -\omega Z_0(z) \left[ \beta_c(z) \\
- j2 \beta_c(z) C_0(z) d(z) \right] p_1(z). \hspace{1cm} (3.9)
\]

3.2.2 The Continuity Equation. Here it is assumed that a variable d-c voltage is present on the slow-wave structure, so that the d-c beam velocity is now a function of distance. The continuity equation is written as

\[
v \cdot i + \frac{\partial p}{\partial t} = 0, \hspace{1cm} (3.10)
\]
where $i = - I_0 + i_1(z,t)$, is the total current in the beam, amperes,

\[ \rho = \rho_0(z) + \rho_1(z,t), \]

is the total line charge in the beam, coulombs/m.

Substituting in Eq. 3.10 and remembering that no variations with transverse dimensions are present and that $\rho_1(z,t)$ and $i_1(z,t)$ vary as $e^{j\omega t}$ yields,

\[ \frac{\partial}{\partial z} \left[ - I_0 + i_1(z,t) \right] = - j\omega \rho_1(z,t). \]  

Equation 3.11

In the absence of a-c effects, $i_1(z,t)$ and $\rho_1(z,t)$ are zero, Eq. 3.11 reduces to

\[ \frac{\partial}{\partial z} (- I_0) = 0 \]  

and thus $I_0$ is constant. The hydrodynamical equation of flow can be utilized here, since under small-signal conditions the spread in electron velocities is assumed to be small compared with the d-c average velocity so that all electrons passing a given point can be assumed to have essentially the same velocity. We can then write

\[ i = \rho u, \]  

Equation 3.13

where $u = u_0(z) + u_1(z,t) = \text{the total velocity of the electrons, m/sec.}$

Substituting in Eq. 3.13, we obtain

\[ \left[ - I_0 + i_1(z,t) \right] = \left[ \rho_0(z) + \rho_1(z,t) \right] \left[ u_0(z) + u_1(z,t) \right]. \]

Equation 3.14

Equating the d-c terms, gives

\[ - I_0 = \rho_0(z) u_0(z) \]

Equation 3.15

* Subscript "1" designates d-c quantities and "o" a-c quantities.
which shows that \( p_0(z) \) and \( u_0(z) \) vary in an opposite manner so that their product at any point is constant. Equating the a-c terms in Eq. 3.14 and neglecting the product of a-c terms gives (\( u_1 \) also varies as \( e^{j\omega t} \))

\[
i_1(z) = u_0(z) \rho_1(z) + \rho_0(z) u_1(z) .
\]  
(3.16)

From the a-c part of Eq. 3.11 we have,

\[
\frac{d}{dz} i_1(z) = -j\omega \rho_1(z) .
\]  
(3.17)

\[
p_0(z) \frac{d}{dz} u_1(z) + u_1(z) \frac{dp_0(z)}{dz} + u_0(z) \frac{dp_1(z)}{dz} + \rho_1(z) \frac{du_0(z)}{dz}
\]

\[+ j\omega \rho_1(z) = 0 .
\]  
(3.18)

Equation 3.18 can be written in a slightly different form. From Eq. 3.15 we have

\[
\frac{d\rho_0(z)}{dz} = -\rho_0(z) \frac{du_0(z)}{dz} .
\]  
(3.19)

Substituting for \( d\rho_0(z)/dz \) from Eq. 3.19 into 3.18 gives

\[
p_0(z) \frac{1}{dz} + \rho_0(z) \frac{d}{dz} u_0(z) + u_0(z) \frac{d}{dz} u_1(z) + \rho_1(z) \frac{du_0(z)}{dz}
\]

\[+ \rho_1(z) \frac{du_0(z)}{dz} + j\omega \rho_1(z) = 0 .
\]  
(3.20)

**3.2.3 The Force Equation.** Since the analysis here is restricted to slow waves, the electrons also move with speeds that are much lower than the speed of light and thus the effect of their own magnetic field is negligible. The electron beam is also assumed to be neutralized by the presence of ions, whose mass is much larger than that of the electrons.
The ions, due to their much heavier mass, do not respond to r-f fields but can follow the time average or d-c fields and thus cancel the d-c electron charge. Newton's force law can then be written as

\[
\frac{d\mathbf{u}(z,t)}{dt} = \frac{d\mathbf{u}}{dt} + (\mathbf{U} \cdot \nabla) \mathbf{U} = -|\eta| \left[ \mathbf{E}_c(z,t) + \mathbf{E}_{sc}(z,t) + \mathbf{E}_{d-c}(z) \right],
\]

(3.21)

where \( \mathbf{E}_c(z,t) \) = the circuit field acting on the electrons,
\( \mathbf{E}_{sc}(z,t) \) = the space-charge field due to r-f interaction,
\( \mathbf{E}_{d-c}(z) \) = the d-c field due to variation of beam voltage along the length of the tube.

Here again a one-dimensional formulation is assumed. Equation 3.21 can then be written as,

\[
\frac{\partial}{\partial t} \left[ u_0(z) + u_1(z,t) \right] + \left( u_0(z) + u_1(z,t) \right) \frac{\partial}{\partial z} \left[ u_0(z) + u_1(z,t) \right] = |\eta| \left[ \frac{\partial V_0(z,t)}{\partial z} - \mathbf{E}_{sc}(z,t) + \frac{dV_0(z)}{dz} \right],
\]

(3.22)

where \( V_0(z) \) is the d-c beam voltage. Again assuming that quantities vary with time as \( e^{j\omega t} \) and neglecting products of a-c terms we get the d-c part

\[
u_0(z) \frac{du_0(z)}{dz} = |\eta| \frac{dV_0(z)}{dz}
\]

(3.23)

or

\[
u_0(z) = \sqrt{2\eta V_0(z)}
\]

(3.24)

and the a-c part
It can be shown that for a beam of finite radius, the space-charge field can be expressed as \( E_{sc1}(z) = \frac{J_0 u_0(z)}{|\eta| I_0} \left( \frac{v_o(z)}{u_0(z)} \right) \left( \frac{\omega q}{\omega} \right)^2 \rho_1(z) \), \( (3.26) \)

where \( \omega q \) = the reduced plasma radian frequency.

This form for the space-charge field is amenable to analog computation and it was employed by Rowe and Sobol\(^{28,30} \) in determining the start-oscillation conditions in uniform and modulated backward-wave oscillators. Equation 3.25 then becomes,

\[
\begin{align*}
j_0 u_1(z) + u_0(z) \frac{du_1(z)}{dz} + u_1(z) \frac{du_0(z)}{dz} & = |\eta| \left[ \frac{dv_c(z)}{dz} - E_{sc1}(z) \right].
\end{align*}
\( (3.27) \)

Equations 3.9, 3.20 and 3.27 are then the fundamental equations describing the behavior of a backward-wave amplifier or oscillator up to start oscillation.

### 3.3 Normalization of the Equations

It is now convenient to introduce several normalization factors and introduce some new assumptions in order to put the equations in a more convenient form.

Since the structure loss in a backward-wave oscillator is usually kept quite low, it is assumed that the loss parameter \( d \) is constant along
the length of the tube. We will also assume that the interaction
impedance of the circuit is constant along the length of the tube. This
is a fairly reasonable assumption for a hollow beam flowing very close
to the circuit. However, the farther the beam flows away from the cir-
cuit the worse this approximation becomes. For a known circuit a certain
realistic impedance variation as a function of the phase velocity on the
circuit can be determined and then very easily included in the equations.

The following quantities are now defined

\[ y \triangleq \beta_{eo} C_0 z = 2\pi C_0 N \]  \hspace{1cm} (3.28)

is the normalized distance along the tube, where \( N \) = the number of beam
wavelengths,

\[ \beta_{eo} \triangleq \frac{\omega}{u_0} \]  \hspace{1cm} (3.29)

and \( u_0 \) = the d-c beam velocity in the uniform section of the tube.

\[ C_0 \triangleq \frac{I_0 Z_0(z)}{4 V_0} \]  \hspace{1cm} (3.30)

where \( Z_0 \) = the Pierce interaction impedance and is assumed to be
constant, ohms and

\( V_0 \) = the beam potential in the uniform section of the tube,
volts.

Let us now define the following quantities,

\[ V_0(y) \triangleq V_\infty \xi(y) \]  \hspace{1cm} (3.31)

thus

\[ u_0(y) = u_\infty \xi^{1/8}(y) \]  \hspace{1cm} (3.32)
and

\[ \rho_{0}(y) \triangleq \rho_{oo} \xi^{-1/2}(y) \quad (3.33) \]

\[ v_{0}(y) \triangleq v_{oo} \xi(y) \quad , (3.34) \]

where \( v_{oo} \) is the circuit phase velocity in the uniform section of the structure.

\( \beta_{c}(y) \) then becomes

\[ \beta_{c}(y) = \frac{\omega}{v_{o0} \xi(y)} = \frac{\beta_{oo}}{\xi(y)} \quad . (3.35) \]

A measure of the difference in the beam and circuit velocities in the uniform section is characterized by the parameter \( b \) which is defined as follows:

\[ b = \frac{1}{C_{o}} \left[ \frac{u_{oo} - v_{oo}}{v_{oo}} \right] \quad . (3.36) \]

The ratio of the d-c beam velocity to that of the cold circuit phase velocity in the uniform section can then be expressed as

\[ \frac{\beta_{co}}{\beta_{oo}} = \frac{u_{oo}}{v_{oo}} = (1 + C_{o}b) \quad . (3.37) \]

The space-charge parameter "QC" which is widely used in traveling-wave amplifier and backward-wave oscillator theories can be expressed as follows:

\[ (QC) = \frac{1}{\hbar C_{o}^{2}} \left( \frac{\omega q/\omega}{1 + \omega q/\omega} \right)^{2} \quad . (3.38) \]

The following normalized quantities are also defined,
\[ v_{cn}(z) \triangleq \frac{v(z)}{V_\infty}, \quad (3.39) \]

\[ u_{in}(z) \triangleq \frac{u(z)}{u_\infty}, \quad (3.40) \]

\[ \rho_{in}(z) \triangleq \frac{\rho(z)}{\rho_\infty}. \quad (3.41) \]

Substituting the above normalized parameters and utilizing the definition of the above quantities in Eqs. 3.9, 3.20 and 3.27 results in the following set of differential equations,

\[
\frac{d^2v_{cn}(y)}{dy^2} + \left(\frac{1 + C_0 b}{C_0}\right)^2 \frac{1}{\xi^2(y)} v_{cn}(y) + \frac{1}{\xi(y)} \frac{d\xi(y)}{dy} \frac{dv_{cn}(y)}{dy} \\
- j2 \frac{d}{C_0} (1 + C_0 b)^2 \frac{1}{\xi^2(y)} v_{cn}(y) \\
= \frac{4C_0 (1 + C_0 b)}{\xi(y)} \rho_{in}(y) - \frac{j8C_0^2 d (1 + C_0 b)}{\xi(y)} \rho_{in}(y), \quad (3.42) \]

\[
\frac{1}{\xi^{1/2}(y)} \frac{du_{in}(y)}{dy} - \frac{1}{\xi(y)} \frac{dt^{1/2}(y)}{dy} u_{in}(y) + \xi^{1/2}(y) \frac{d\rho_{in}(y)}{dy} \\
+ \left[ \frac{dt^{1/2}(y)}{dy} + \frac{j}{C_0} \right] \rho_{in}(y) = 0, \quad (3.43) \]
\[ \frac{1}{2} \frac{dV_{cn}(y)}{dy} + j \frac{\omega C_o QC}{(1 - 2C_o \sqrt{QC})^2} \frac{1}{(1 + C_o b)} \xi(y) \rho_{ln}(y) \]

\[ = \left[ \frac{1}{C_o} + \frac{d\xi^1(y)}{dy} \right] u_{ln}(y) + \xi^{1/2}(y) \frac{du_{ln}(y)}{dy} \quad \text{(3.44)} \]

The above equations are the normalized equations representing a non-uniform backward-wave oscillator under the assumptions introduced above. The nonuniformity in the circuit phase velocity is introduced into the equations through \( \xi(y) \) and the nonuniformity in the beam potential through \( \xi(y) \).

3.4 Solution of the Equations

Equations 3.42 through 3.44 were programmed on an analog computer and the start-oscillation conditions were determined for several kinds of nonuniformities. The different kinds of nonuniformities that were investigated are discussed in the following sections. A detailed discussion of the scaling and programming of these equations is given in Appendix B. A brief discussion is given here.

First the boundary conditions must be specified. These are the usual conditions; namely, the beam enters the slow-wave structure with no r-f modulation other than noise which is negligible, the r-f output is matched, and the r-f circuit wave at the entrance plane is arbitrary. These assumptions then lead to the following boundary conditions respectively,

\[ u_{ln}(y) = \rho_{ln}(y) = 0 \quad \text{(3.45)} \]

\[ \frac{V_c(0)}{I_c(0)} = -Z_0(0) \quad \text{(3.46)} \]
and

\[ V_{cn}(0) \text{ is arbitrary .} \quad (3.47) \]

Since Eq. 3.42 is of second order, \[ dV_{cn}(y)/dy \] \[ y=0 \] must also be specified. This can be easily determined from Eq. 3.2. Normalizing Eq. 3.2 yields

\[ \left( \frac{dV_{cn}(y)}{dy} \right)_{y=0} = -V_{cn}(0) \left[ j \frac{1 + C_0 b}{C_0} + 2d(1 + v_o b) \right] . \quad (3.48) \]

Knowing the boundary conditions, the equations were then separated into real and imaginary parts by assuming the following forms for the dependent variables,

\[ V_{cn} = V_R + j V_I , \quad (3.49) \]

\[ u_{in} = u_R + j u_I , \quad (3.50) \]

\[ \rho_{in} = \rho_R + j \rho_I . \quad (3.51) \]

By using a standard analog computer resolver for converting from cartesian into polar coordinates the magnitude of any of the above quantities can be easily determined. The oscillation conditions can then be determined as follows: For a given set of values \( C_0, Q_C, \) and \( d \) the circuit voltage is plotted as a function of \( y \) for different values of \( b \). The value of \( b \) that forces the r-f circuit voltage to zero represents a start-oscillation condition. The start-oscillation length can then be determined from the value of \( y \) at which the circuit voltage becomes zero.

A nonuniformity in the tube can be easily introduced on the analog computer at any point along the length of the tube. This is accomplished by merely running the computer up to the point where the nonuniformity starts
employing the uniform-tube equations. The computer is then switched into a "hold" position and thus the initial conditions for the nonuniform section are now established. With the computer still in the "hold" position, a switch is now employed to introduce the equations for the nonuniform section. The computer is then switched into the "operate" position and the run is completed.

3.5 Start-Oscillation Conditions

In this section, the start-oscillation conditions for several kinds of nonuniformities introduced at different points along the length of the tube are presented. These conditions are presented in the form of graphs where the oscillation conditions in a tapered tube are compared to those of a uniform one. The following notation is used in all the graphs that follow.

\[ \frac{b_1}{b_0} = \text{the ratio of } b(\text{defined by Eq. 3.36) in the tapered or nonuniform tube to that in the uniform one,} \]

\[ \frac{CN_{s,1}}{CN_{s,0}} = \frac{y_{s,1}}{y_{s,0}} = \text{the ratio of the normalized start-oscillation length of a nonuniform tube to that of a uniform one,} \]

\[ \frac{y_{s,t}}{y_{s,0}} = \text{the ratio of the normalized length at which the nonuniformity begins to the normalized oscillation length of a uniform tube,} \]

\[ \frac{I_{s,1}}{I_{s,0}} = \text{the ratio of the start-oscillation current of a nonuniform tube to that of a uniform one.} \]

The start-oscillation currents were compared in the same manner here as that in Section 2.5, namely,
where the physical length in the two tubes is assumed to be the same and the oscillation frequency is the same. \( C_0 \) in the two tubes was also assumed to be the same. This is not quite true, since any change in the beam current or velocity will also change \( C \). However, as discussed in Section 2.5 this change is negligible and has a negligible effect on the final results. A more exact comparison for constant \( C_0 \) could be made by comparing both the start-oscillation current and the starting length as follows (i.e., in this case the physical length of the tubes, \( L \), is not the same).

\[
\frac{I_{s,1}}{I_{s,0}} = \left( \frac{1 + C_0 b_1}{1 + C_0 b_0} \right)^2 \left( \frac{y_{s,1}}{y_{s,0}} \right)^3 ,
\]

(3.52)

\[
\frac{L_{s,1}}{L_{s,0}} = \left( \frac{1 + C_0 b_1}{1 + C_0 b_0} \right) \left( \frac{y_{s,1}}{y_{s,0}} \right) .
\]

(3.53)

(3.54)

This can be easily obtained from the graphs if so desired. It is felt, however, that the comparison of the start-oscillation current with length in the two tubes fixed is more meaningful. The space-charge parameter in the two tubes is also essentially the same, since \( QC \sim (Iu)^{1/3} \) and the changes in \( u \) and \( I \) encountered here are small.

Since the graphs presented in the following sections are comparisons to a uniform tube with a certain set of parameters, the oscillation conditions for such parameters are given in Table 3.1. They are also compared to oscillation conditions obtained from a digital computer by Rowe and Sobol30.
Table 3.1

Start-Oscillation Conditions for a Uniform BWO

<table>
<thead>
<tr>
<th>C</th>
<th>QC</th>
<th>d</th>
<th>( b_0 ) at Start Oscillation</th>
<th>( b_0 ) at Digital</th>
<th>( C B_{s,0} ) for Oscillation</th>
<th>( C B_{s,0} ) Digital</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0</td>
<td>0</td>
<td>1.55</td>
<td>1.559</td>
<td>0.3023</td>
<td>0.3013</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>1.60</td>
<td>1.595</td>
<td>0.3184</td>
<td>0.3202</td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1.70</td>
<td>1.69</td>
<td>0.3821</td>
<td>0.3691</td>
</tr>
</tbody>
</table>

3.5.1 Linear Circuit Phase Velocity Tapers. Since it was concluded in Chapter II that for a constant beam potential the start-oscillation current will increase when the circuit phase velocity increases as a function of distance along the tube, only circuit velocity tapers decreasing with distance were investigated. The linear taper was assumed to have the following form,

\[
v_0(y) = v_\infty(1 - \alpha y),
\]

where \( \alpha \) is a measure of the strength of the taper. The beam velocity is assumed constant along the length of the tube. \( \xi(y) \) and \( \xi(y) \) in the general set of Eqs. 3.42 through 3.44 will then assume the following form,

\[
\xi(y) = (1 - \alpha y),
\]

\[
\xi(y) = 1.
\]

Substituting the above values of \( \xi(y) \) and \( \xi(y) \) into Eqs. 3.42 through 3.44 yields,
\[
\frac{d^2 V_{cn}(y)}{dy^2} + \left( \frac{1 + C_0 b}{C_0} \right)^2 \frac{1}{(1 - \alpha y)^2} V_{cn}(y) - \frac{\alpha}{(1 - \alpha y)} \frac{dV_{cn}(y)}{dy} \\
- j2 \frac{d}{C_0} (1 + C_0 b)^2 \frac{1}{(1 - \alpha y)^2} V_{cn}(y) = \frac{2C_0 (1 + C_0 b)}{(1 - \alpha y)} \rho_{in}(y) \\
- j \frac{8C_0^2 d(1 + C_0 b)}{(1 - \alpha y)} \rho_{in}(y) , \quad (3.58)
\]

\[
\frac{d u_{in}(y)}{dy} + \frac{d \rho_{in}(y)}{dy} + \frac{j}{C_0} \rho_{in}(y) = 0 , \quad (3.59)
\]

\[
\frac{1}{2} \frac{d^2 V_{cn}(y)}{dy^2} + j \frac{2C_0 Qc}{[1 - 2C_0 \sqrt{Qc}]^2} \frac{1}{(1 + C_0 b)} (1 - \alpha y) \rho_{in}(y) \\
= \frac{j}{C_0} u_{in}(y) + \frac{d u_{in}(y)}{dy} . \quad (3.60)
\]

The solution of these equations on an analog computer is discussed in detail in Appendix B.1. The results are presented in Figs. 3.1 through 3.9.

In these figures the start-oscillation conditions of a tapered tube are compared to a uniform one as a function of the strength of the taper. As can be seen from the figures the tapers were introduced at different points along the length of the tube. For the value of $C_0$ investigated there is good agreement with the coupled-mode theory analysis of Chapter II for weak tapers, i.e., the start-oscillation current decreases in a tapered tube under the conditions that were assumed. It was found, however, that when the taper became stronger than a particular
Fig. 3.1 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ vs. $\alpha$ for a linear circuit.

Phase velocity taper. ($C = 0.05$, $QC = 0$, $d = 0$)
FIG. 3.2 $\frac{C_{N_{s,1}}}{C_{N_{s,0}}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_{1}}{b_{0}}$ vs. $\alpha$ for a linear circuit

Phase velocity taper. ($C = 0.05$, $QC = 0$, $d = 0$)
\[ \frac{CN_{s,1}}{CN_{s,0}} \quad \frac{I_{s,1}}{I_{s,0}} \quad \frac{b_1}{b_0} \]

**FIG. 3.3** $CN_{s,1}/CN_{s,0}$, $I_{s,1}/I_{s,0}$, $b_1/b_0$ vs. $\alpha$ for a linear circuit phase velocity taper. ($C = 0.05$, $QC = 0$, $d = 0$)
Fig. 3.4 $CN_{s,1}/CN_{s,0}$, $I_{s,1}/I_{s,0}$, $b_{1}/b_{0}$ vs. $\alpha$ for a linear circuit. Phase velocity taper. ($C = 0.05$, $QC = 0.2$, $\delta = 0$)
FIG. 3-5 $CN_{s,1}/CN_{s,0}$, $I_{s,1}/I_{s,0}$, $b_1/b_0$ VS. $\alpha$ FOR A LINEAR CIRCUIT

PHASE VELOCITY TAPER. ($C = 0.05$, $Q_0 = 0.2$, $\alpha = 0$)
FIG. 3.6 $CN_{s,1}/CN_{s,0}$, $I_{s,1}/I_{s,0}$, $b_{1}/b_{0}$ vs. $\alpha$ FOR A LINEAR CIRCUIT

PHASE VELOCITY TAPER. ($C = 0.05$, $QC = 0.2$, $d = 0$)
FIG. 3.7 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR CIRCUIT PHASE VELOCITY TAPER. ($c = 0.05$, $QC = 0.5$, $d = 0$)
FIG. 3.8 \( \frac{CN_{s,1}}{CN_{s,0}} \), \( \frac{I_{s,1}}{I_{s,0}} \), \( \frac{b_1}{b_0} \) VS. \( \alpha \) FOR A LINEAR CIRCUIT PHASE VELOCITY TAPER. \( (C = 0.05, QC = 0.5, \phi = 0) \)
FIG. 3.9 \[ \frac{CN_{s,1}}{CN_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \text{ vs. } \alpha \text{ for a linear circuit} \]

PHASE VELOCITY TAPER. \( (c = 0.05, \eta C = 0.5, d = 0) \)
value, no value of $b$ could be found to force the circuit voltage to vanish and thus no oscillation condition could be found. The region beyond this particular value of $\alpha$ has been designated as the "no oscillation region" in the figures.

**3.5.2 Quadratic Circuit Phase Velocity Tapers.** Here it is also assumed that the beam velocity is constant and the circuit phase velocity varies in the following manner,

$$v_0(y) = v_0(1 - \alpha y^2) \quad (3.61)$$

This makes

$$\xi(y) = (1 - \alpha y^2) \quad (3.62)$$

and

$$\eta(y) = 1 \quad (3.63)$$

Substituting the above values of $\xi(y)$ and $\eta(y)$ into Eqs. 3.42 through 3.44 yields the following set of equations which characterize the behavior of the oscillator when a quadratic phase velocity taper is introduced on the slow-wave structure,

$$\frac{d^2 v}{dy^2} + \left( \frac{1 + C_0 b}{C_0} \right)^2 \frac{1}{(1 - \alpha y^2)^2} \frac{2 \alpha y}{(1 - \alpha y^2)} \frac{dv}{dy}$$

$$= j \frac{8C_0^2 d(1 + C_0 b)}{(1 - \alpha y^2)^2} \rho_{in}(y) \quad (3.64)$$

$$\frac{d \rho_{in}}{dy} + \frac{d \rho_{in}}{dy} + \frac{1}{C_0} \rho_{in}(y) = 0 \quad (3.65)$$
\[ \frac{1}{2} \frac{dv(y)}{dy} + j \frac{4C_0 QC}{[1 - 2C_0 \sqrt{QC}]^2} \frac{1}{(1 + C_0 b)} \left(1 - \alpha^2\right) \rho_{in}(y) \]

\[ = \frac{1}{C_0} u_{in}(y) + \frac{du_{in}(y)}{dy} \quad (3.66) \]

The solution of these equations is discussed in detail in Appendix B.1. The results are presented in Figs. 3.10 through 3.15.

Here also, the start-oscillation conditions of the tapered tube are compared to the uniform one as a function of the taper parameter \( \alpha \). The oscillation frequencies and the physical lengths of the two tubes are assumed equal. The taper was also introduced at different points along the length of the tube. As in the linear velocity taper case, the start-oscillation current decreases for weak tapers and when the taper gets stronger than a certain value no oscillation condition could be found. This region is also designated the "no oscillation region" on the figures.

### 3.5.3 Exponential Circuit Phase Velocity Tapers.

In this section it is assumed that the circuit phase velocity varies in the following manner,

\[ v_0(y) = v_\infty e^{-\alpha y} \quad (3.67) \]

and the beam velocity is constant along the length of the tube. This makes \( \xi(y) \) and \( \zeta(y) \) assume the following values,

\[ \xi(y) = e^{-\alpha y} \quad , \quad (3.68) \]

\[ \zeta(y) = 1 \quad . \quad (3.69) \]

Substituting these values of \( \xi(y) \) and \( \zeta(y) \) in Eqs. 3.42 through 3.44 results in the following set of equations which characterize a
FIG. 3.10 \( \frac{C_{N_{b,1}}}{C_{N_{a}}} \cdot \frac{I_{b,1}}{I_{a}} \cdot \frac{b_1}{b_0} \)

CIRCUIT PHASE VELOCITY (VELOCITY PAPER) (\( \phi \) = 0.05; \( \phi \) = 0)

1. \( \frac{C_{N_{b,1}}}{C_{N_{a}}} \)
2. \( \frac{I_{b,1}}{I_{a}} \)
3. \( \frac{b_1}{b_0} \)

\( \chi_1/\chi_2 = 0.5 \)

NO OSCILLATION REGION

NO OSCILLATION REGION
FIG. 3.11  \( \frac{C_{n,1}}{C_{n,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_o} \) VS. \( \alpha \) FOR A QUADRATIC CIRCUIT PHASE VELOCITY TAPER. (\( c = 0.05, q_c = 0, d = 0 \))
FIG. 3.12  $\frac{C_{N_{s,1}}}{C_{N_{s,0}}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_{1}}{b_{0}}$ VS. $\alpha$ FOR A QUADRATIC CIRCUIT PHASE VELOCITY TAPER.  ($c = 0.05, \sigma_{c} = 0.2, d = 0$)
FIG. 3.13 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ vs. $\alpha$ for a quadratic circuit phase velocity taper. ($C = 0.05$, $\rho_C = 0.2$, $d = 0$)
FIG. 3.14 \( \frac{CN_{s,1}}{CN_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) VS. \( \alpha \) FOR A QUADRATIC CIRCUIT PHASE VELOCITY TAPER. \( (C = 0.05, QC = 0.5, \alpha = 0) \)
FIG. 3.15 $CN_{s,1}/CN_{s,0}$, $I_{s,1}/I_{s,0}$, $b_1/b_0$ VS. $\alpha$ FOR A QUADRATIC CIRCUIT PHASE VELOCITY TAPER. ($c = 0.05$, $q_c = 0.5$, $d = 0$)
backward-wave amplifier or oscillator whose phase velocity decreases exponentially with distance along the tube,

\[
\frac{d^2 v_{cn}(y)}{dy^2} + \left( \frac{1 + Co b}{Co} \right)^2 e^{2\alpha y} V_{cn}(y) - \alpha \frac{dv_{cn}(y)}{dy} - J2 \frac{d}{Co} (1 + Co b)^2 e^{2\alpha y} V_{cn}(y)
\]

\[
= kCo (1 + Co b) e^{2\alpha y} \rho_{in}(y) - J2Co^2 d(1 + Co b) e^{2\alpha y} \rho_{in}(y) , (3.70)
\]

\[
\frac{du_{in}(y)}{dy} + \frac{d\rho_{in}(y)}{dy} + \frac{1}{Co} \rho_{in}(y) = 0 , (3.71)
\]

\[
\frac{1}{2} \frac{dv_{cn}(y)}{dy} + J \frac{kCo QC}{[1 - 2Co \sqrt{QC}]^2} \frac{1}{(1 + Co b)} e^{-\alpha y} \rho_{in}(y)
\]

\[
= \frac{1}{Co} u_{in}(y) + \frac{du_{in}(y)}{dy} . (3.72)
\]

The solution of these equations on the analog computer is discussed in detail in Appendix B.1. The results are presented in Figs. 3.16 through 3.23.

Here again the start-oscillation conditions of the tapered tube are compared to those of the uniform one as a function of the taper parameter \(\alpha\). The oscillation frequencies and the physical length of the two tubes are assumed to be the same. The taper was also introduced here at different points along the length of the tube. It can be seen from the graphs that for weak tapers the start-oscillation current decreases and when the taper gets stronger than a certain value no oscillation
FIG. 3.16 \( \frac{C_{N_{t+1}}}{C_{N_{t,0}}} \), \( \frac{I_{I_{t+1}}}{I_{I_{t,0}}} \), \( \frac{b_{t+1}}{b_0} \) vs. \( \alpha \) for an exponential circuit phase velocity taper. (C = 0.05, QC = 0, d = 0)
FIG. 3.17 CN_{s,1}/CN_{s,0}, I_{s,1}/I_{s,0}, b_1/b_0 VS. α FOR AN EXPONENTIAL CIRCUIT PHASE VELOCITY TAPER. (C = 0.05, QC = 0, a = 0)
FIG. 3.18 $\frac{CN_{S_{11}}}{CN_{S_{20}}}$, $\frac{I_{S_{11}}}{I_{S_{20}}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR AN EXPONENTIAL CIRCUIT PHASE VELOCITY TAPER. ($C = 0.05$, $Q_C = 0$, $a = 0$)
FIG. 3.19 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR AN EXPONENTIAL CIRCUIT PHASE VELOCITY TAPER. ($c = 0.05$, $QC = 0.2$, $d = 0$)
FIG. 3.20 \( \frac{C_{H,1}}{C_{H,0}} \), \( \frac{I_{S,1}}{I_{S,0}} \), \( \frac{b_{1}}{b_{0}} \) VS. \( \alpha \) FOR AN EXPONENTIAL CIRCUIT PHASE VELOCITY TAPER. (\( c = 0.05, \quad \Omega C = 0.2, \quad d = 0 \))
FIG. 3.21 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ vs. $\alpha$ for an exponential circuit phase velocity taper. ($C = 0.05$, $QC = 0.2$, $d = 0$)
FIG. 3.22 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR AN EXPONENTIAL CIRCUIT PHASE VELOCITY TAPER. ($C = 0.05$, $QC = 0.5$, $d = 0$)
FIG. 3.23 \( \frac{C_{N_s,1}}{C_{N_s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{\beta_1}{\beta_0} \) vs. \( \alpha \) for an exponential circuit phase velocity taper. \( c = 0.05, Q_C = 0.5, d = 0 \)
condition could be found. This region is also designated on the figures as the "no oscillation region".

3.5.4 Summary of the Effect of Circuit Phase Velocity Tapers on the Start-Oscillation Conditions of a Backward-Wave Oscillator. It has been demonstrated that the analog computer results for linear circuit phase velocity tapers are in agreement with the results obtained in Chapter II using a two-wave coupled-mode theory for very weak tapers. In both cases the circuit interaction impedance was assumed to be constant. This is not an unreasonable approximation for tubes in which the beam flows very close to the circuit. The farther the beam is from the circuit the worse the approximation becomes. As the phase velocity decreases the fields fall off more rapidly away from the circuit thus reducing the interaction impedance which tends to increase the start-oscillation current. For the kinds of tapers encountered here and for a hollow-beam helix backward-wave oscillator in which the beam is made to flow very close to the helix the above approximation is valid.

With the above in mind the following statements can be made about the effect of velocity tapers on the start-oscillation conditions.

1. For a tapered tube whose length and oscillation frequency are the same as that of a uniform one, the beam voltage in the tapered tube will be slightly lower.

2. The kind of velocity taper is not critical, but the strength of taper is very critical. For a particular value of $C_o$, there exists a certain strength of taper beyond which no oscillation conditions could be found. It is believed that the higher $C_o$ is, the stronger the taper can be made before the "no oscillation" region sets in.
3. The higher $C_o$ is at start oscillation the more the start-oscillation current is decreased by tapering. For low values of $C_o$ it was shown in Chapter II that the start-oscillation current will increase in a tapered tube.

4. Since for strong tapers "no oscillation" conditions are possible, strong tapers can be utilized in forward-wave amplifiers to enhance efficiency\textsuperscript{14} and at the same time suppress backward-wave oscillations.

2.2 Linear Voltage Gradient. Here the circuit phase velocity is assumed to be constant along the length of the tube and that the beam potential varies as,

$$V_o = V_\infty (1 + \alpha y) .$$

(3.73)

$\xi(y)$ and $\xi(y)$ in Eqs. 3.42 through 3.44 then assume the following form,

$$\xi(y) = 1 ,$$

(3.74)

$$\xi(y) = (1 + \alpha y) .$$

(3.75)

Substituting the above values of $\xi(y)$ and $\xi(y)$ in Eqs. 3.42 through 3.44 results in the following set of equations which characterize a backward-wave oscillator whose phase velocity is constant and whose beam potential increases linearly with distance along the tube.

$$\frac{d^2 V_{cn}(y)}{dy^2} + \left( \frac{1 + C_o b}{C_o} \right)^2 V_{cn}(y) - j 2 \frac{d}{C_o} (1 + C_o b)^2 V_{cn}(y)$$

$$= \left[ 4 C_o (1 + C_o b) - j 8 C_o^2 d (1 + C_o b) \right] \rho_{in}(y) .$$

(3.76)
\[
\frac{1}{[1 - \alpha y]^{1/2}} \frac{du_{in}(y)}{dy} - \frac{\alpha}{2(1 + \alpha y)} u_{in}(y) + (1 + \alpha y)^{1/2} \frac{d\rho_{in}(y)}{dy}
+ \left[ \frac{\alpha}{2(1 + \alpha y)^{1/2}} + \frac{1}{\sigma_0} \right] \rho_{in}(y) = 0 , \quad (3.77)
\]

\[
\frac{1}{2} \frac{dv_{en}(y)}{dy} + j \frac{4\sigma_0 QC}{[1 - 2\sigma_0 \sqrt{QC}]^2} \frac{1}{(1 + \sigma_0 b)} \rho_{in}(y)
= \left[ \frac{1}{\sigma_0} + \frac{\alpha}{2(1 + \alpha y)^{1/2}} \right] u_{in}(y) + (1 + \alpha y)^{1/2} \frac{du_{in}(y)}{dy} . \quad (3.78)
\]

The solution of the above equations is discussed in detail in Appendix B.2. The results are presented here in Figs. 3.24 through 3.34.

It is seen that these curves are quite similar to those of the circuit phase velocity tapered ones. In certain cases when the voltage gradient is weak the start-oscillation current decreases and there exists a certain strength of gradient beyond which no oscillation condition could be found. This is also designated on the figures as the "no oscillation" region.

3.5.6 Quadratic Voltage Gradient. Here the circuit phase velocity is assumed constant and the beam potential varies as,

\[
V_o = V_\infty (1 + \alpha y^2) . \quad (3.79)
\]

\[\xi(y)\] and \[\zeta(y)\] in Eqs. 3.42 through 3.44 then assume the following form,

\[
\xi(y) = 1 , \quad (3.80)
\]

\[
\zeta(y) = (1 + \alpha y^2) . \quad (3.81)
\]
FIG. 3.24 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR BEAM

VOLTAGE VARIATION. ($C = 0.05$, $QD = 0$, $d = 0$)
FIG. 3.25 \( \frac{\text{CN}_{s,1}}{\text{CN}_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) VS. \( \alpha \) FOR A LINEAR BEAM VOLTAGE VARIATION. (\( c = 0.05, q_c = 0, d = 0 \))
FIG. 3.26  $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $b_1/b_0$ vs. $\alpha$ for a linear beam voltage variation. ($c = 0.05$, $q_0 = 0$, $d = 0$)
FIG. 3.28 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR BEAM
VOLTAGE VARIATION. ($c = 0.05$, $Qc = 0.2$, $d = 0$)
FIG. 3.29 $\frac{CN_{S,1}}{CN_{S,0}}$, $\frac{I_{S,1}}{I_{S,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR BEAM VOLTAGE VARIATION. ($C = 0.05$, $QC = 0.2$, $d = 0$)
FIG. 3.30 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR BEAM VOLTAGE VARIATION. ($c = 0.05$, $q = 0.2$, $a = 0$)
FIG. 3.31 \( \frac{C_{N_{s,1}}}{C_{N_{s,0}}} \), \( \frac{I_{s,1}}{I_{s,0}} \), \( \frac{b_1}{b_0} \) VS. \( \alpha \) FOR A LINEAR BEAM VOLTAGE VARIATION. (\( C = 0.05 \), \( QC = 0.5 \), \( d = 0 \))
FIG. 3.32 \( \frac{CN_{s,1}}{CN_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, b_1/b_0 \) VS. \( \alpha \) FOR A LINEAR BEAM VOLTAGE VARIATION. (\( c = 0.05, qC = 0.5, d = 0 \))
FIG. 3.33  $\frac{CN_{S,1}}{CN_{S,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR BEAM VOLTAGE VARIATION. ($C = 0.05$, $Q_C = 0.5$, $d = 0$)
FIG. 3.34 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR A LINEAR BEAM
VOLTAGE VARIATION. ($c = 0.05$, $QC = 0.5$, $d = 0$)
Substituting the above values of \( g(y) \) and \( t(y) \) in Eqs. 3.42 through 3.44 results in the following set of equations

\[
\frac{d^2 v_{cn}(y)}{dy^2} + \left( \frac{1 + C_0 b}{C_0} \right)^2 v_{cn}(y) - j2 \frac{d}{C_0} (1 + C_0 b)^2 v_{cn}(y) = \left[ 4C_0 (1 + C_0 b) - j8C_0 d(1 + C_0 b) \right] \rho_{1n}(y), \quad (3.82)
\]

\[
\frac{1}{[1 + \alpha y^2]^{1/2}} \frac{du_{1n}(y)}{dy} - \frac{\alpha y}{(1 + \alpha y^2)} u_{1n}(y) + (1 + \alpha y^2) \frac{dp_{1n}(y)}{dy} + \left[ \frac{\alpha y}{(1 + \alpha y^2)^{1/2}} + \frac{1}{C_0} \right] \rho_{1n}(y) = 0, \quad (3.83)
\]

\[
\frac{1}{2} \frac{d^2 v_{cn}(y)}{dy^2} + j \frac{4C_0 QC}{[1 - 2C_0 \sqrt{QC}]^2} \frac{1}{(1 + C_0 b)} \rho_{1n}(y)
\]

\[
= \left[ \frac{1}{C_0} + \frac{\alpha y}{(1 + \alpha y^2)^{1/2}} \right] u_{1n}(y) + (1 + \alpha y^2)^{1/2} \frac{du_{1n}(y)}{dy}. \quad (3.84)
\]

The solution of these equations is discussed in detail in Appendix B.2. The results are presented here in Figs. 3.35 through 3.38.

It is again seen here that for weak tapers the start-oscillation current has a tendency to decrease, however, beyond a certain strength of taper the current increases very rapidly and a "no oscillation" region sets in.

**3.5.7 Exponential Voltage Gradient.** Here the circuit phase velocity is assumed constant and the beam potential varies as
FIG. 3.35 \( \frac{C_{n,1}}{C_{n,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) vs. \( \alpha \) for a quadratic voltage gradient. \((C = 0.05, \varphi C = 0, \varphi = 0)\)
Fig. 3.36 $CN_{s,1}/CN_{s,0}$, $I_{s,1}/I_{s,0}$, $b_1/b_0$ vs. $\alpha$ for a quadratic voltage gradient. ($c = 0.05$, $QC = 0$, $d = 0$)
FIG. 3.37 \( \frac{C_{n_{1,1}}}{C_{n_{2,0}}}, \frac{I_{n_{1,1}}}{I_{n_{2,0}}}, \frac{b_1}{b_0} \) vs. \( \alpha \) for a quadratic voltage gradient. (\( c = 0.05, q_c = 0.2, d = 0 \))
FIG. 3.38 \( \frac{CN_{b,1}}{CN_{b,0}}, \frac{I_{b,1}}{I_{b,0}}, \frac{b_1}{b_0} \) vs. \( \alpha \) for a quadratic voltage gradient. \((c = 0.05, QC = 0.2, d = 0)\)
This makes \( \xi(y) \) and \( \zeta(y) \) in Eqs. 3.42 through 3.44 assume the following values,

\[
\xi(y) = 1 \quad , \quad \zeta(y) = e^{z_0 y} \quad .
\]

Substituting the above values of \( \xi(y) \) and \( \zeta(y) \) into Eqs. 3.42 through 3.44 results in the following set of equations,

\[
\frac{d^2 v_{cn}(y)}{dy^2} + \left( \frac{1 + C_0 b}{C_0} \right)^2 v_{cn}(y) - j 2 \frac{1}{C_0} (1 + C_0 b)^2 v_{cn}(y) = \left[ 4C_0(1 + C_0 b) - j 8C_0^2 d(1 + C_0 b) \right] \rho_in(y) \quad ,
\]

\[
e^{-\alpha y} \frac{du_{in}(y)}{dy} + \alpha e^{-\alpha y} u_{in}(y) + e^{\alpha y} \frac{dp_{in}(y)}{dy} + \left[ e^{a y} + \frac{1}{C_0} \right] \rho_{in}(y) = 0 \quad ,
\]

\[
\frac{1}{2} \frac{dv_{cn}(y)}{dy} + j \frac{4C_0 QC}{[1 - 2C_0 \sqrt{QC}]^2} \frac{1}{(1 + C_0 b)} \rho_{in}(y) = \left[ \frac{1}{C_0} + \alpha e^{\alpha y} \right] u_{in}(y) + e^{\alpha y} \frac{du_{in}(y)}{dy} \quad .
\]

The solution of these equations is discussed in detail in Appendix B.2. The results are presented here in Figs. 3.39 through 3.43.

Here again it is seen that for weak tapers the start-oscillation current tends to decrease, however, after a certain strength of taper the
FIG. 3.39 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR AN EXPONENTIAL VOLTAGE GRADIENT. ($C = 0.05$, $QC = 0$, $d = 0$)
FIG. 3.40  \( \frac{\text{CN}_{b,1}}{\text{CN}_{b,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) vs. \( \alpha \) for an exponential voltage gradient.  \( (c = 0.05, qC = 0, d = 0) \)
FIG. 3.41  $\frac{\text{CH}_{s,1}}{\text{CH}_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ vs. $\alpha$ for an exponential voltage gradient. ($c = 0.05$, $q_0 = 0$, $a = 0$)
FIG. 3.42 \( CH_{s,1}/CH_{s,0}, I_{s,1}/I_{s,0}, b_{1}/b_{0} \) VS. \( \alpha \) FOR AN EXPONENTIAL VOLTAGE GRADIENT. (\( c = 0.05, QC = 0.2, d = 0 \))
FIG. 3.43 $\frac{C_{Ns,1}}{C_{Ns,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $\alpha$ FOR AN EXPONENTIAL VOLTAGE GRADIENT. ($C = 0.05$, $QC = 0.2$, $d = 0$)
oscillation currents start to increase very rapidly and a "no oscillation" region sets in.

3.5.8 Summary of the Effect of Voltage-Gradients on the Start-Oscillation Conditions. It has been shown that the start-oscillation current in a backward-wave oscillator whose beam potential is non-uniform can be lower than one with a uniform potential if both are to oscillate at the same frequency and are of the same length. This was found to be the case for weak gradients. The kind of gradient is not critical, but the strength of the gradient is certainly significant. It has been found that for the kinds of gradients investigated above, the start-oscillation current starts to increase very rapidly when a certain strength of gradient is reached. For those cases a "no oscillation" region sets in when the gradient becomes stronger than a certain value. This suggests that the voltage gradient can be chosen to either decrease the start-oscillation current or to suppress backward-wave oscillations in forward-wave amplifiers.

It is worthy to note here that some experimental results obtained at Stanford on a linear voltage gradient agree qualitatively with those obtained here. Figure 2, page 42 of that report shows a slight decrease in the start-oscillation current for a weak gradient and rapid increase in the oscillation current when the gradient is made stronger.

3.5.9 Sinusoidal Beam Potential Variation. In this section the effect of a sinusoidally varying beam potential on the start-oscillation conditions is investigated. It was mentioned earlier that this type of beam potential variation is inherent in the operation of electrostatically focused backward-wave oscillators. Here then, the circuit phase
velocity is assumed constant and the beam potential varies as a function of distance along the tube as follows:

\[ V_0 = V_{\infty} \left( 1 - A \cos \frac{2\pi z}{L} \right), \quad (3.91) \]

where \( L \) = the length of the focusing period.

We can express Eq. 3.91 in terms of the normalized coordinate \( y \) as follows:

\[ V_0 = V_{\infty} \left[ 1 - A \cos \frac{2\pi y}{y_{\infty}} \right] \quad (3.92) \]

or

\[ V_0 = V_{\infty} \left[ 1 - A \cos \alpha y \right], \quad (3.93) \]

where

\[ \alpha = \frac{2\pi N_{d-c}}{y_{\infty}} \]

and \( N_{d-c} \) = the number of d-c focusing periods in the tube.

\( \xi(y) \) and \( \xi'(y) \) in Eqs. 3.42 through 3.44 then become,

\[ \xi(y) = 1, \quad (3.94) \]

\[ \xi'(y) = [1 - A \cos \alpha y]. \quad (3.95) \]

Substituting the above values of \( \xi(y) \) and \( \xi'(y) \) in Eqs. 3.42 through 3.44 results in the following set of equations:

\[
\frac{d^2V_{\text{cn}}(y)}{dy^2} + \left( \frac{1 + C_0 b}{C_0} \right)^2 V_{\text{cn}}(y) - j2 \frac{1}{C_0} (1 + C_0 b)^2 V_{\text{cn}}(y) = \left[ 4C_0 (1 + C_0 b) - j8C_0^2 d(1 + C_0 b) \right] \rho_{\text{in}}(y), \quad (3.96)
\]
\[
\frac{1}{[1 - A \cos \alpha y]^{1/2}} \frac{du_{in}(y)}{dy} - \frac{\alpha A}{2} \frac{\sin \alpha y}{[1 - A \cos \alpha y]^{3/2}} u_{in}(y) + [1 - A \cos \alpha y]^{1/2} \frac{d\rho_{in}(y)}{dy}
\]

\[
+ \left[ \frac{\alpha A \sin \alpha y}{2[1 - A \cos \alpha y]^{1/2}} + \frac{1}{C_o} \right] \rho_{in}(y) = 0 , (3.97)
\]

\[
\frac{1}{2} \frac{dv_{cn}(y)}{dy} + \frac{4C_o QC}{[1 - 2C_o \sqrt{QC}]^2} \frac{1}{(1 + C_o b)} \rho_{in}(y)
\]

\[
= \left[ \frac{1}{C_o} + \frac{\alpha A \sin \alpha y}{2[1 - A \cos \alpha y]^{1/2}} \right] u_{in}(y)
\]

\[
+ [1 - A \cos \alpha y]^{1/2} \frac{du_{in}(y)}{dy} . (3.98)
\]

The solution of the above equations is discussed in detail in Appendix B.2. The results are presented here in Figs. 3.44 through 3.53. In these figures the start-oscillation conditions in the nonuniform oscillator are compared to those of a uniform one for different values of \( \alpha \), which is a measure of the number of d-c focusing periods. These conditions are plotted as a function of \( A \) which is a measure of the deviation from the uniform potential.

It can be seen from the figures that the average potential in the two cases is the same. The start-oscillation current increases when either \( \alpha \) or \( A \) is increased. However, in most of the cases that were investigated the increase is slight. Another way of interpreting these results which are mentioned earlier, is outlined below.
FIG. 3-44 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $A$ FOR A SINUSOIDAL BEAM POTENTIAL VARIATION. ($C = 0.05$, $QC = 0$, $d = 0$)
FIG. 3.45 \( \frac{CN_{s,1}}{CN_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) VS. \( A \) FOR A SINUSOIDAL BEAM POTENTIAL VARIATION. \( (C = 0.05, QC = 0, d = 0) \)
FIG. 3.46 \( \frac{CN_{s,1}}{CN_{s,0}} \), \( \frac{I_{s,1}}{I_{s,0}} \), \( \frac{b_1}{b_0} \) VS. A FOR A SINUSOIDAL BEAM

POTENTIAL VARIATION. \((\alpha = 0.05, \gamma = 0, d = 0)\)
FIG. 3.47 \( \frac{CN_{s,1}}{CN_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) VS. \( a \) FOR A SINUSOIDAL BEAM POTENTIAL VARIATION. \( (c = 0.05, q_0 = 0.2, d = 0) \)
FIG. 3.48 $\frac{CN_{b,1}}{CN_{b,0}}$, $\frac{I_{b,1}}{I_{b,0}}$, $\frac{b_1}{b_0}$ vs. $a$ for a sinusoidal beam potential variation. ($c = 0.05$, $qc = 0.2$, $d = 0$)
FIG. 3.49 \( \frac{C_{N_{s,1}}}{C_{N_{s,o}}} \), \( \frac{I_{s,1}}{I_{s,o}} \), \( \frac{b_1}{b_o} \) VS. A FOR A SINUSOIDAL \\
BEAM POTENTIAL VARIATION. \( (C = 0.05, Q_C = 0.2, d = 0) \)
Fig. 3.50 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ vs. $A$ for a sinusoidal beam potential variation. ($c = 0.05$, $QC = 0.5$, $d = 0$)
FIG. 3.51 \( \frac{C_{N_{1}}}{C_{N_{2}}}, \frac{I_{s_{1}}}{I_{s_{2}}}, \frac{b_{1}}{b_{2}} \text{ vs. } A \) FOR A SINUSOIDAL BEAM POTENTIAL VARIATION. (C = 0.05, QC = 0.5, d = 0)
FIG. 3.52 $\frac{CN_{s,1}}{CN_{s,0}}$, $\frac{I_{s,1}}{I_{s,0}}$, $\frac{b_1}{b_0}$ VS. $A$ FOR A SINUSOIDAL BEAM POTENTIAL VARIATION. ($c = 0.05$, $Qc = 0.5$, $d = 0$)
FIG. 3.53 \( \frac{CN_{s,1}}{CN_{s,0}}, \frac{I_{s,1}}{I_{s,0}}, \frac{b_1}{b_0} \) vs. \( A \) for a sinusoidal beam potential variation. \( (C = 0.05, QC = 0.5, d = 0) \)
Since the average beam potential is the same in both tubes, then holding $C_0$ constant means the start-oscillation current is the same in both of them. The start-oscillation length can then be compared as,

$$\frac{z_1}{z_0} = \frac{y_1}{y_0} = \frac{CN_{S,1}}{CN_{S,0}}. $$ \hspace{1cm} (3.99)

$CN_{S,1}/CN_{S,0}$ is plotted in the figures. It is seen that for the wide range of cases considered here the increase in the start-oscillation length is slight.
CHAPTER IV. EFFICIENCY OF NONUNIFORM BACKWARD-WAVE OSCILLATORS

4.1 Introduction

In the last two chapters the start-oscillation conditions were determined by employing a linear theory which is valid up to start oscillation. This was valid, since up to start oscillation the r-f signal levels are very small and thus products of a-c quantities could be neglected. Also the hydrodynamical equation of flow was employed which is valid up to start oscillation because the spread in electron velocities up to this point is small compared to the d-c velocity so that all electrons passing a given point can be assumed to have the same velocity.

In an operating* backward-wave oscillator, however, where the r-f fields are appreciable, a nonlinear analysis of the device becomes essential since it is the nonlinearities that ultimately determine the output levels and operating frequency. Due to the severe bunching effects shown theoretically by Sedin\(^1\) and experimentally by Gewartowski\(^2\) the hydrodynamical equation of flow becomes invalid since the spread in electron velocities now becomes appreciable and the possibility of electron trajectory crossing becomes more likely. Thus a nonlinear analysis employing a Lagrangian formulation must be utilized in order to study the characteristics of an operating tube. Rowe\(^3\) and Sedin\(^1\) have utilized such an analysis to study the characteristics of a uniform backward-wave oscillator. In this chapter Rowe's\(^3\) equations are

* An operating backward-wave oscillator is one which is operating at currents well above the start-oscillation current.
modified to accommodate a nonuniformity in the circuit phase velocity or the beam potential. The resulting set of nonlinear integro-differential equations are then solved on a digital computer.

4.2 Nonlinear Large-Signal Equations

In the following paragraphs the equations describing the behavior of an operating backward-wave oscillator are derived. The following simplifying assumptions, which aid the treatment of the interaction problem but do not essentially limit the applicability of these equations to a practical situation, are introduced.

1. The problem is restricted to one dimension. Thus the r-f fields are assumed to be uniform in the transverse plane, and no density variations exist within the stream. There is no lateral motion of electrons under these conditions and hence no scalloping of the beam boundary. Such a case is essentially true in a backward-wave oscillator where a thin hollow stream is employed and a strong d-c focusing magnetic field colinear with the stream is employed.

2. The electrons are assumed to enter the slow-wave structure at the same velocity. That is, thermal velocity distribution of the electrons is neglected.

3. The electron velocities are assumed to be very small compared to the velocity of light. Thus nonrelativistic equations are employed. Therefore the magnetic field generated by the electron's own motion is negligible. The effect of the magnetic vector potential can also be neglected and the equations of electrostatics are applicable.

4. The field interaction problem which is actually present here is represented by an equivalent lumped-constant transmission-line model. The inductance and capacitance per unit length of the line are chosen to
match the wave phase velocity and the longitudinal electric field acting on the electrons for the pertinent slow-wave structure to be employed. This is essentially true for a single mode of a structure where the phase velocity is very small compared to the velocity of light. This also adds flexibility to the equations in that it makes the theory more general and applicable to any structure.

With the above assumptions we now proceed to the development of the basic equations.

4.3 The Circuit Equation of a Nonuniform Transmission Line in the Presence of the Stream

This equation has been derived in Section 3.2.1 and is written below for convenience,

\[
\frac{\partial^2 V_c(z,t)}{\partial z^2} - \frac{1}{v_o^2(z)} \frac{\partial^2 V_c(z,t)}{\partial t^2} - \left[ \frac{1}{Z_o(z)} \frac{dz_o(z)}{dz} \right] \frac{\partial V_c(z,t)}{\partial t} - \frac{2\omega_c(z)d(z)}{v_o^2(z)} \frac{\partial V_c(z,t)}{\partial t} - \frac{1}{v_o(z)} \frac{d\nu_o(z)}{dz} \left[ \frac{\partial^2 \rho(z,t)}{\partial t^2} + 2\omega_c(z)d(z) \frac{\partial \rho(z,t)}{\partial t} \right] (4.1)
\]

whenever a double sign appears, the top one refers to the forward-wave amplifier and the lower one to the backward-wave oscillator. The quantities appearing in the above equations have already been defined in Section 3.2.1 and will not be repeated here. A similar equation has also been employed by Meeker and Rowe in the forward-wave amplifier study.
4.4 The Force Equation

With the assumptions introduced in Section 4.2 the newton force equation can be written as,

\[
\frac{d^2 z}{dt^2} = -|\eta| \left[ E_c(z,t) + E_{sc_1}(z,t) + E_{d-c}(z) \right] \tag{4.2a}
\]

\[
= |\eta| \left[ \frac{\partial V_c(z,t)}{\partial z} + \frac{\partial V_{sc_1}(z,t)}{\partial z} + \frac{\partial V_{d-c}(z)}{\partial z} \right], \tag{4.2b}
\]

where

\( \eta \) = the charge-to-mass ratio of an electron, coul./kg.,

\( E_c(z,t) = -\frac{\partial V_c(z,t)}{\partial z} \) = the r-f circuit field intensity, volts/m,

\( E_{sc_1}(z,t) = -\frac{\partial V_{sc_1}(z,t)}{\partial z} \) = the space-charge field intensity, volts/m,

\( E_{d-c}(z) = -\frac{\partial V_{d-c}(z)}{\partial z} \) = the d-c field, volts/m, and is a measure of the nonuniformity of the d-c beam potential.

4.5 Lagrangian Formulation

4.5.1 Large-Signal Independent Variables and Normalized Coordinates. In the large-signal operation of the backward-wave oscillator, the electron spread will be appreciable and thus electron groups will have different velocities at different points along the tube. This may lead to electron trajectory crossings, i.e., electrons which enter the tube later overtake those that entered earlier. It is then necessary to introduce a set of independent variables suited to following the individual electron groups along the tube. This is achieved by introducing a new coordinate which is essentially a tag designating, for each electron group, the time at which such a group enters the tube, i.e., \( t_{01} \).
$t_{o2}, ..., t_{oj}$ are the different times at which electron groups 1, 2, ..., $j$ enter the tube. This coordinate system was outlined by Rowe$^{35}$ where it was employed to describe the behavior of traveling-wave amplifiers. The large-signal variables are illustrated in Fig. 4.1a where four flight-line diagrams are shown. The dashed line represents a fictitious reference trajectory of an electron starting at zero time and position and moving through the tube with constant velocity $u_0$. Since, as was mentioned above, due to large-signal interactions all electron groups are either speeded up or slowed down and thus acquire different velocities, the velocities of the different electron groups are defined at any position as,

$$\frac{dx}{dt} \bigg|_{z,t_{oj}} = u_0 [1 + 2 C_0 u(z, t_{oj})], \quad (4.3)$$

where $u_0$ = the d-c electron velocity at the entrance to the tube, m/sec. and $2 C_0 u(z, t_{oj}) u_0$ = the change in velocity of the $j$th electron due to any of the three forces acting on it; namely, the r-f circuit field, the d-c gradient, and the coulomb forces of the other electrons.

The cold circuit phase velocity which is now a function of distance is defined as follows:

$$v_0(z) = \frac{u_0}{1 + C_0 b(z)}, \quad (4.4)$$

and it is obvious that any nonuniformity in the cold circuit phase velocity can be introduced through $b(z)$.

The actual wave phase velocity is defined as,
FIG. 4.1 LARGE-SIGNAL FLIGHT-LINE DIAGRAMS.
\[
\nu(z) \triangleq \frac{u_0}{\left[1 - \frac{d\Theta(z)}{d(z)}\right]},
\]

(4.5)

where \(\Theta(z)\) is the phase lag of the actual r-f wave behind the fictitious reference wave propagating at velocity \(u_0\).

Let us now introduce the following normalized variables,

\[
y \triangleq \beta_e C_0 z = \frac{\omega}{u_0} C_0 z = 2\pi C_0 N
\]

(4.6)

which is a normalized distance, where \(N\) = the number of stream wavelengths, and

\[
\varphi_{oj} \triangleq \omega t_{oj}
\]

(4.7)

which is a time-phase of entry.

The newly evolved phase plane is shown in Fig. 4.1b, where the flight lines behave the same as in Fig. 4.1a except for the scale changes.

4.5.2 Large-Signal Dependent Variables. The large-signal dependent variables now then become, \(\Theta(y)\) which is the phase lag of the actual r-f wave behind the fictitious reference wave propagating at velocity \(u_0\), and the set of \(\varphi(y, \varphi_{oj})\)'s which specify the phases of the j electrons per r-f cycle relative to the actual wave at position \(y\). Later in the development of the equations a wave solution is assumed and \(\varphi\) will then mean simply the phase of the traveling wave at any point, referred to a reference phase of the wave which is the phase at \(z = 0\) and \(t = 0\). Meanwhile, a basic relationship among the variables can be written down by referring to Fig. 4.1b and summing the phase angles at any fixed distance, \(y_1\). This is,
4.6 Development of the Working Equations

In this section the working equations are developed in a form which is convenient for solution on a digital computer. Since these equations are very similar to the large-signal forward-wave amplifier equations which have been developed in detail in the literature, except for a change in the impedance sign, the development here will be very brief.

4.6.1 Phase Equation. The phase equation is actually a set of equations relating the change of phase of each electron to the electron's velocity and the actual traveling-wave phase velocity. There are as many equations as the number of chosen electron groups per wavelength. It can be written as follows:

\[ \frac{\partial \Phi(y, \Phi_{0j})}{\partial y} + \frac{d \theta(y)}{dy} = \frac{2\mu(y, \Phi_{0j})}{1 + 2C_{0}u(y, \Phi_{0j})} \quad (4.9) \]

4.6.2 Circuit Equation. Since in this case the periodicity of the transmission system is a function of distance along it, a wave-type solution of the following form is assumed,

\[ V_{c}(z,t) = Re \left\{ V(z) \exp \left[ j \left( \omega t - \int_{0}^{z} \beta(z) \, dz \right) \right] \right\} \]

\[ = V(z) \cos \left( \omega t - \int_{0}^{z} \beta(z) \, dz \right) \]

\[ = V(z) \cos \left( -\Phi(z,t) \right) \quad (4.10) \]
where

\[ \varphi(z,t) = \omega t - \int_0^z \beta(z) \, dz \quad (4.11) \]

Here \(-\varphi\) represents the phase angle of the wave relative to a reference phase of the wave which is the phase angle at \(z = 0\) and \(t = 0\).

Substituting the value of \(V_c(z,t)\) from Eq. 4.10 into Eq. 4.1 and arranging results in,

\[
\cos(-\varphi) \left[ \frac{d^2 \tilde{V}(z)}{dz^2} - \beta^2(z) \tilde{V}(z) + \frac{\omega^2}{\nu_0^2(z)} \tilde{V}(z) \right]
- \frac{d}{dz} \ln \frac{Z_o(z)}{\nu_0(z)} \frac{d \tilde{V}(z)}{dz}
+ \sin(-\varphi) \left[ 2 \beta(z) \frac{d \tilde{V}(z)}{dz} \right]
+ \tilde{V}(z) \frac{d \beta(z)}{dz} - \frac{d}{dz} \ln \frac{Z_o(z)}{\nu_0(z)} \tilde{V}(z) \beta(z)
+ \frac{2 \omega^2 C_o \frac{d(z)}{\nu_0^2(z)} \tilde{V}(z)}{\nu_0(z)}
= \frac{d^2 \tilde{V}(z,t)}{dt^2}
+ 2 \omega C_o(z) \frac{d(z)}{\nu_0(z)} \frac{d \tilde{p}(z,t)}{dt} \quad (4.12)
\]

The space-charge density \(\rho(z,t)\) is next expanded in a Fourier series in the phase dimension as follows:

\[
\rho(z,t) = \sum_{n=1}^{\infty} A_n \cos n(-\varphi) + B_n \sin n(-\varphi) \quad (4.13)
\]
where

\[ n(-\varphi) = \mu n t - \int_{0}^{z} n\beta(z) \, dz , \quad (4.14) \]

\[ A_n = \frac{1}{\pi} \int_{0}^{2\pi} \rho(z,t) \cos n(-\varphi) \, d\varphi , \quad (4.15) \]

\[ B_n = \frac{1}{\pi} \int_{0}^{2\pi} \rho(z,t) \sin n(-\varphi) \, d\varphi . \quad (4.16) \]

The above expansion is equivalent to a frequency expansion which expresses the harmonic content of a bunched beam. It is assumed here that the induced voltage on the circuit is limited to the fundamental frequency, so that \( \rho(z,t) \) on the right-hand side of Eq. 4.12 becomes just,

\[ \rho(z,t) = A_1 \cos(-\varphi) + B_1 \sin(-\varphi) , \quad (4.17) \]

where \( A_1 \) and \( B_1 \) are given by Eqs. 4.15 and 4.16.

Substituting Eq. 4.17 into 4.12 and equating the coefficients of \( \sin(-\varphi) \) and \( \cos(-\varphi) \) on both sides of the equation results in the following two equations:

\[
\frac{d^2V(z)}{dz^2} - V(z) \left[ \beta^2(z) - \frac{\omega^2}{v_0^2(z)} \right] - \frac{d}{dz} \ln \frac{Z_o(z)}{v_0(z)} \frac{dV(z)}{dz} = \frac{Z_0(z)}{v_0(z)} \omega^2 \frac{1}{x} \int_{0}^{2\pi} \rho[z,\varphi(z,t)] \cos(-\varphi) \, d\varphi
\]

\[
\frac{\omega^2 C_0(z) d(z)}{v_0(z)} \frac{Z_0(z)}{v_0(z)} \frac{1}{x} \int_{0}^{2\pi} \rho[z,\varphi(z,t)] \sin(-\varphi) \, d\varphi . \quad (4.18)
\]
The space-charge density must now be expressed in terms of the Lagrangian variables. This can be achieved by considering the conservation of charge so that the following expression can be written down,

\[ \rho(z,t) \, dz = \rho(0,0) \, dz_o = \frac{I_o}{u_o} \, dz_o , \quad (4.20) \]

where \( I_o \) is a negative quantity defined as \( I_o = \rho(0,0)u_o \). Introducing the normalized and Lagrangian variables into the above equations results in

\[ \rho(z,t) = \rho(y,\varphi) = \frac{I_o}{u_o} \frac{d\varphi}{[1+2C_0u(y,\varphi)]} . \quad (4.21) \]

The following quantity is now defined,

\[ A(y) \triangleq \frac{C_o \, V(y)}{I_o Z_o} . \quad (4.22) \]

With this definition the ratio of the r-f power at any point \( y \) to the stream d-c power can now be expressed approximately as \( 3^4 \),

\[ \frac{\text{Ratio of r-f power}}{\text{d-c power}} = 2 \, C_o \, A^2(y) . \quad (4.23) \]
Substituting Eqs. 4.21 and 4.22 in Eqs. 4.18 and 4.19 and introducing the normalised variables we finally obtain the following two circuit
working equations,

\[
\frac{d^2 A(y)}{dy^2} - A(y) \left[ \frac{1}{c_o} - \frac{d \theta(y)}{dy} \right]^2 - \left( \frac{1 + c_o b(y)}{c_o} \right)^2 \right] - \frac{dA(y)}{dy}
\]

\[
\left[ \frac{d}{dy} \ln \frac{Z(y)}{Z_o} + \frac{c_o}{1 + c_o b(y)} \frac{db(y)}{dy} \right] = \mp \left( \frac{Z(y)}{Z_o} \right) \frac{1 + c_o b(y)}{\pi c_o}
\]

\[
\left[ \int_0^{2\pi} \cos \varphi(y, \theta_0') d\theta_0' \right] + 2 c_o d(y) \int_0^{2\pi} \sin \varphi(y, \theta_0', \theta_0') d\theta_0' \right] = \left( \frac{Z(y)}{Z_o} \right) \frac{1 + c_o b(y)}{\pi c_o}
\]

Wherever a double sign appears in the above equations the top one refers to the forward-wave amplifier and the lower one to the backward-wave oscillator.
4.6.3 The Force Equation. The development of the force equation is straightforward. The form of the space-charge field employed here is that derived by Rowe\textsuperscript{34}. In this method the force on a particular electron due to all other electrons was calculated under the assumption that all electrons were at a position \( y \) but each had a different phase. This method is consistent with the manner in which the problem was integrated, and the equivalence of this method to that employed by Tien\textsuperscript{36} has been illustrated by Rowe\textsuperscript{37} in another paper. In that paper good agreement was obtained between the nonlinear TWA performance using the above method and Tien's method. Both authors essentially utilize the electron distribution in time in place of the actual space distribution.

Substituting the normalized variables and Lagrangian coordinates in the force equation (Eq. 4.2) results in,

\[
\frac{\partial u(y, \varphi_{0j})}{\partial y} = \left[ -A(y) \left( 1 - C_o \frac{d\varphi(y)}{dy} \right) \sin \varphi(y, \varphi_{0j}) \right. \\
+ C_o \frac{dA(y)}{dy} \cos \varphi(y, \varphi_{0j}) \left. \right] = C_o \frac{dA_{dc}(y)}{dy} \\
+ \frac{1}{1+C_o b_0(y)} \left( \frac{\omega_0^2}{\omega_c^2} \right)^2 2\pi f(\varphi(y, \varphi_{0j}) - \varphi_{0k}) \frac{d\varphi}{dy} \\
= \frac{2\pi f(\varphi(y, \varphi_{0j}) - \varphi_{0k})}{1+2C_0u(y, \varphi_{0k})} . \tag{4.26}
\]

The following definitions have been employed in the above equations,

\( v_0(y) = \) cold circuit phase velocity,
\( v(y) = \) actual phase velocity,
\[ \frac{u_o}{v_o(y)} = 1 + C_0 b(y) , \]
\[ \frac{u_o}{v(y)} = 1 - C_0 \frac{d\theta(y)}{dy} . \]

and \( A_{d-c}(y) = C_0 V_{d-c}(y)/I_0 Z_0. \)

4.7 Discussion of the Working Equations and Boundary Conditions

In the development of the above equations a single-wave solution was assumed. For this to hold exactly the transmission-line characteristic impedance must be uniform. However, if the nonuniformity varies very slowly with distance, which is the case here, the above wave solution is approximately correct. Also the characteristic impedance of the transmission line was replaced by the interaction impedance. This is a good approximation for slow waves. For slow waves the two impedances are related as follows:\(^3\):

\[ Z_{\text{int.}} = \left[ 1 - \left( \frac{V}{c} \right)^2 \right] Z_0 . \quad (4.27) \]

The independent variables in the above equations are \( y \) and \( \varphi_{o_j} \). The dependent variables are \( A(y), \varphi(y, \varphi_{o_j}) \) and \( u(y, \varphi_{o_j}) \). The boundary conditions can now be represented as follows:

1. The electrons are assumed to enter the interaction region with no modulation (unless the beam is prebunched). This results in

\[ u(0, \varphi_{o_j}) = 0 . \quad (4.28) \]

2. The initial phases of the entering particles are uniformly spaced. This yields
\[ \varphi_{o} = \frac{2\pi i}{n}, \]  

(4.29)

where \( n \) is the total number of electron groups chosen per r-f cycle.

The value of \( n \) chosen in later computations is 32.

3. \( \theta(0) = 0. \)

4. \( A(0) \) is arbitrarily chosen and a trial and error procedure is employed to find the correct \( A(0) \) for different operating conditions.

5. The boundary conditions \( \frac{dA(y)}{dy} \bigg|_{y=0} \) and \( \frac{d\theta(y)}{dy} \bigg|_{y=0} \) can be easily obtained by considering Eq. 3.2, namely,

\[ \frac{dV_{c}(z,t)}{dz} = -L(z) \frac{dI_{c}(z,t)}{dt} - I_{c} R(z). \]  

(4.30)

The characteristic impedance of the line \( Z \) at \( z = 0 \) can be expressed as,

\[ Z_{o} = \frac{V_{c}(0)}{I_{c}(0)}. \]  

(4.31)

Equation 4.30 can then be expressed as follows,

\[ \frac{dV_{c}(z,t)}{dz} \bigg|_{z=0} = -V_{c}(0) \left[ j \frac{\omega}{\nu_{o}(0)} - \frac{2\pi c d(0)}{\nu_{o}(0)} \right]. \]  

(4.32)

However, from Eq. 4.10 we have,

\[ V_{c}(z,t) = \overline{V}(z) \cos[\varphi(z,t)]. \]  

(4.33)

By differentiating Eq. 4.33 with respect to \( z \) and evaluating it at \( z = 0 \), we get,

\[ \frac{dV_{c}(z,t)}{dt} \bigg|_{z=0} = -j V_{c}(0) \beta(0) \cos(-\varphi) + \frac{d\overline{V}(z)}{dz} \bigg|_{z=0} \cos(-\varphi). \]  

(4.34)
Equating the real and imaginary parts of Eqs. 4.32 and 4.34 gives

\[ \beta(0) = \frac{\omega}{v_o(0)} = \beta_o(0) \]  \hspace{1cm} (4.35)

and

\[ \frac{dV(z)}{dz} \bigg|_{z=0} = 2 \beta_o(0)c_o d(0) v_c(0) \]  \hspace{1cm} (4.36)

dividing Eq. 4.35 by \( \beta_e \) yields

\[ \frac{\beta(0)}{\beta_e} = 1 - c_o \frac{d\theta}{dy} \bigg|_{y=0} = \frac{\beta_o(0)}{\beta_e} = 1 + c_o b(0) \]  \hspace{1cm} (4.37)

and thus

\[ \frac{d\theta}{dy} \bigg|_{y=0} = -b(0) \]  \hspace{1cm} (4.38)

Introducing the normalized variable \( y \) into Eq. 4.36 results in,

\[ \frac{dA(y)}{dy} \bigg|_{y=0} = 2[1+c_o b(0)] d(0) A(0) \]  \hspace{1cm} (4.39)

where as mentioned above \( A(0) \) is arbitrary.

The working equations have been programmed on a digital computer and solved for different operating parameters. A detailed discussion of the solution of these equations on the digital computer can be found in the literature and will not be included here.

4.8 Phase Focusing in O-Type Backward-Wave Devices

The idea of phase focusing has been successfully applied to the forward-wave amplifier. There a considerable enhancement in the
efficiency of the device was obtained. Since the operation of "0-type" forward and backward devices is similar in several respects, the application of phase focusing to backward-wave devices is investigated here.

An understanding of phase focusing in backward-wave devices is facilitated by examining the phase and velocity of the electron groups at different positions along the tube. It should be recalled that the output in a backward-wave device is at $y = 0$. Figures 4.2 and 4.3 illustrate the velocity versus phase for the different electron groups (32 in total) in a uniform tube, and a tapered tube respectively. A plot of the r-f amplitudes as a function of normalized distance $y$ is shown in Fig. 4.4. It can be seen from Fig. 4.2 that the electrons all start out with the same velocity $u_0$ and the phases at $y = 0$ are uniformly distributed over the period of the r-f cycle so that at $y = 0$, $\phi_{0j} = 2\pi j/n$, where $n$ is the total number of electron groups chosen. It is thus seen that at $y = 0$, half of the electron groups are in a decelerating phase and the other half in an accelerating phase. The velocity versus phase diagram also shows that at points farther down the tube more electrons are in the decelerating than the accelerating phase and on the average more electrons are decelerated and thus kinetic energy is converted into r-f energy. However at a certain $y$ position the electron groups start to slip back into the accelerating phase and thus on the average the electrons start to gain energy from the r-f wave. Up to this point the r-f field is decreasing with distance (see Fig. 4.4) but it starts to increase with distance when more electron groups are present in the accelerating phase than the decelerating phase. This situation can be alleviated somewhat by trying to keep the electrons in a favorable decelerating phase and thus extract more energy from them.
FIG. 4.2 $(1 + 2c)$ vs. $\phi$ at different $y$ positions for a uniform tube. $(c = 0.05, b = 1.625, Qc = 0)$
FIG. 4.3 \((1 + 2C_u)\) VS. \(\phi\) AT DIFFERENT \(y\) POSITIONS FOR A TAPERED TUBE; TAPER STARTS AT \(y = 1.7\).

\((c = 0.05, b = 1.625, QC = 0)\)
FIG. 4.4 $A(y)$ VS. $y$ FOR UNIFORM AND TAPERED TUBES. TAPER STARTS AT $y = 1.7$. ($c = 0.05, b_o = 1.625$, $Qc = 0$)
This can be achieved by either of two methods\(^1\), the first employs a circuit phase velocity taper and the other a d-c voltage gradient. Figure 4.3 illustrates the phase-focusing criteria using a circuit phase velocity taper. This figure is similar to Fig. 4.2 for a uniform tube, but it is seen here that the electrons are kept in a favorable decelerating phase and thus more kinetic energy is extracted from the beam. The normalized r-f voltage amplitude is plotted as a function of \(y\) for the two cases in Fig. 4.4. The input r-f power in each case would correspond to the minimum value of \(A(y)\) and the output r-f power correspond to the value of \(A(y)\) at \(y = 0\). The efficiency \(\eta\) can be expressed as

\[
\eta = 2 C_0 [A^2(0) - A^2_{\text{min}}(y)] . 
\]

(4.40)

Since a circuit phase velocity taper is more practical and much easier to achieve than a d-c gradient it is considered in detail in the following section.

4.9 Circuit Phase Velocity Tapers for Phase Focusing

By examining the velocity versus phase diagrams of Figs. 4.2 and 4.3 it can be appreciated that due to the difference of phase of the electron groups, a certain circuit phase velocity taper which is applied to keep a certain group of electrons in a favorable phase might tend to defocus other electron groups. Had it not been for the difference in phase among the electron groups, i.e., if all the electron groups were at one phase angle relative to the r-f wave, then a circuit velocity taper can be developed to keep the electron group at this phase angle and thus extract all the kinetic energy from it. Since at some point down the tube the electron beam becomes "bunched" and the spread in phase is not as great as it is at the beginning of the tube, the velocity taper should
be applied at some point down the tube at which the phase difference among electrons is smallest.

In order to obtain some guideline as to what form the circuit taper must take, a hypothetical situation where all the electron groups are assumed to have the same phase with respect to the r-f wave and the same velocity is assumed. This of course results in one "big" electron at a certain phase angle $\Theta_f$. This kind of approximation is referred to as the "hard-kernel-bunch" approximation which was employed by Meeker and Rowe\textsuperscript{14} for phase focusing in forward-wave amplifiers. Under this approximation circuit phase velocity tapers can be developed which keep this "big" electron in a favorable phase and thus extract all the kinetic energy from it. These approximate velocity tapers can then be applied to realistic situations where the electron phases and velocities are different, but with their weighted average phase and velocity corresponding to that of the "big" electron.

4.9.1 Circuit Phase Velocity Tapers Under Hard-Kernel-Bunch Approximation. Under this approximation the phase Eq. 4.9, and the force Eq. 4.26, equations which are actually a set of equations containing as many equations each as the number of electron groups chosen, now reduce to one equation each.

Since the electron phase angle $\Theta_f$ is now forced to stay constant along the tube, the phase equation reduces to,

$$\frac{d\Theta(y)}{dy} = \frac{2 u(y, \Theta_f)}{1 + 2 C_0 u(y, \Theta_f)} \quad \text{E}(4.41)$$

Equation 4.41 can be easily transformed into the following form,
\[ \frac{u_0}{1 - C_0 \frac{d\theta(y)}{dy}} = u_0 \left[ 1 + 2 C_0 u(y, \Phi_f) \right], \quad (4.42) \]

which actually says that in order to keep the electron at a constant phase, the electron velocity and the actual wave phase velocity must be equal; a result which is intuitively obvious.

The following quantities are now defined:

\[ x(y) \triangleq \left[ 1 + 2 C_0 u(y, \Phi_f) \right] \quad (4.43) \]

and

\[ q(y) \triangleq \frac{v_0(y)}{u_0} = \frac{1}{1 + C_0 b(y)}, \quad (4.44) \]

Neglecting space-charge effects and the d-c gradient and utilizing Eqs. 4.42 through 4.44, the force equation reduces to

\[ \frac{dx(y)}{dy} = - \frac{2 C_0 A(y)}{x^2(y)} \sin \Phi_f + \frac{2 C_0^2}{x(y)} \frac{dA(y)}{dy} \cos \Phi_f, \quad (4.45) \]

Neglecting circuit loss, the first of the circuit equations, (Eq. A.24) now becomes,
\[
\frac{d^2 A(y)}{d y^2} - A(y) \left[ \left( \frac{1}{C_0} - \frac{d \theta(y)}{d y} \right)^2 - \left( \frac{1 + C_0 b(y)}{C_0} \right)^2 \right]
\]

\[
- \frac{d A(y)}{d y} \left[ \frac{d}{d y} \ln \frac{Z_o(y)}{Z_0} + \frac{C_0}{1 + C_0 b(y)} \frac{d b(y)}{d y} \right]
\]

\[
= \pi \left( \frac{Z_o(y)}{Z_0} \right) \left[ \frac{1 + C_0 b(y)}{\pi C_0 \left[ 1 + 2 C_0 u(y, \varphi_f) \right]} \right] \frac{2\pi}{\pi C_0 \left[ 1 + 2 C_0 u(y, \varphi_f) \right]} \int_0^{2\pi} d\varphi_f^f \quad (4.46)
\]

and the second circuit equation (Eq. 4.25) becomes,

\[
A(y) \left[ \frac{d^2 \theta(y)}{d y^2} - \left( \frac{d \theta(y)}{d y} - \frac{1}{C_0} \right) \left( \frac{d}{d y} \ln \frac{Z_o(y)}{Z_0} \right) \right.
\]

\[
+ \frac{C_0}{1 + C_0 b(y)} \left( \frac{d b(y)}{d y} \right) \left. \right] + 2 \left[ \frac{d \theta(y)}{d y} - \frac{1}{C_0} \right] \frac{d A(y)}{d y}
\]

\[
= \pi \frac{Z_o(y)}{Z_0} \left( \frac{1 + C_0 b(y)}{\pi C_0 \left[ 1 + 2 C_0 u(y, \varphi_f) \right]} \right) \frac{\sin \varphi_f}{\sin \varphi_f} \frac{2\pi}{\pi C_0 \left[ 1 + 2 C_0 u(y, \varphi_f) \right]} \int_0^{2\pi} d\varphi_f^f \quad (4.47)
\]

Whenever a double sign appears the top one refers to a forward-wave amplifier and the bottom one to a backward-wave device.

By employing Eqs. 4.42 through 4.44 and arranging, Eq. 4.46 can be written in the following form,
\[
\frac{d^2 A(y)}{dy^2} - \frac{A(y)}{C_0^2} \left[ \frac{1}{x^2} - \frac{1}{q^2} \right] - \frac{dA(y)}{dy} \left( \frac{d}{dy} \ln \frac{Z_0(y)}{Z_0} - \frac{1}{q(y)} \frac{dq(y)}{dy} \right) = \tau \left( \frac{Z_0(y)}{Z_0} \right) \frac{2 \cos \varphi_r}{C_0 x(y) q(y)} \quad (4.48)
\]

and Eq. 4.47 becomes

\[
\frac{dA(y)}{dy} = \pm \frac{Z(y)}{Z_0} \frac{\sin \varphi_r}{q(y)} + A(y) \left[ \frac{1}{2x(y)} \frac{dx(y)}{dy} + \frac{1}{2} \left( \frac{d}{dy} \ln \frac{Z_0(y)}{Z_0} - \frac{1}{q(y)} \frac{dq(y)}{dy} \right) \right]. \quad (4.49)
\]

Equations 4.45, 4.48 and 4.49 were solved on a digital computer for one representative case where \( Z_0(y) \) was assumed equal to \( Z_0 \) and a value of \( C_0 = 0.05 \) and \( \varphi_r = \pi/2 \) were chosen. The result is shown in Fig. 4.5 where it is compared to the result from an approximate solution for the same parameters. It is seen there that the agreement is excellent. The approximate solution of the above equations follows.

*4.9.2 Approximate Velocity Profiles for Tapered Backward-Wave Oscillators.* In this section the cold circuit phase velocity is assumed to be equal to the actual wave phase velocity which as was shown above is equal to the phase-focused electron velocity. This is a very good approximation for small values of \( C_0 \) which is the usual case in a backward-wave oscillator. This of course makes \( x(y) = q(y) \) in the equations of the preceding section. Under this assumption, and neglecting terms containing \( C_0^2 \) since they will be very small, Eq. 4.45 reduces to,
FIG. 4.5 COMPARISON OF EXACT AND APPROXIMATE SOLUTIONS FOR DETERMINING THE CIRCUIT
PHASE VELOCITY VARIATION FOR A HARD-KERNEL-BUNCH APPROXIMATION.

\( c_o = 0.05, \quad Q_c = 0, \quad d = 0, \quad z_o(y) = z_o, \quad \varphi_r = \pi/2 \)
\[ \frac{dA(y)}{dy} = -2 \frac{C O A(y)}{x^2(y)} \sin \phi_f \]  

(4.50)

and Eq. 4.49 becomes

\[ \frac{dA(y)}{dy} = \pm \frac{Z_o(y)}{Z_0} \frac{\sin \phi_f}{x(y)} + A(y) - \frac{1}{2} \frac{1}{Z_0(y)} \frac{dZ_o(y)}{dy} \]  

(4.51)

From Eq. 4.50 we can write

\[ \frac{\sin \phi_f}{x(y)} = -\frac{1}{2 CO A(y)} x(y) \frac{dx(y)}{dy} \]  

(4.52)

Substituting Eq. 4.52 into 4.51 and arranging results in,

\[ 2 CO \frac{d}{dy} \left[ \frac{Z_o}{Z_0(y)} A^2(y) \right] = \mp \frac{dx^2(y)}{dy} \]  

(4.53)

Integrating Eq. 4.53 gives

\[ 2 CO \frac{Z_o}{Z_0(y)} A^2(y) = \mp x^2(y) + k \]  

(4.54)

where \( k \) is the integration constant. The boundary conditions at \( y = 0 \) are \( A(0) = AO, Z_0(0) = Z_0 \) and \( x(0) = 1 \). Substituting these in Eq. 4.54 we find,

\[ k = 2 CO A^2_O \mp 1 \]  

(4.55)

Substituting in Eq. 4.54 we get

\[ 2 CO \frac{Z_o}{Z_0(y)} A^2(y) = \mp x^2(y) + 2 CO A^2_O \mp 1 \]  

(4.56)
This is essentially a statement of energy conservation. It represents the fact that the r-f power gained is equal to the kinetic power lost by the electron.

Solving for $A(y)$ from Eq. 4.56 we obtain,

$$A(y) = \sqrt{\frac{Z_0(y)}{2C_0Z_0}} [\mp x^2(y) + 2C_0A_0^2 \pm 1]. \quad (4.57)$$

Substituting this value of $A(y)$ in Eq. 4.50 and arranging yields

$$\sqrt{2C_0 \sin \varphi_x} dy = -\frac{x^2(y) dx(y)}{\sqrt{\frac{Z_0(y)}{Z_0} [2C_0A_0^2 \pm 1 \mp x^2(y)]}}. \quad (4.58)$$

When $Z_0(y)$ is specified the above equation can be solved for $x(y)$ which gives the required taper to achieve phase focusing. Since the main concern here is the backward-wave oscillator the solution of the above equation will be obtained for different variations in $Z_0(y)$. Before this is done, however, a few words about velocity tapers in forward-wave amplifiers are in order here.

Meeker and Rowe\textsuperscript{14,38} have derived tapers for forward-wave amplifiers which are specialized to a focusing angle $\varphi_x = 90^\circ$. Equation 4.58 applies to a forward-wave amplifier, with the same assumptions as those of theirs, when the top sign in this equation is considered. It can thus be seen that the above restriction, namely $\varphi_x = 90^\circ$ is not necessary because the tapers can be obtained for any $\varphi_x$ by a slight modification. This modification is the inclusion of $\sin \varphi_x$ in the equation. The only effect this has on the tapers derived by Meeker and Rowe is to change the abscissa scale in their figures from $\sqrt{2C_0} y$ to $\sqrt{2C_0} y \sin \varphi_x$. 
This makes the tapers applicable to any phase focusing angle and thus makes the tapers general.

We now turn to the main concern here which is the backward-wave oscillator. The velocity tapers in this case are obtained for two variations of $Z_0(y)$ as follows:

Case A. **Constant Impedance in the Nonuniform Region.** This case is a good approximation for a tube where a thin hollow beam moving very close to the slow-wave structure is employed. We then have here, $Z_0(y) = Z_0$ and Eq. 4.58 applied to a backward-wave oscillator now becomes,

$$\sqrt{2 C_0} \sin \varphi_f \, dy = - \frac{x^2(y) \, dx(y)}{\sqrt{[2 C_0 A_0^2 - 1 + x^2(y)]}} . \tag{4.59}$$

Integrating Eq. 4.59 we obtain,

$$\sqrt{2 C_0} y \sin \varphi_f = \frac{1}{2} \left[ \sqrt{2 C_0 A_0^2} - x(y) \sqrt{(2 C_0 A_0^2 - 1) + x^2(y)} \right]$$

$$+ \frac{2 C_0 A_0^2 - 1}{2} \left[ \ln \frac{x(y) + \sqrt{2 C_0 A_0^2 - 1 + x^2(y)}}{1 + \sqrt{2 C_0 A_0^2}} \right] . \tag{4.60}$$

$x(y) = q(y)$ is plotted as a function of $\sqrt{2 C_0} y \sin \varphi_f$ for different values of $2 C_0 A_0^2$ in Fig. 4.6.

Case B. **Realistic Impedance Variation.** A realistic impedance variation can be prescribed when the fields for the slow-wave structure are known. For a tape helix which is widely used in backward-wave oscillators, such an impedance variation can be estimated by reference to the paper by Ash
FIG. 4.6 VELOCITY PROFILES BASED UPON A HARD-KERNEL-BUNCH APPROXIMATION; CONSTANT INTERACTION IMPEDANCE IS ASSUMED.
and Watkins. There, the reduction factor, for a hollow beam with mean radius \( r_o \) and small thickness, is given approximately by

\[
R_m = \left[ \frac{I_m(\gamma r_o)}{I_m(\gamma a)} \right]^2
\]

\[ (4.61) \]

where \( m \) refers to the space harmonic under consideration, namely \((-1)\) in this case, and \( a \) is the mean radius of the helix. The ratio of the impedance at a radius \( r_o \) in the tapered section to that at the same radius in the uniform section can be represented as follows:

\[
\frac{Z(r_o)_t}{Z(r_o)_u} = \left[ \frac{I_{-1}(\gamma_{-1} r_o)/I_{-1}(\gamma_{-1} a)}{I_{-1}(\gamma_{-1} u)/I_{-1}(\gamma_{-1} u)} \right]^2.
\]

\[ (4.62) \]

This ratio is plotted in Fig. 4.7 as a function of the ratio of the tapered to the uniform phase velocity. An impedance variation which is equal to \( (v_{p-1t}/v_{p-1u})^2 \) is plotted in the figure and it is seen that such a variation is quite realistic for a tape helix. \( v_p \) is the cold circuit phase velocity.

With such an impedance variation, \( Z_o(y)/Z_o \) in Eq. 4.58 becomes

\[
\frac{Z(y)}{Z_o} = x^2(y).
\]

\[ (4.63) \]

Substituting Eq. 4.63 in Eq. 4.58 we obtain,

\[
\sqrt{2} C_o \sin \varphi_x dy = \frac{x(y) dx(y)}{\sqrt{[2 C_o A_o^2 - 1 + x^2(y)]}}.
\]

\[ (4.64) \]

* "t" refers to a tapered section and "u" to a uniform one.
FIG. 4.7 IMPEDANCE VARIATION FOR THE -1 SPACE HARMONIC OF A TAPE HELIX AS A FUNCTION OF PHASE VELOCITY. (γ_{-1u}a = 6.0)
Integrating Eq. 4.64 and arranging gives

\[
\sqrt{2} C_o \sin \varphi_y y = \sqrt{2} C_o A_y^2 - \sqrt{2 C_o A_y^2 - 1} + x^2(y). \quad (4.65)
\]

\(x(y)\), which it should be recalled here is equal to \(q(y)\) in this analysis, is plotted as a function of \(\sqrt{2 C_o} y \sin \varphi_y\) in Fig. 4.8. It can be easily deduced by comparing Figs. 4.6 and 4.8 that when a circuit impedance variation which decreases with distance along the tube is present, the tube will be longer than one where the impedance is constant. This is to be expected of course, since a decrease in the interaction impedance means the energy conversion process is weaker and thus a longer distance is required to achieve the same amount of energy conversion.

4.9.3 Application of Velocity Tapers to Practical Backward-Wave Oscillators. In the last section a "hard-kernel-bunch" was assumed and circuit velocity tapers to focus this bunch in the decelerating field of the r-f wave and thus extract all or part of its kinetic energy were developed. The case of a "hard-kernel-bunch", however, is highly idealized and in an actual operating backward-wave oscillator the different electron groups are diffused in phase and possess varying electron velocities as shown in Fig. 4.2. This situation can be approximated, however, if a premodulated or strongly prebunched beam\(^{39}\) is employed. The difficulty, of course, is to be able to achieve this prebunching over a wide frequency band without resorting to mechanical tuning and thus negating the advantage of a backward-wave oscillator.

The velocity tapers derived under the above assumptions do serve, however, as a guideline to the kind of tapers to be used in actual situations. By reference to Fig. 4.2 it can be seen that at some \(y\) value removed from the input the majority of electron groups are in a favorable
FIG. 4.8 VELOCITY PROFILES BASED UPON HARD-KERNEL-BUNCH APPROXIMATION; INTERACTION IMPEDANCE VARIATION AS $x^2(y)$ IS ASSUMED.
decelerating phase. A velocity taper can then be employed which tends
to keep these electrons in that favorable phase and thus extract more
kinetic energy from them. Since the electron phases and velocities are
diffused, one would try to focus the center of gravity of the different
electron groups, so that on the average more energy can be extracted.
This was performed here, and the results are reported in this section
where they are compared to the results obtained in a similar uniform
tube.

Before these results are presented a few words as to how they
were obtained are in order. The equations characterizing the behavior
of the interaction mechanism, namely Eqs. 4.9, 4.24, 4.25 and 4.26 were
programmed on an ILL 7090 digital computer. For a uniform backward-wave
oscillator, choosing a set of operating parameters, namely \( C_0, Q_0 \) and \( d \),
one would then have to make a guess about the output r-f power level,
i.e., \( A_0 \) and the corresponding beam-circuit synchronism parameter \( b \)
which would force the circuit voltage \( A(y) \) to zero and thus obtain an
oscillation condition. Thus a trial and error procedure which could be
very lengthy must be employed to obtain oscillation conditions. When a
circuit velocity taper is introduced the problem becomes even more
complicated. It can be appreciated by reference to the preceding section
that the kind of taper and the point at which the taper should be applied
depend on the level of r-f output or \( A_0 \) and the taper itself will affect
\( A_0 \). Unlike the forward-wave amplifier\(^{14}\), where a certain input r-f
level can be chosen, a circuit velocity taper is then applied at some
point along the tube where a good bunch is formed, the solution of the
equations is then completed and the output r-f level determined, one is
at a loss in this case as to what should be chosen first. The procedure
employed here in determining the effect of velocity tapers on the efficiency is discussed below.

First a phase velocity variation was assumed. The choice of the phase velocity variation was based on the tapers derived in the previous section under a "hard-kernel-bunch" assumption and also from a knowledge of the behavior of a uniform tube. Since an analytic expression for the velocity taper is desirable, the following variation was assumed,

\[
\frac{V_0(y)}{V_0(0)} = e^{-\sqrt{2}C_y y \sin \Phi_r}. \tag{4.66}
\]

This exponential variation fits the derived tapers best and is consistent with the actual r-f voltage variation in the tube. For a particular \( C_y \), the strength of the taper can be easily varied by varying \( \sin \Phi_r \). The taper can then be introduced at different points along the tube and its effect on the output r-f level determined. Since the velocity variation appears in the equations in the form of \( b(y) \), an expression for \( b(y) \) can be easily written as follows:

\[
b(y) = \left\{ \left( \frac{1 + C_y b_0}{C_0} \right) \exp \left[ \sqrt{2} C_y (y - y_{s,t}) \sin \Phi_r \right] - \frac{1}{C_0} \right\}, \tag{4.67}
\]

where \( b_0 = b(0) \),

\( y_{s,t} \) = the point at which the taper starts

and

\( (y - y_{s,t}) = 0 \) for \( y \leq y_{s,t} \).

Since a trial and error procedure must be employed to determine the r-f output level, i.e., \( A_0 \) and the beam-circuit synchronism parameter
b for an operating oscillator, a downhill method was incorporated into the computer program. The procedure employed in finding an operating point was then as follows:

1. A certain set of parameters for the operating tube is chosen, namely \( C_0 \), \( Q_0 \), and \( d \).

2. A taper in the form of \( b(y) \) (Eq. 4.67) is applied at some point \( y = y_{s,t} \) down the tube.

3. Initial values of \( A_0 \) and \( b_0 \) are then chosen.

4. Using these initial values of \( A_0 \) and \( b_0 \) as the central point, the computer determines the minimum value of \( A(y) \) for a \( 3 \times 3 \) mesh of points in the \( A_0, b_0 \) plane. The value of \( A_0 \) and \( b_0 \) at which the minimum value of \( A(y) \) is lowest is used as the central point for the next computations. The process is repeated until a set of values of \( A_0 \) and \( b_0 \) are found which force \( A(y) \) to go to zero. This then represents an operating point. The process can then be repeated of course for different tapers and parameters. This process eliminates any operating points which were observed by Rowe\(^2\) in his study of the uniform oscillator, where the r-f voltage on the helix reaches a minimum nonzero value at some point but does reach a zero value at some later point.

The results of the cases investigated here are presented in Figs. 4.9 through 4.20 and are discussed in the following section.

4.10 Discussion of Results on Tapered Backward-Wave Oscillators

In the following figures the oscillation conditions in an operating tapered backward-wave oscillator are compared to those in a uniform one. Essentially, the efficiency, oscillator length and the point at which the taper starts are presented in the figures for different operating parameters. Only a few points which represent computer
* Uniform tube data was obtained from Rowe's paper$^{20}$.

**FIG. 4.9** COMPARISON OF EFFICIENCY IN TAPERED AND UNIFORM BACKWARD-WAVE OSCILLATORS.

INTERACTION IMPEDANCE IS ASSUMED TO BE CONSTANT. ($c_o = 0.05, d = 0, Qc = 0$)
* Uniform tube data was obtained from Rowe's paper.20

**FIG. 4.10** UNIFORM AND TAPERED NORMALIZED TUBE LENGTHS VS. $b_0$. THESE OSCILLATION LENGTHS CORRESPOND TO THE EFFICIENCIES SHOWN IN FIG. 4.9. ($c = 0.05, d = 0, Qc = 0$)
**Fig. 4.11** Ratio of the length at which the taper starts to the total length of the tube.

These curves correspond to the tapered tubes of Figs. 4.9 and 4.10.
Fig. 4.12 Comparison of efficiency in tapered and uniform backward-wave oscillators. Interaction impedance is assumed to be constant. ($C_o = 0.1$, $Q_C = 0$, $d = 0$)

* Uniform tube data was obtained from Rowe's paper.**
* Uniform tube data was obtained from Rowe's paper²⁰.

**FIG. 4.13** UNIFORM AND TAPERED NORMALIZED TUBE LENGTHS VS. $b_0$. THESE NORMALIZED OSCILLATION LENGTHS CORRESPOND TO THE EFFICIENCIES SHOWN IN FIG. 4.12. ($\phi = 0.1, \phi C = 0, d = 0$)
Uniform tube data was obtained from Rowe's paper.  

FIG. 4.15 COMPARISON OF EFFICIENCY IN UNIFORM AND TAPERED BACKWARD-WAVE OSCILLATORS. INTERACTION IMPEDANCE IS ASSUMED CONSTANT. (C = 0.05, QC = 0.25, d = 0, B = 1.0, a'/b' = 2.0)
* Uniform tube data was obtained from Rowe's paper\textsuperscript{20}.

**Fig. 4.16** Uniform and tapered normalized tube lengths vs. $b_o$. These normalized oscillation lengths correspond to the efficiencies shown in Fig. 4.15.

$(c = 0.05, d = 0, QC = 0.25, B = 1.0, a'/b' = 2.0)$
FIG. 4.17 RATIO OF THE LENGTH AT WHICH THE TAPER STARTS TO THE TOTAL LENGTH OF THE TUBE. THESE CURVES CORRESPOND TO THE TAPERED TUBES OF FIGS. 4.15 AND 4.16.
* Uniform tube data was obtained from Rowe's paper$^{20}$.

**FIG. 4.18** COMPARISON OF EFFICIENCY IN UNIFORM AND TAPERED BACKWARD-WAVE OSCILLATORS.

INTERACTION IMPEDANCE IS ASSUMED CONSTANT. ($C = 0.1, QC = 0.25, d = 0, B = 1.0, a'/b' = 2.0$)
* Uniform tube data was obtained from Rowe's paper$^{20}$.

**FIG. 4.19** UNIFORM AND TAPERED NORMALIZED TUBE LENGTHS VS. $b_o$. THESE NORMALIZED OSCILLATION LENGTHS CORRESPOND TO THE EFFICIENCIES SHOWN IN FIG. 4.18.

($C = 0.1$, $Q \theta = 0.25$, $d = 0$, $B = 1.0$, $a'/b' = 2.0$)
solutions have been obtained. This is because the computer time required for finding an oscillation point is quite long and thus very expensive.

The tapers investigated here should not be considered optimum. Other more elaborate schemes can be devised where the computer can be programmed to automatically determine the kind of velocity tapers required to achieve higher efficiencies. However, such schemes would even be more expensive since they would require more computer time. The results presented in the following figures do show the usefulness of the tapers derived under the "hard-kernel-bunch" approximation. In all the cases considered, higher efficiencies were obtained in a tapered tube than that in a uniform one.

When comparing the oscillation conditions of a uniform and a tapered tube, it is assumed that the two tubes are operating at the same voltage, same current and same frequency. This makes $C_o$ in the two tubes the same since no impedance variation is assumed, and the oscillation conditions are plotted as a function of the synchronism parameter $b_o$. It can then be seen from the figures that the efficiency of a tapered tube is greater than that in a uniform one, but the physical length in the tapered tube would be slightly higher. The percentage increase in efficiency is seen to be higher at an operating point where the efficiency of the uniform tube is low than that at which the efficiency of the uniform tube is high. It can also be seen that a tapered tube will start oscillating at a lower value of $b_o$ (lower voltage) than that of a uniform one which confirms the results of the small-signal analysis of the previous chapters. It was also found that when these tapers that were investigated here were applied at the beginning of the
tube, no oscillation condition could be found. This was also predicted by the small-signal analysis of the previous chapter.

From these results we can then conclude that velocity tapers can be chosen to improve the efficiency of a backward-wave oscillator. The strength of the taper depends on how efficient a uniform tube is to start with, i.e., the value of $C_0$. The higher $C_0$ is the stronger the taper. One has to be careful in choosing a taper, for if the taper is made stronger than a certain value at a certain operating parameter $C_0$, the tube will not start oscillating. Since forward-wave amplifiers are much more efficient than backward-wave oscillators a much stronger taper would be needed there to achieve phase focusing\textsuperscript{4}. Such a strong taper while improving the efficiency of the forward-wave amplifier may also serve to suppress backward-wave oscillations in those cases.

4.11 Efficiency in Electrostatically Focused Backward-Wave Oscillators

It is inherent in the operation of an electrostatically focused tube\textsuperscript{31,32} that the beam potential varies approximately in a sinusoidal manner as follows:

\[ V_0(z) = V_\infty \left[ 1 - A \cos \frac{2\pi y}{L} \right] , \quad (4.68) \]

where $L$ = the d-c focusing period.

The d-c gradient force term appears in the force Eq. 4.26 in the form $C_0 \left[ \frac{dA_{d-c}(y)}{dy} \right]$, where $A_{d-c}(y) = \left[ C_0 \frac{V_{d-c}(y)}{I_0 Z_0} \right]$. Representing the voltage as a function of the normalized coordinate $y$ as was done in Section 3.5.9 and substituting we obtain,

\[ C_0 \frac{dA_{d-c}(y)}{dy} = \frac{Ag}{4C_0} \sin \alpha y , \quad (4.69) \]
where

\[ \alpha = \frac{2\pi N_{d-c}}{y_o} \]

and \( N_{d-c} \) is the total number of d-c focusing periods in the tube.

Including the above term of Eq. 4.69 in the force Eq. 4.26, the oscillation conditions can be determined for specified values of \( \alpha \) and \( A \). The equations were solved for a few cases and are presented in Table 4.1 where they are compared to the oscillation conditions in a uniform tube whose constant beam potential is equal to the average beam potential in the sinusoidal case. For the operating parameters considered here it should be recalled that the maximum efficiency\(^{30} \) of a uniform tube is approximately 15 percent and no oscillation can take place for \( b_o \) values less than 1.5.

Table 4.1

Comparison of Efficiency of an Electrostatically-Focused EWO and a Uniform One

<table>
<thead>
<tr>
<th>( C_o = 0.1, QC = 0 )</th>
<th>Uniform Tube</th>
<th>Tube with Sinusoidal Beam Potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>( \alpha )</td>
<td>( d = 0 )</td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td>2.0</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>1.05</td>
</tr>
<tr>
<td>0.2</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>50</td>
<td>2.10</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>1.3</td>
</tr>
<tr>
<td>0.4</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>
It is seen from Table 4.1 that the efficiency in an electro-
statically focused backward-wave oscillator is generally greater than
that in a uniform one. In order to obtain these higher efficiencies
the physical tube length must be longer than that of a uniform tube. It
should be noticed that these higher efficiencies are obtained at an
average beam potential which is slightly lower than the uniform tube beam
potential. For the operating parameters investigated here, it was found
that for $\alpha A = 200$ and above no oscillation point could be found on the
computer.

The author sees no apparent physical explanation for the higher
efficiencies obtained. However, a possible explanation is offered. It
is possible that a sinusoidal beam potential variation might inherently
phase focus the electron groups and make it possible to extract more
energy from them. This is borne out by the fact that at these higher
efficiencies if one examines the velocities and phases of the different
electron groups at different $y$ positions along the tube, one finds that
in the sinusoidal beam potential tube the electrons stay in the decel-
erating field a longer distance and give up more of their kinetic energy
to the r-f field. It is apparent that the degree of energy conversion
under such conditions warrants further study.
CHAPTER V. EXPERIMENTAL TAPERED BACKWARD-WAVE OSCILLATOR

5.1 Tapered BWO

In order to study the effect of circuit velocity tapers on the start-oscillation current and efficiency, the parts for a commercially available Huggins "HO-I" backward-wave oscillator were obtained and the tape helix slow-wave circuit was modified to include a pitch variation toward the collector end of the tube. This oscillator operates in the S-band frequency range and the pertinent dimensions are given in Table 5.1.

Table 5.1
Beam and Helix Dimensions of Experimental Tube

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Helix Pitch</td>
<td>0.133 inch</td>
</tr>
<tr>
<td>Helix Tape Thickness</td>
<td>0.010 inch</td>
</tr>
<tr>
<td>Helix Tape Width</td>
<td>0.040 inch</td>
</tr>
<tr>
<td>Helix O.D.</td>
<td>0.375 inch</td>
</tr>
<tr>
<td>Helix I.D.</td>
<td>0.355 inch</td>
</tr>
<tr>
<td>Beam O.D.</td>
<td>0.331 inch</td>
</tr>
<tr>
<td>Beam I.D.</td>
<td>0.290 inch</td>
</tr>
</tbody>
</table>

This oscillator operates at fairly low power levels. The theoretical C and QC values for this tube are shown in Fig. 5.1 where they are given as a function of frequency. The impedance of the (-1) space harmonic for the tape helix which is needed in computing the C values was obtained
from the paper by Ash and Watkins\textsuperscript{38}. The space-charge parameter $Q_c$ was computed using Johnson's paper\textsuperscript{35}.

Knowing the $C$ and $Q_c$ values one can then obtain the tapers and the points at which these tapers should be applied from a digital computer solution for these values. However, first this would be a costly process and second it is realized that a computer might not be available to each person who might be interested in employing such tapers. The computer solutions obtained in Chapter IV for realistic backward-wave oscillators do not cover a wide range of operating parameters and were intended to get a general idea of the utility of the tapers derived under the "hard-kernel-bunch" approximation when such tapers are applied to realistic situations. It was found there that these tapers result in higher efficiencies. The design of the tapered section for this oscillator was based on the tapers derived from the above approximation and also assuming a realistic impedance variation which for this tube corresponds to the impedance variation assumed in deriving the tapers in Chapter IV. In Section 4.9, it should be recalled, the impedance was assumed to vary as the square of the phase velocity on the helix.

The procedure that was followed in designing the tapered section is as follows. Since the $C$ parameter varies across the band, an average $C$ value was chosen to design the taper. For this tube the $C$ value chosen was approximately 0.02 which is the $C$ value at mid-frequency. Next the uniform section of the tube was made approximately 5 inches long. The choice of the uniform length is affected by the available length of solenoid for focusing the electron beam, and also one has to be careful not to start the taper too soon. The uniform length should be chosen so that its $CN$ value is about 1.5 to 2.0 times the value of $CN$ at start.
oscillation. For this tube, the CN value at the above chosen C value is approximately equal to 0.45 which is approximately 1.5 times the value of CN at start oscillation for a uniform tube. Since the tapers that must be used in a backward-wave oscillator are very weak, an exponential velocity variation is approximately the same as a linear velocity variation thus a linear velocity variation was chosen for the tapered section. The velocity variation can then be written in the following form,

\[
\frac{v_o(y)}{v_o(0)} = 1 - \sqrt{2CN} y \sin \phi_f ,
\]

(5.1)

where \( y = 2\alpha \text{CN} \) and \( N = \) the number of stream wavelengths.

Since the phase velocity on the helix is directly proportional to the pitch, the pitch variation is now determined from Eq. 5.1 and can be written as follows,

\[
\frac{P}{P_0} = 1 - (2\alpha)(0.2) \text{CN} .
\]

(5.2)

The rate of taper has been established, but the question arises as to how far must the pitch be tapered? An idea about this can be obtained by referring to the computer solutions of the previous chapter. From there it can be concluded that a maximum pitch variation of 15 to 20 percent should be employed and the ratio of \( p/p_0 \) thus should never be less than 75 percent. It should be emphasized here that it is the rate of pitch variation that is most important and a tube tapered to 25 percent* should never have a lower efficiency than one tapered to 15 percent. The

* An "x" percent taper means that the phase velocity of the tube is decreased by "x" percent of its value in the uniform section.
disadvantage is, of course, that in order to obtain the higher taper the tube would have to be made longer.

For the tube investigated here, a 20 percent linear taper was incorporated in the helix. For a 20 percent linear taper, the total CN for the taper length can be easily obtained from Eq. 5.2 and is approximately equal to 0.2. This corresponds to a physical length of approximately 2 inches in the S-band oscillator investigated here.

5.2 Experimental Procedure and Results

Based upon the above considerations an experimental backward-wave oscillator was assembled and tested under different configurations. Figure 5.2 shows the pertinent dimensions of the tube and the different configurations under which it was tested. The tube consists of a uniform length of helix 5.5 inches long, a tapered section 2.0 inches long and another 1.5 inch of uniform section. The first half inch and the last 1.5 inch were covered with a lossy material, namely dag dispersion No. 226, which was placed on the inside and outside of the vacuum envelope. The lossy material was tapered on both sides to minimize reflections. The different configurations were tested in the same order as their designated numbers. Tube number 5, where the lossy material is placed on the outside of the glass envelope over the whole length of the tapered section is referred to as the uniform tube.

Since we are mainly concerned in comparing the characteristics of the different configurations, the tests were performed in each case at the same frequencies. This assures the same coupler VSWR and ohmic losses in the helix and associated components used in measuring the output power. The results are presented in Figs. 5.3 through 5.11 where efficiency versus collector current plots are shown for different operating
Designates the length over which "Dag Dispersion No. 226" is placed inside and outside the vacuum envelope.

Designates the length over which "Dag Dispersion No. 226" was placed outside the vacuum envelope only.

**FIG. 5.2** $P/P_0$ vs. LENGTH FOR EXPERIMENTAL BACKWARD-WAVE OSCILLATOR.

($P_0 = 0.133$ INCH IS THE PITCH OF THE UNIFORM SECTION)
FIG. 5.3 EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL EWO. (f = 2 Ge, $V_{\text{HELIX}} = 250$ Volts) TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
FIG. 5.4  EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL DWO.  ($f = 2.2$ Ge, $V_{\text{HELIX}} = 350$ Volts) (TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
FIG. 5.5  EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL BQNO.  (E = 2.5 VDC, 
VTH - 1.5 VDC) (TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2.)
FIG. 5.8 EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL EWO.

(f = 3.0 Ge, V_{HELIX} = 900 Volts) (TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
FIG. 5.9  EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL EQU.

\( f = 3.2 \text{ Ge}, V_{\text{helix}} = 1100 \text{ Volts} \) (TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
FIG. 5.10  EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL 1920.

(\( f = 3.4 \) Ge, \( V_{HELIX} = 1350 \) Volts) (TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
FIG. 5.11  EFFICIENCY VS. COLLECTOR CURRENT FOR EXPERIMENTAL EVO.

\((f = 3.75 \text{ kc}, \, V_{HELI} = 1900 \text{ VOLS})\) (TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
frequencies. Efficiency versus frequency curves at the maximum collector current are shown in Fig. 5.12 and the start-oscillation currents versus frequency for the different configurations are shown in Fig. 5.13.

5.3 Discussion of Results and Conclusions

The start-oscillation current for different configurations is shown in Fig. 5.13. It can be seen from these plots that the start-oscillation current in the tapered tubes is lower than that of the uniform one. However, the decrease in the start-oscillation current is less than what it should have been had the tube been made uniform over the whole length. An increase in the length of a uniform tube from $I_0$ to $I_1$ should result in a decrease in the start-oscillation current from $I_0$ to $I_1$ where

$$\frac{I_1}{I_0} = \left(\frac{L_0}{L_1}\right)^3. \quad (5.3)$$

It can then be concluded that for this tube the start-oscillation current of the tapered tube is higher than that of a uniform one of the same length. This is in agreement with the theory of Chapter II where it was predicted that for small values of $C$ the start-oscillation current does increase, even when the interaction impedance is assumed constant. In this tube the $C$ value at start oscillation is very small and of course the interaction impedance of the tapered section is less than that of a uniform one thus resulting in a higher start-oscillation current.

It can be seen, however, from Figs. 5.3 through 5.12 that the efficiency is considerably enhanced by the taper. It is well known from theoretical\textsuperscript{20} and experimental\textsuperscript{5} results that when a BWO is operating at a current greater than approximately twice the start-oscillation current,
FIG. 5.15 START-OCCILATION CURRENT VS. FREQUENCY FOR EXPERIMENTAL NO:

(TUBE NUMBERS REFER TO THOSE SPECIFIED IN FIG. 5.2)
increasing the length of the tube will have no effect on the efficiency. For most of the cases compared here, the operating current was greater than twice the start-oscillation current and the efficiency was enhanced by the addition of a tapered section. The efficiency improvement factor varies from 1.2 to 2.0 over the frequency range 2.0 to 3.75 Gc.

It was also found that when the taper was extended beyond a certain value the efficiency was unaffected. Specifically, tubes numbers 2 and 1 with 15 and 20 percent tapers respectively gave essentially the same efficiency as tube number 3 which has a 10 percent taper.

The fact that the start-oscillation current is higher in the tapered tube than that in a uniform one of the same length but that the efficiency is enhanced by tapering can be justified by a simple physical explanation of the device operation. At start oscillation very little kinetic energy of electrons has been converted into r-f power. The electron velocity is then essentially constant along the length of the tube and negligible bunching takes place. A taper in the circuit phase velocity which is intended to phase focus a bunch of electrons in a favorable decelerating phase will not serve its purpose in this case because there actually is no bunch to focus. Since C in this tube is very small, the increase in the start-oscillation current is in agreement with the theoretical predictions. However, when the device is operating at currents well above the start-oscillation current strong r-f fields are present on the helix which modulate the electron velocity and thus give rise to a bunch at some point along the tube. Introducing a velocity taper at this point to keep this bunch in a decelerating phase will then enable the r-f fields to extract more energy from the electrons and thus enhance the efficiency.
It can then be concluded that the circuit phase velocity tapers derived under a hard-kernel-bunch approximation serve well in the design of more efficient backward-wave devices. Their usefulness has been experimentally verified here, and the taper that was employed here should not be considered as optimum.
CHAPTER VI. PREBUNCHED BEAM BACKWARD-WAVE OSCILLATOR

6.1 Introduction

All previous analyses of backward-wave oscillators have assumed that the beam enters the slow-wave structure with negligible r-f modulation. It was shown in the nonlinear analysis in Chapter IV that a tightly bunched beam introduced into a backward-wave slow-wave structure results in very high efficiencies when the structure phase velocity is tapered to keep the wave and the bunch in synchronism. It was also mentioned there that to obtain a tight bunch, a narrow-band circuit would presumably have to be employed and thus limit the tuning range of a BWO.

It is believed that a scheme similar to that of a two cavity klystron, where the output cavity is replaced by a backward-wave structure would combine the desirable high efficiency of a klystron and the voltage tunability of a BWO. The backward-wave structure can be made to operate in a fundamental backward-wave mode where a high interaction impedance can be achieved. This would require a higher voltage, however, than one operating on a backward space harmonic. The r-f structure can also be tapered to achieve better efficiencies. A diagram of this scheme is shown in Fig. 6.1.

In this chapter the start-oscillation conditions for a prebunched beam backward-wave oscillator are investigated. Both the effect of velocity and current modulation are discussed. The effect of the drift angle between the modulating electrode and the entrance plane of the slow-wave structure were examined and an optimum drift angle was found.

The method employed in this analysis and the results obtained from it are presented in the following sections.
FIG. 6.1 PREMODULATED BACKWARD-WAVE OSCILLATOR.
6.2 Backward-Wave Oscillator Equations

A general set of equations describing the behavior of a backward-wave oscillator were derived in Chapter III and are given by Eqs. 3.42 through 3.44. For a uniform, lossless oscillator these equations reduce to,

\[
\frac{d^2 v_{cn}(y)}{dy^2} + \left( \frac{1 + c_0 b}{c_0} \right)^2 v_{cn}(y) = \frac{1}{c_0} \left( 1 + c_0 b \right) \rho_{in}(y), \quad (6.1)
\]

\[
\frac{du_{in}(y)}{dy} + \frac{d\rho_{in}(y)}{dy} + \frac{1}{c_0} \rho_{in}(y) = 0, \quad (6.2)
\]

\[
\frac{1}{2} \frac{dv_{cn}(y)}{dy} + j \frac{w_c Q_c}{\left[ 1 - 2c_0 \sqrt{Q_c} \right]^2} \frac{1}{(1 + c_0 b)} \rho_{in}(y)
\]

\[
= \frac{1}{c_0} u_{in}(y) + \frac{du_{in}(y)}{dy}, \quad (6.3)
\]

where all the quantities appearing in these equations have been defined already. These equations have been programmed on an analog computer and the procedure for obtaining an oscillation condition is the same as that employed in Chapter III and is discussed in detail there and in Appendix B.

The case of a premodulated beam can be easily accommodated on the analog computer. This is accomplished by merely specifying the r-f modulation on the beam at the input to the slow-wave structure. It should be recalled that for an unmodulated beam, \( \rho_{in}(0) = u_{in}(0) = 0 \). For a premodulated beam \( \rho_{in}(0) \) and \( u_{in}(0) \) will have some finite value depending on the depth of modulation.
The values of \( \rho_{in}(0) \) and \( u_{in}(0) \) can be determined as a function of the modulating voltage through a space-charge and gap modulation analysis. This analysis is presented in the following sections.

### 6.3 Space-Charge Wave and Gap Modulation Equations

Space-charge wave propagation on an electron beam has been treated in detail by several authors\(^4\)\(^1\),\(^4\)\(^2\) and will not be repeated here. It is found that two space-charge waves that are of interest exist on the electron beam. One wave travels with a phase velocity slightly faster than the electrons and the other slightly slower. These are referred to as the fast and slow space-charge waves respectively. Their phase velocities can be expressed as*,

\[
\nu_{ps} = \frac{u_o}{\omega} \frac{1}{1 + \frac{\omega_p}{\omega}} \tag{6.4}
\]

and

\[
\nu_{pf} = \frac{u_o}{\omega} \frac{1}{1 - \frac{\omega_p}{\omega}} \tag{6.5}
\]

where the quantities appearing in the above equations have been defined already. For a beam in a drift tube, \( \omega_p \) is replaced by a reduced plasma radian frequency \( \omega_q \). A premodulated beam interacting with a forward-wave structure was investigated by Rowe and Meeker\(^4\)\(^0\).

The total velocity, line charge density and current of the beam can be expressed as follows:

\[
u = u_o + u_1 e^{j(\omega t - \beta_x z)} \tag{6.6}
\]

* Subscript "s" refers to slow wave and "f" to fast one.
where

\[ u_1 = u_{1s} e^{-j\beta_q z} + u_{1f} e^{j\beta_q z}, \quad (6.7) \]

\[ \rho = \rho_0 + \rho_1 e^{j(\omega t - \beta_e z)}, \quad (6.8) \]

where

\[ \rho_1 = \rho_{1s} e^{-j\beta_q z} + \rho_{1f} e^{j\beta_q z}, \quad (6.9) \]

\[ i = \rho_t u_t = -I_0 + i_{1s} e^{j(\omega t - \beta_e z)}, \quad (6.10) \]

\[ i_1 = i_{1s} e^{-j\beta_q z} + i_{1f} e^{j\beta_q z}. \quad (6.11) \]

Equations 6.7, 6.9 and 6.11 can be written in a different form as follows:

\[ u_1 = (u_{1s} + u_{1f}) \cos \beta_q z + j(u_{1f} - u_{1s}) \sin \beta_q z, \quad (6.12) \]

\[ \rho_1 = (\rho_{1s} + \rho_{1f}) \cos \beta_q z + j(\rho_{1f} - \rho_{1s}) \sin \beta_q z \quad (6.13) \]

and

\[ i_1 = (i_{1s} + i_{1f}) \cos \beta_q z + j(i_{1f} - i_{1s}) \sin \beta_q z. \quad (6.14) \]

6.4 Velocity Modulation of the Beam

It is assumed here that a small-amplitude voltage applied across a pair of short transit-angle grids is employed to velocity modulate the beam. If the electrodes' position is taken as \( z = 0 \), then at this position \( u \) becomes,

\[ u = u_0 + u_1(0) e^{j\omega t}. \quad (6.15) \]
If the modulating voltage is taken as $V_g e^{j\omega t}$ and it is assumed that $V_g << V_o$, where $V_o$ is the d-c beam potential, then $u_1(0)$ can be expressed as

$$u_1(0) = \frac{V_g}{2V_o} u_o .$$ (6.16)

For this case the following conditions must be satisfied,

$$u_{1s} = u_{1f} ,$$ (6.17)

$$i_{1s} + i_{1f} = 0 .$$ (6.18)

From these conditions, it can be readily seen from Eq. 6.12 that

$$u_{1s} = u_{1f} = \frac{u_1(0)}{2} = \frac{V_g}{4V_o} u_o .$$ (6.19)

From Eq. 6.12 we finally obtain,

$$u_{1n} = \frac{u_1}{u_o} = \frac{V_g}{2V_o} \cos \beta z .$$ (6.20)

From Eq. 6.14 we get,

$$i_{1n} = \frac{i_1}{I_o} = j2 \frac{i_{1f}}{I_o} \sin \beta z .$$ (6.21)

The continuity equation is expressed as,

$$\nabla \cdot i + \frac{\partial \rho}{\partial t} = 0 .$$ (6.22)

For this one-dimensional problem, Eq. 6.22 reduces to,

$$\frac{\partial i}{\partial z} + \frac{\partial \rho}{\partial t} = 0 .$$ (6.23)
From Eq. 6.23 it can be easily shown that,

\[ \beta_{s,f} i_{1s,f} = \omega \rho_{1s,f} \]  

(6.24)

where

\[ \beta_{s} = (\beta_{e} + \beta_{q}) \]  

(6.25)

and

\[ \beta_{f} = (\beta_{e} - \beta_{q}) \]  

(6.26)

Now using the relation

\[ i = \rho u \]  

(6.27)

and assuming small-signal conditions results in,

\[ I_{0} = -\rho_{o} u_{o} \]  

(6.28)

and

\[ i_{1s,f} = \rho_{o} u_{1s,f} + u_{o} \rho_{1s,f} \]  

(6.29)

Substituting Eq. 6.29 in Eq. 6.24 we get,

\[ i_{1s,f} = \left( \frac{\omega \rho_{o}}{\omega - \beta_{s,f} u_{o}} \right) u_{1s,f} \]  

(6.30)

Substituting for \( \beta_{s,f} \) its values from Eq. 6.25 and Eq. 6.26 and employing Eq. 6.28 and Eq. 6.19 we finally obtain,

\[ \frac{i_{1s,f}}{I_{0}} = \pm \left( \frac{\alpha}{\omega} \right) \frac{V_{g}}{2V_{o}} \]  

(6.31)

Substituting Eq. 6.31 in Eq. 6.21 yields,

\[ i_{ln} = \frac{i_{i}}{I_{0}} = -j \left( \frac{\alpha}{\omega} \right) \frac{V_{g}}{2V_{o}} \sin \beta_{q} \]  

(6.32)
From Eq. 6.29 $p_{1s,f}$ can be expressed as,

$$\frac{p_{1s,f}}{p_0} = \left[ \frac{u_{1s,f}}{v_o} + \frac{i_{1s,f}}{e_o} \right]. \quad (6.33)$$

Substituting Eq. 6.33 in Eq. 6.9 and employing Eq. 6.31 and Eq. 6.19 results in,

$$\rho_{in} = \frac{\rho_1}{\rho_0} = -\frac{V_g}{2V_o} \cos \beta_q z + j \left( \frac{\alpha}{\omega_q} \right) \frac{V_g}{2V_o} \sin \beta_q z. \quad (6.34)$$

The values of $u_{in}$ and $\rho_{in}$ at the entrance to the slow-wave structure, which are needed to solve Eqs. 6.4 through 6.6, can now be computed from Eqs. 6.20 and 6.34 for specified values of $V_g/V_o$, $(\alpha/\omega_q)$ and $\beta_q z$.

The factor $\omega/\omega_q$ can be calculated by assuming that it is the same in the drift region as in the interaction region. The space-charge parameter QC is related to $\omega_q/\omega$ as follows:

$$\frac{4\Sigma}{\omega_q} = \left( \frac{\omega_q}{\omega_o} \right)^2. \quad (6.35)$$

Thus for a specified value of QC and $C_0$, $\omega/\omega_q$ can be easily calculated.

$\beta_q z$ is determined when the drift region length is specified. This can assume any value. It is desirable, however, to have the drift region length as short as possible. $\beta_q z$ is the radian plasma drift length from the modulating structure to the input plane of the r-f structure.

The start-oscillation conditions were investigated for several values of $\beta_q z$. It was found that a minimum start-oscillation length is obtained when $\beta_q z = \pi/4$.

The start-oscillation conditions are presented in Figs. 6.2 and 6.3. In Fig. 6.2, $b_1/b_0$ is plotted as a function of $V_g/2V_o$, where $b_1$
$b_1$ = the synchronism parameter for the premodulated BWO.

$b_o$ = the synchronism parameter for a regular BWO.

**FIG. 6.2** $b_1/b_o$ VS. $V_g/2V_o$ FOR A VELOCITY PREMODULATED BWO. ($\beta_{qz} = \pi/4$, $C = 0.05$)
FIG. 6.3 THE RATIO OF THE NORMALIZED START-OCCILATION LENGTH
OF A VELOCITY PREMODULATED BWO TO THAT OF A REGULAR
ONE VS. \( \frac{V_s}{2V_o} \). (\( \beta_q z = \pi/4 \), \( c = 0.05 \))
is the synchronism parameter for the prebunched oscillator and \( b_o \) pertains to a regular one. The parameter \( b \) has already been defined in Chapter III and is also defined in the list of symbols at the end of this report.

In Fig. 6.3 the normalized start-oscillation length of a premodulated BWO (CN\(_{s,1}\)) is compared to that of a regular one (CN\(_{s,0}\)) as a function of \( V_g/2V_o \). As explained in detail in Chapter III, the ratio of the actual physical length in the premodulated oscillator to that in a regular one can be expressed as,

\[
\frac{z}{z_o} = \left( \frac{1 + C_b}{1 + C_b_o} \right) \left( \frac{CN_{s,1}}{CN_{s,0}} \right).
\]  

(6.36)

From the above results we can conclude that the start-oscillation length in a velocity premodulated BWO can be much lower than that of a regular one and the larger the modulation parameter \( V_g/2V_o \) the greater the decrease in the start-oscillation length. For a premodulated and a regular BWO having the same slow-wave structure and oscillation frequency, the beam voltage in the premodulated one will be slightly higher. The ratio of the voltage in the premodulated one to that in the regular one can be expressed as

\[
\frac{V}{V_o} = \left( \frac{1 + C_b}{1 + C_b_o} \right)^2.
\]  

(6.37)

6.5 Current Modulation of the Beam

For the case of current modulation of the stream where the current modulation at \( z = 0 \) is given by \( e^{j\omega t} \), the following conditions must be satisfied,

\[
u_{ls} + u_{lf} = 0
\]  

(6.38)

and
Following the same procedure employed in the velocity modulation case, the normalized current, velocity and space-charge density can be easily expressed as,

\[ i_{in} = \frac{i_1}{I_0} = \frac{g_m V}{I_0} \cos \beta q \ z \quad (6.40) \]

\[ u_{in} = \frac{u_1}{u_0} = -j \left( \frac{\omega}{\alpha} \right) \frac{g_m V}{I_0} \sin \beta q \ z \quad (6.41) \]

\[ \rho_{in} = \frac{\rho_1}{\rho_0} = -\frac{g_m V}{I_0} \cos \beta q \ z + j \frac{\omega}{\alpha} \frac{g_m V}{I_0} \sin \beta q \ z \quad (6.42) \]

It can be seen from the above equations that velocity modulation becomes current modulation after 90 degrees of drift. The start-oscillation conditions were then investigated for this case for a drift length \( \beta q z = 3\pi/4 \). The results are given in Figs. 6.4 and 6.5.

Comparing these results to the velocity modulation case, it is seen that they are similar. The start-oscillation length decreases with current modulation and the greater the modulation the greater the decrease. In this case also the beam potential of a premodulated oscillator will be slightly greater than that of a regular one if both have the same slow-wave structure and operate at the same frequency.
$b_1$ = the synchronism parameter for the premodulated BWO.

$b_0$ = the synchronism parameter for the regular one.

**FIG. 6.4** $b_1/b_0$ VS. $g_m V_g/2I_o$ FOR A CURRENT PREMODULATED BWO.

($\beta_0 z = \frac{3\pi}{4}, C = 0.05$)
FIG. 6.5  THE RATIO OF THE NORMALIZED START-Oscillation LENGTH
OF A CURRENT PREMODULATED EWO TO THAT OF A REGULAR ONE
VS. \( g_mV_g/2I_o \). (\( \beta \approx 3\pi/4, C = 0.05 \))
CHAPTER VII. EFFICIENCY ENHANCEMENT OF BACKWARD-WAVE
OSCILLATORS BY COLLECTOR DEPRESSION

7.1 Introduction

It is well known that the overall efficiency of beam-type devices such as traveling-wave amplifiers, klystrons, backward-wave oscillators and others, can be improved by employing so called "depressed collectors". This is achieved by operating the collector at a lower potential than the r-f structure thus conserving much of the power usually dissipated in it. The collector can be segmented into several sections and each section can be operated at an optimum potential.

In order to determine the optimum potentials for a specified set of segments, information about the energy state of the spent beam in a certain device is essential. The nonlinear calculations of Chapter IV were primarily concerned with the r-f interaction process, but they do give, however, information about the energy state of the spent beam in a backward-wave oscillator. This information can be used to determine the effect of collector depression on the overall efficiency of the device.

It is worthy to note here that even though a depressed collector can improve the overall efficiency of the device, it will not result in higher r-f power outputs. The improvement factor in efficiency due to collector depression will depend on the velocity spread of the spent beam, the greater the velocity spread the less the improvement factor will be for a fixed number of collector segments.

The velocity spread is generally greater in high interaction efficiency devices than that in low interaction efficiency ones. Since
the interaction efficiency of a backward-wave oscillator is very low, it is a good candidate for collector depression.

In this chapter the effect of collector depression on the efficiency of a backward-wave oscillator is investigated.

7.2 Theoretical Development

The evaluation of the effect of depressed collectors on the efficiency of a backward-wave oscillator is based on the theory developed by Rowe. A brief presentation of the theoretical development is presented here.

The nonlinear calculations of beam-wave interaction in backward-wave oscillators were made for representative electron charge groups passing through the interaction region, where they are acted upon by both r-f circuit and space-charge fields. The total number of these charge groups constitutes the entering d-c beam charge. The velocity was defined in terms of the normalized Lagrangian variables as follows:

\[
\frac{u_{t,j}}{u_0} = \left[1 + 2Cu(y,\varphi_0,j)\right]
\]

(7.1)

where

\[
u_{t,j} \triangleq \text{the total velocity of the } j\text{th charge group},
\]

\[
u(y,\varphi_0,j) \triangleq \text{the normalized r-f velocity of the } j\text{th group}.
\]

From the principle of conservation of energy, the following relation can be written

\[
\frac{mu_{t,j}^2}{2} - q\varphi_0 = -q\varphi_{qj}
\]

(7.2)
where $V_{qj}$ is the equivalent r-f potential for the jth group and is positive for kinetic energy given up (deceleration) by the group and negative when energy is absorbed by the charge group (acceleration). $q$ is the charge of each of the groups.

For a group with average velocity $u_0$, Eq. 7.2 reduces to,

$$
\frac{mu_0^2}{2} - qV_0 = 0
$$

(7.3)

which is simply the equivalence of the group's kinetic and potential energies.

Combining Eqs. 7.1, 7.2 and 7.3 results in,

$$
\left( \frac{u}{u_0} \right)^2 = [1 + 2 Cu(y, q_0, j)]^2 = 1 - \frac{V_{qj}}{V_0}.
$$

(7.4)

It is thus clear that a knowledge of $[1 + 2 Cu_j]$ at the collector end of the device is essential for computing the plate-circuit efficiency for a multi-segment collector system. It will be assumed in this analysis that "m" electron charge groups are injected into the interaction region and that the beam transmission is 100 percent.

It is now convenient to define the following energies in joules associated with the device,

- $\varepsilon_{d-c} =$ d-c beam input energy,
- $\varepsilon_i =$ r-f input energy to the circuit, which is zero for a backward-wave oscillator,
- $\varepsilon_d =$ r-f energy dissipated on the circuit,
- $\varepsilon_c =$ d-c energy given to the collector,
- $\varepsilon_o =$ r-f output energy.
Also characteristic efficiencies for the device can be defined as follows:

\[ \eta_e = \text{electronic conversion efficiency}, \]
\[ \eta_o = \text{overall efficiency}. \]

Assuming that "m" charge groups are injected into the interaction region, the electronic efficiency can then be written as,

\[ \eta_e = \frac{\varepsilon_o - \varepsilon_1 + \varepsilon_d}{\varepsilon_d} = 1 - \frac{\varepsilon_c}{\varepsilon_d} \quad (7.5) \]

and the overall efficiency as,

\[ \eta_o = \frac{\varepsilon_o - \varepsilon_1}{\varepsilon_d} \quad (7.6) \]

It is obvious from Eqs. 7.5 and 7.6 that for a lossless structure, the electronic and overall efficiencies are equal.

The r-f energy given up by the beam is related to the electron group's r-f potentials as follows:

\[ \varepsilon_o - \varepsilon_1 + \varepsilon_d = \sum_{d=1}^{m} q V_{qj} \quad (7.7) \]

For a lossless backward-wave oscillator (\(\varepsilon_1 = \varepsilon_d = 0\)).

In the case of a conventional EWO with the collector operated at the r-f structure potential the above defined energies and efficiencies are,

\[ \varepsilon_{d-c} = m q V_o \quad (7.8a) \]
\[ \varepsilon_c = \sum_{j=1}^{m} q(V_o - V_{qj}) \quad (7.8b) \]
The electronic efficiency given by Eq. 7.8c may also be written as,

\[
\eta_e = 1 - \frac{\sum_{j=1}^{m} q(V_o - V_{qj})}{m q V_o} = \frac{1}{m} \sum_{j=1}^{m} \left( \frac{V_{qj}}{V_o} \right) \quad (7.8c)
\]

and

\[
\eta_o = \frac{\varepsilon_o}{m q V_o} \quad (7.8d)
\]

The electronic efficiency given by Eq. 7.8c may also be written as,

\[
\eta_e = \frac{1}{m} \sum_{j=1}^{m} \left\{ 1 - (1 + 2 \cos(y, \Phi_o, j)^2) \right\} \quad (7.9)
\]

The efficiency expressions for multi-segment collector backward-wave oscillators may be developed systematically from the above relations. It is assumed here that specific electron groups of the spent beam are collected at given potentials with one segment of the collector at the structure potential. Suppose then that the collector is segmented as shown in Fig. 7.1 where the d-c potentials are related as,

\[ V_o > V_{c1} > V_{c2} > V_{c3} \ldots > V_{cr} \], i.e., \( r+1 \text{ segments are present} \). The total energy given up to the collector segments can then be expressed as,

\[
\varepsilon_{c,r+1} = \sum_{i=1}^{P_1} q(V_{c,r} - V_{q1}) + \sum_{j=1}^{P_2} q(V_{c,r-1} - V_{qj}) + \sum_{k=1}^{P_3} q(V_{c,r-2} - V_{qk}) + \ldots + \sum_{i=1}^{P_{r+1}} q(V_o - V_{q1}) \quad (7.10)
\]

where

\[ p_1 + p_2 + p_3 \ldots + p_{r-1} = m \]
FIG. 7.1 SCHEMATIC DIAGRAM OF A SEGMENTED COLLECTOR.
The above equation can be simplified and expressed in terms of the charge group's velocities as follows:

\[ \varepsilon_{c,r+1} = q \left\{ p_1 V_{c,r} + p_2 V_{c,r-1} + p_3 V_{c,r-2} + \ldots + p_{r+1} V_0 - V_0 \sum_{j=1}^{m} (1 - [(1 + 2 Cu(y, \varphi_0)]^2) \right\}. \quad (7.11) \]

Thus,

\[ \varepsilon_{d-c,r+1} = \varepsilon_0 + \varepsilon_d + \varepsilon_{c,r+1} \]

\[ = q[p_1 V_{c,r} + p_2 V_{c,r-1} + p_3 V_{c,r-2} + \ldots + p_{r+1} V_0]. \quad (7.12) \]

The electronic efficiency for the \((r+1)\) segment collector is then

\[ \eta_{e,r+1} = \frac{\varepsilon_0 + \varepsilon_d}{\varepsilon_{d-c,r+1}} \quad (7.13) \]

and the overall efficiency is

\[ \eta_0,r+1 = \frac{\varepsilon_0}{\varepsilon_{d-c,r+1}}. \quad (7.14) \]

It is convenient to compare the efficiencies for the device with \(r+1\) collector segments to the efficiencies with a single collector at the \(r\)-\(f\) circuit potential. This can be expressed as,
The electronic efficiency for the \((r+1)\) segment collector device may be written in terms of the electron group's velocities as,

\[
\eta_{e,r+1} = \eta_0 \frac{c_{d-c}}{c_{d-c,r+1}} = \frac{1}{\frac{1}{m} \left( \frac{V_{c,i}}{V_0} \right) + \frac{1}{m} \left( \frac{V_{c,i-1}}{V_0} \right) + \ldots + \frac{1}{m} \frac{V_{r+1}}{V_0}}.
\]  

The overall efficiency can be expressed as,

\[
\eta_{0,r+1} = \frac{2C_0 A_0^2 \frac{d\delta}{dy}}{(1 + C_0 b)} = \frac{1}{\frac{1}{m} \left( \frac{V_{c,i}}{V_0} \right) + \frac{1}{m} \left( \frac{V_{c,i-1}}{V_0} \right) + \ldots + \frac{1}{m} \frac{V_{r+1}}{V_0}}.
\]  

where \(A_0\) = the normalized r-f amplitude at the output of the BWO. For small values of \(C_0\) which is the case in most BWO's,

\[
1 - C_0 \frac{d\delta}{dy} = \frac{1 + C_0 b}{1 + C_0 b}.
\]  

Equations 7.16 and 7.17 may now be used to calculate the electronic and overall efficiencies of a multi-segment depressed collector BWO. The
information needed in these equations has been obtained from the computations performed in Chapter IV.

7.3 Results of Calculations

The above theory has been employed to determine the efficiency improvement factors for several operating conditions in a backward-wave oscillator. The results are shown in Figs. 7.2 through 7.6. Figures 7.2 through 7.5 give the efficiency improvement factors for different numbers of collector stages and the degree of collector depression in each stage. It can be seen from these figures that for a specified number of stages, an optimum improvement factor is obtained for a certain combination of potentials on the different collector segments.

Figure 7.5 shows the optimum efficiencies obtainable by collector depression for different numbers of collector segments and for different operating conditions. It can be seen from this figure that the efficiency improvement factor is lower for tubes that were more efficient before collector depression. This is to be expected of course, since the more efficient a tube is before collector depression, the greater the velocity spread, and thus the lower the improvement factor becomes. The large improvement factors due to collector depression are mainly due to the very low interaction efficiencies of these devices.

A comparison of the efficiencies of uniform and tapered backward-wave oscillators can be obtained by reference to Fig. 7.6. In this comparison it is assumed that the uniform and tapered tubes both operate at the same voltage, current and frequency. This, as shown in detail in Chapter IV, results in a slightly longer tube in the tapered case. When tube No. 1 in Fig. 7.6 is tapered, the efficiency curve corresponding to tube No. 2 will be obtained. For this tube the taper starts at
FIG. 7.2 EFFICIENCY IMPROVEMENT FACTOR AND OPTIMUM COLLECTOR SEGMENT VOLTAGES FOR A DEPRESSED-COLLECTOR UNIFORM BACKWARD-WAVE OSCILLATOR. ($C = 0.05$, $QC = 0$, $b_o = 1.625$, $d = 0$, $I/I_{so} \cong 1.15$, $2CA_o^2 = 0.025$)
FIG. 7.3 EFFICIENCY IMPROVEMENT FACTOR AND OPTIMUM COLLECTOR SEGMENT VOLTAGES FOR A DEPRESSED-COLLECTOR UNIFORM BACKWARD-WAVE OSCILLATOR. (C = 0.05, ηC = 0, 
\[ b_o = 1.825, \, d = 0, \, I/I_{s0} = 1.5, \, 2CA_o^2 = 0.072 \)
FIG. 7.4 EFFICIENCY IMPROVEMENT FACTOR AND OPTIMUM COLLECTOR
SEGMENT VOLTAGES FOR A DEPRESSED-COLLECTOR UNIFORM
BACKWARD-WAVE OSCILLATOR. (C = 0.1, QC = 0,
b_0 = 1.925, d = 0, I/I_b0 ≈ 1.2, 2CA_0 = 0.096)
FIG. 7.5 EFFICIENCY IMPROVEMENT FACTOR AND OPTIMUM COLLECTOR SEGMENT VOLTAGES
FOR A DEPRESSED-COLLECTOR UNIFORM BACKWARD-WAVE OSCILLATOR.

\[ C = 0.1, \ \phi C = 0, \ b_0 = 2.06, \ d = 0, \ I/I_{b_0} = 1.5, \ 2CA_{b_0} = 0.136 \]
No. 1 corresponds to operating points of Fig. 7.2.
No. 2 corresponds to operating points of Fig. 7.3.
No. 3 corresponds to operating points of Fig. 7.4.
No. 4 corresponds to operating points of Fig. 7.5.

FIG. 7.6 OPTIMUM EFFICIENCY VS. NUMBER OF COLLECTOR STAGES

IN A UNIFORM 0-TYPE BACKWARD-WAVE OSCILLATOR.
approximately 70 percent of the length of the tube, and the overall length of the tapered tube is approximately 1.2 times that of the uniform one. When tube No. 3 is tapered the efficiencies shown for tube No. 4 result. For this tube the taper starts at approximately 70 percent of the tube length, and the overall length of the tapered tube is approximately 1.07 times that of the uniform one. It can be seen here also that the efficiency improvement factor is smaller for a tapered tube than that of a uniform one. This is due to the higher interaction efficiency in the tapered tube.

Concluding we can then say that depressed collectors can be effectively employed in backward-wave oscillators to enhance their efficiency. The improvement factor depends on how efficient a certain tube is before collector depression and the more efficient a tube before depression the lower the improvement factor.
8.1 Start-Oscillation Conditions

A general set of small-signal equations describing the behavior of a backward-wave device up to start oscillation has been developed. Any kind of nonuniformity can be accommodated in the equations and its effect on the start-oscillation conditions can be determined. A method for solving these equations on an analog computer was discussed in detail and such a method proved to be very useful in this study. A coupled-mode approach was also employed where the coupled-mode equations were modified to accommodate a variable circuit phase velocity. For very weak tapers a WKBJ approximation was employed in order to obtain a closed-form solution through which the effect of the velocity taper on the start-oscillation conditions could be determined.

It was concluded from the coupled-mode theory results that a circuit phase velocity which increases with distance along the tube will always lead to higher start-oscillation currents. However, when the circuit phase velocity decreases with distance along the tube a decrease in the start-oscillation current may result under certain conditions. Several kinds of tapers in the circuit phase velocity where the velocity decreases with distance were investigated on the analog computer. These include linear, quadratic and exponential tapers. The results of the coupled-mode theory and those from the analog computer are in good agreement. It can be generally stated that if a uniform tube is weakly tapered in such a way that the phase velocity on the slow-wave structure...
decreases with distance, and if the two tubes are to oscillate at the same frequency, then the voltage in the tapered tube will be lower and the start-oscillation current may be lower. The decrease in voltage and current depend on the amount of taper and the parameters of the uniform tube. However, when the strength of the taper exceeds a certain value, depending on the parameters of the tube, no oscillation can start. Similar results were obtained for a beam potential variation increasing with distance. A sinusoidal beam potential variation results in slightly higher start-oscillation currents. The increase in the current depends on the focusing lens strength and the number of d-c focusing periods.

8.2 Efficiency of Tapered Backward-Wave Oscillators

A nonlinear analysis using a Lagrangian formulation was employed to study the effect of velocity tapers. The equations were derived in a manner which allows the inclusion of any kind of nonuniformity in the circuit phase velocity or the d-c potential. Idealized circuit phase velocity tapers for phase focusing an ideal bunch in the interaction region were derived. The application of these tapers to actual situations in backward-wave oscillators resulted in higher efficiencies. The efficiency enhancement factors obtained by solving the equations on the digital computer should not be considered as optimum. Other more elaborate schemes can be devised and incorporated into the computer program which may result in better tapers and thus higher efficiencies. It is felt however that the cost in computer time would be prohibitive. The few cases that were investigated do show the applicability of the above easily derived tapers to actual situations.

An experimental backward-wave oscillator based on the idealized tapers resulted in efficiency improvement factors as high as two.
The effect of a sinusoidal beam potential variation on the efficiency was investigated. It was shown that for a certain lens strength and d-c focusing periods higher efficiencies are obtainable. However, for some values of lens strength and d-c focusing period no oscillation condition could be determined.

8.3 Prebunched-Beam Backward-Wave Oscillators

It was shown that a prebunched beam can be effectively employed in a backward-wave oscillator to obtain higher efficiencies and decrease the start-oscillation current. The applicability of a prebunched beam depends however on having a broadband prebuncher so that the advantageous voltage tunability of a backward-wave oscillator will not be negated.

8.4 Depressed Collectors

It has been determined that depressed collectors can enhance the efficiency considerably. The improvement factor depends on the operating conditions of the oscillator. Optimum collector segment voltages were obtained for different operating conditions. It should be remarked here that even though a depressed collector results in considerably higher efficiencies it does not result in higher r-f power output.

8.5 Suggestions for Further Work

In the coupled-mode theory analysis it was shown that analogous to a nonuniform transmission line where coupling between the forward and backward waves exists, coupling between the slow and fast space-charge waves exists in a beam with a nonuniform potential. This should be investigated further since this would seem to indicate that noise power in the slow space-charge wave may be transferred to the fast space-charge
wave and thus can then be removed. This, as is well known, is very desirable for low-noise devices.

Phase focusing and collector depression should be investigated further experimentally. It would be desirable to investigate the above schemes in a high power (high C) backward-wave oscillator. It is felt that in a high C oscillator the taper will show its effect more readily and will not be as critical as in a low C one.

The velocity taper can be designed to favor one part of the frequency band over the other. This is because the C value and thus the efficiency vary across the band. This will then lead to a lesser degree of r-f power variation across the band which is very desirable. It is felt that an experimental investigation of this will be worthwhile.

The increased efficiency in an oscillator whose beam potential varies sinusoidally along the length of the tube should be studied further so as to understand the specific reason for such an increase.
APPENDIX A.  THE WKBJ SOLUTION TO THE COUPLED-MODE EQUATIONS OF A BACKWARD-WAVE OSCILLATOR WITH A WEAK CIRCUIT TAPER

The equations to be solved are Eqs. 2.89 and 2.90 and are repeated here for convenience,

\[ \left[ \frac{d}{dy} + j \beta_{cn}(y) \right] a_c(y) = -ka_b(y) , \]  

(2.89)

\[ \left[ \frac{d}{dy} + j \beta_{bn}(y) \right] a_b(y) = -ka_c(y) . \]  

(2.90)

In order to obtain an equation in \( a_b \) alone, differentiate Eq. 2.90 and get

\[ a''_b + j \beta_{bn} a'_b = -k a'_c , \]  

(A.1)

where the prime indicates the derivative with respect to \( y \).

From Eq. 2.89 we have

\[ a'_c = -ka_b - j \beta_{cn}(y) a_c \]  

(A.2)

and from Eq. 2.90

\[ a_c = - \frac{a'_b + j \beta_{bn} a_b}{k} . \]  

(A.3)

Substituting Eqs. A.3 and A.2 into Eq. A.1 gives

\[ a''_b + j \left[ \beta_{bn} + \beta_{cn}(y) \right] a'_b + \left[ |k|^2 - \beta_{cn}(y) \beta_{bn} \right] a_b = 0 . \]  

(A.4)
Let us now introduce a new variable \( f(y) \) which is related to \( a_b(y) \) as follows,

\[
a_b(y) = f(y) e^{-J \int_0^y \frac{\beta_c(y') + \beta_b}{2} dy'}
\]

(A.5)

Substituting Eq. A.5 into Eq. A.4 yields

\[
f'' + f \left[ |k|^2 - J \frac{\beta_c}{2} + \left( \frac{\beta_c(y) - \beta_b}{2} \right)^2 \right] = 0
\]

(A.6)

or

\[
f''(y) + r^2(y) f(y) = 0
\]

(A.7)

where

\[
r^2(y) = \left[ |k|^2 - J \frac{\beta_c}{2} + \left( \frac{\beta_c(y) - \beta_b}{2} \right)^2 \right].
\]

(A.8)

If \( r(y) \) varies very slowly with \( y \) or, in other words, if \( (r')^2/r^{5/2} \) and \( r''/r^{3/2} \) are negligible, then one obtains the following solution.

\[
f(y) = \frac{1}{\sqrt{r(y)}} \left[ c_1 e^{J \int_0^y r(y') dy'} + c_2 e^{-J \int_0^y r(y') dy'} \right]
\]

(A.9)

and

\[
a_b(y) = \frac{1}{\sqrt{r(y)}} \left[ c_1 e^{J \int_0^y r(y') dy'} + c_2 e^{-J \int_0^y r(y') dy'} \right] e^{-J \int_0^y \frac{\beta_c(y') + \beta_b}{2} dy'}
\]

(A.10)
It is assumed that the beam enters the circuit unmodulated, and therefore
\( a_b(y) = 0 \) at \( y = 0 \). Substituting this condition in Eq. A.10 we find
\( C_1 = - C_2 \). Equation A.10 then becomes

\[
a_b(y) = \frac{C_1}{\sqrt{r(y)}} \left[ e^{\int_0^y r(y')dy'} - e^{-\int_0^y r(y')dy'} \right]
\]

\[
\cdot e^{\int_0^y \frac{\beta_n(y') + \beta_{b_n}}{2} dy'} \cdot . \quad (A.11)
\]

From Eq. 2.90 the following is obtained

\[
a_c(y) = - \frac{a'_b(y)}{k} - j \frac{\beta_{b_n}}{k} a_b \quad . \quad (A.12)
\]

Substituting for \( a'_b \) and \( a_b \) from Eq. A.11 into Eq. A.12 and after some manipulation one obtains

\[
a_c(y) = - \frac{C_1}{k} \left\{ j2^{1/2} \cos \int_0^y r(y')dy' + \left[ (\beta_n - \beta_{b_n})^{1/2} \right.ight.
\]

\[
\left. - j r^{3/2} r' \right\} \sin \int_0^y r(y')dy' \right\} e^{-j \int_0^y \frac{\beta_n(y') + \beta_{b_n}}{2} dy'} \cdot . \quad (A.13)
\]

Assume that the normalized oscillation length is \( y = y_1 \). Then at \( y = y_1 \),
\( a_c(y) = 0 \). Substituting this in Eq. A.13 and dividing by

\[
\cdot j2^{1/2} \sin \int_0^{y_1} r(y')dy' \quad ,
\]
gives
Now, assume a certain variation of $\beta_n(y)$. Consider a linear taper and take $\beta_n(y)$ to be

$$\beta_n(y) = \beta_{\text{con}} (1 + \alpha y) , \quad (A.15)$$

where $\beta_{\text{con}} = (1 + C_0)/C_0$ is the normalized phase constant at $y = 0$, and $\alpha$ is a measure of the strength of the taper. With this choice of $\beta_n(y)$, $r(y_1)$ is then given by,

$$r(y_1) = \left[ |k|^2 - \frac{\beta_{\text{con}}}{2} + \left( \frac{1}{2|k|^2} \right)^2 \left( \beta_{\text{con}} (1 + \alpha y') - \beta_n \right)^2 \right]^{1/2} . \quad (A.16)$$

Taking the derivative of Eq. A.16 and substituting into Eq. A.14 gives

$$\cot \int_0^{Y_1} |k| \left\{ \left[ 1 - J_{\alpha \phi_{\text{con}}} + \left( \frac{1}{2|k|^2} \right)^2 \left( \beta_{\text{con}} (1 + \alpha y') - \beta_n \right)^2 \right]^{1/2} dy' \right. \left. \frac{J \left[ \beta_{\text{con}} (1 + \alpha y_1) - \beta_n \right]}{2|k|} \right. \left. + \frac{\alpha \phi_{\text{con}} \left[ \beta_{\text{con}} (1 + \alpha y_1) - \beta_n \right]}{2|k|^3} \right\}^{2/3}$$

$(A.17)$
If we now assume a very weak taper such that

\[
\left| \frac{\alpha^2_{\text{con}}}{2|k|^2} \right| \ll 1 \tag{A.18}
\]

and

\[
\frac{1}{4|k|^2} \left[ \beta_{\text{on}} (1 + \alpha y) - \beta_{\text{on}} \right] ^2 \ll 1 , \tag{A.19}
\]

then Eq. A.17 reduces to

\[
\cot \int_0^y |k| \left\{ \left[ 1 - J \frac{\alpha \beta_{\text{con}}}{4|k|^2} + \frac{1}{8|k|^2} \left( \beta_{\text{on}} (1 + \alpha y') - \beta_{\text{con}} \right) ^2 \right] \right\} dy' = \frac{J \left[ \beta_{\text{on}} (1 + \alpha y') - \beta_{\text{on}} \right]}{8|k| \left[ 1 - J \frac{\alpha \beta_{\text{con}}}{4|k|^2} + \frac{1}{8|k|^2} \left( \beta_{\text{on}} (1 + \alpha y') - \beta_{\text{on}} \right) ^2 \right]}
\]

\[
+ \frac{(\alpha \beta_{\text{con}}) \left[ \beta_{\text{on}} (1 + \alpha y') - \beta_{\text{on}} \right]}{8|k|^3 \left[ 1 - J \frac{\alpha \beta_{\text{con}}}{4|k|^2} + \frac{3}{8|k|^2} \left( \beta_{\text{on}} (1 + \alpha y') - \beta_{\text{con}} \right) ^2 \right]} . \tag{A.20}
\]

Again using assumptions A.18 and A.19 gives
\[ \cot \left\{ \frac{\alpha^2 \rho_{\text{con}}}{4 |k|} y_1 + \frac{1}{8 |k|} \left[ (\beta_{\text{con}} - \beta_b)^2 y_1 + \alpha^2 \rho_{\text{con}} (\beta_{\text{con}} - \beta_b) y_1^2 \right] + \frac{1}{3} \alpha^2 \rho_{\text{con}}^2 y_1^3 \right\} = \frac{J \left[ \beta_{\text{con}} (1 + \alpha y_1) - \beta_b \right]}{2 |k|} \]

\[ \cdot \left[ 1 + \frac{\alpha^2 \rho_{\text{con}}}{4 |k|^2} - \frac{1}{8 |k|^2} \left( \beta_{\text{con}} (1 + \alpha y_1) - \beta_b \right)^2 \right] \]  \quad (A.21)

Following the same procedure as that of Bevensee's, write the left-hand side of Eq. A.21 as,

\[ \cot(A + JB) = \frac{\sin A \cos A - J \sinh B \cosh B}{\sin^2 A \cosh^2 B + \cos^2 A \sinh^2 B} \], \quad (A.22)

where,

\[ A = |k|y_1 + \frac{1}{8 |k|} \left[ (\beta_{\text{con}} - \beta_b)^2 y_1 + \alpha^2 \rho_{\text{con}} (\beta_{\text{con}} - \beta_b) y_1^2 \right. \]

\[ \left. + \frac{1}{3} \alpha^2 \rho_{\text{con}}^2 y_1^3 \right] = |k|y_1 + M \]  \quad (A.23)

and

\[ B = - \frac{\alpha^2 \rho_{\text{con}}}{4 |k|} y_1 \]. \quad (A.24)

For \( M \) very small and \(|k|y_1 \ll \pi/2\)

\[ \sin A \cos A \approx \sin |k|y_1 \left[ \cos |k|y_1 - M \sin |k|y_1 \right] \]  \quad (A.25)
and for \( B \) very small

\[
-j \sinh B \cosh B \approx -jB = j \frac{\alpha \beta_{con}}{4|k|} y_1
\]  

(A.26)

Also under the above assumptions,

\[
\sin^2 A \cosh^2 B \approx 1 ,
\]  

(A.27)

\[
\cos^2 A \sinh^2 B \ll 1 .
\]  

(A.28)

Equation A.23 then becomes

\[
\sin |k| y_1 \left[ \cos |k| y_1 - M \sin |k| y_1 \right] + j \frac{\alpha \beta_{con}}{4|k|} y_1
\]

\[
= j \left[ \frac{\beta_{con} (1 + \alpha y_1) - \beta_{bn}}{2|k|} \right] \left[ 1 + j \frac{\alpha \beta_{con}}{4|k|^2} \right]
\]

\[
- \frac{1}{8|k|^2} \left( \beta_{con} (1 + \alpha y_1) - \beta_{bn} \right)^2 \right) .
\]  

(A.29)

It is then seen from Eq. A.29 that the start-oscillation conditions

are now given approximately by

\[
\frac{\alpha \beta_{con} y_1}{2} \approx \left[ \beta_{con} (1 + \alpha y_1) - \beta_{bn} \right] \]  

(A.30)

and

\[
\cot |k| y_1 \approx \frac{\alpha \beta_{con}^2}{96|k|^4} \left[ (|k| y_1)^2 - 6 \right] |k| y_1 .
\]  

(A.31)

These results are discussed in Chapter II.
APPENDIX B. SOLUTION OF THE NONUNIFORM BWO EQUATIONS
ON THE ANALOG COMPUTER

The equations characterizing the behavior of a nonuniform backward-wave oscillator were presented in Section 3.2. The solution of these equations on an analog computer will now be discussed. The equations to be solved are,

\[
\frac{d^2 \text{\textsc{cn}}(y)}{dy^2} + \left( \frac{1 + C_0 b}{C_0} \right) \frac{1}{\xi^2(y)} \text{\textsc{cn}}(y) + \frac{1}{\xi(y)} \frac{d\xi(y)}{dy} \frac{d\text{\textsc{cn}}(y)}{dy} + j2 \frac{d}{C_0} (1 + C_0 b)^2 \frac{1}{\xi^2(y)} \text{\textsc{cn}}(y)
\]

\[
= \frac{4C_0(1 + C_0 b)}{\xi(y)} \rho_{in} - j \frac{8C_0 d(1 + C_0 b)}{\xi(y)} \rho_{in} \quad \text{(B.1)}
\]

\[
\frac{1}{\xi^{1/2}(y)} \frac{d\text{\textsc{un}}(y)}{dy} - \frac{1}{\xi(y)} \frac{d\xi^{1/2}(y)}{dy} \text{\textsc{un}}(y) + \xi^{1/2}(y) \frac{d\text{\textsc{un}}(y)}{dy} + \left[ \frac{d\xi^{1/2}(y)}{dy} + \frac{j}{C_0} \right] \rho_{in}(y) = 0 \quad \text{(B.2)}
\]

\[
\frac{1}{2} \frac{d\text{\textsc{cn}}(y)}{dy} + j \frac{4C_0 \text{QC}}{[1 - 2C_0 \sqrt{QC}]^2} \frac{1}{(1 + C_0 b)} \xi(y) \rho_{in}(y)
\]

\[
= \left[ \frac{j}{C_0} + \frac{d\xi^{1/2}(y)}{dy} \right] \text{\textsc{un}}(y) + \xi^{1/2}(y) \frac{d\text{\textsc{un}}(y)}{dy} \quad \text{(B.3)}
\]
These equations are a set of linear differential equations with variable coefficients. The solution to such a set of equations can be handled best on an analog computer. In order to program these equations on the analog computer they must be separated into real and imaginary parts. The dependent variable, \( V_{cn} \), \( \rho_{in} \), \( u_{1n} \) are then split into real and imaginary components as follows:

\[
V_{cn} = V_R + J V_I , \quad u_{1n} = u_R + J u_I , \quad \rho_{1n} = \rho_R + J \rho_I .
\] (B.4)

Substituting Eq. B.4 into Eqs. B.1 through B.3 and separating the real and imaginary parts gives the following set of six differential equations.

\[
\begin{align*}
\frac{d^2V_R}{dy^2} + \left( \frac{1 + C_o b}{C_o} \right)^2 \frac{1}{\xi^2(y)} \frac{\xi(y)}{V_R} + \frac{1}{\xi(y)} \frac{d\xi(y)}{dy} \frac{dV_R}{dy} & = 2 \frac{d}{C_o} (1 + C_o b) \frac{1}{\xi^2(y)} V_I \\
\frac{d^2V_I}{dy^2} + \left( \frac{1 + C_o b}{C_o} \right)^2 \frac{1}{\xi^2(y)} \frac{\xi(y)}{V_I} + \frac{1}{\xi(y)} \frac{d\xi(y)}{dy} \frac{dV_I}{dy} & = 2 \frac{d}{C_o} (1 + C_o b) \frac{1}{\xi^2(y)} V_R \\
\end{align*}
\] (B.5)

\[
\begin{align*}
\frac{d^2\rho_R}{dy^2} + \left( \frac{1 + C_o b}{C_o} \right)^2 \frac{1}{\xi^2(y)} \frac{\xi(y)}{\rho_R} + \frac{1}{\xi(y)} \frac{d\xi(y)}{dy} \frac{d\rho_R}{dy} & = \frac{4C_o (1 + C_o b)}{\xi(y)} \rho_I - \frac{8C_o^2 d(1 + C_o b)}{\xi(y)} \rho_R \\
\frac{d^2\rho_I}{dy^2} + \left( \frac{1 + C_o b}{C_o} \right)^2 \frac{1}{\xi^2(y)} \frac{\xi(y)}{\rho_I} + \frac{1}{\xi(y)} \frac{d\xi(y)}{dy} \frac{d\rho_I}{dy} & = \frac{4C_o (1 + C_o b)}{\xi(y)} \rho_R - \frac{8C_o^2 d(1 + C_o b)}{\xi(y)} \rho_I \\
\end{align*}
\] (B.6)
The procedure for scaling the above equations is the same as that employed by Rowe and Sobol. This is done by assuming an approximate voltage variation on the circuit of a uniform BWO. The start-oscillation \( y \) in a uniform oscillator is approximately

\[
y_{s,0} \approx \frac{R^2}{2}.
\]
The line voltage can then be approximately expressed as,

\[ V_{cn}(y) = V_{cn}(0) \cos \frac{\pi y}{L} \exp \left( -j \frac{\pi}{C_0} \right) \tag{B.12} \]

Assuming \( V_{cn}(0) \) is unity and substituting in Eqs. B.1 through B.3 it can be shown that the maximum amplitudes of \( \rho_{1n} \) and \( u_{1n} \) are,

\[ |\rho_{1n}| \approx \frac{0.4}{C_0} \tag{B.13} \]

\[ |u_{1n}| \approx \frac{0.625}{C_0} \tag{B.14} \]

The time scale used is

\[ \tau = \frac{y}{C_0} \tag{B.15} \]

where \( \tau \) is the machine time. The derivatives with respect to the machine time then become

\[ P = \frac{\Delta}{d\tau} = C_0 \frac{d}{dy} \tag{B.16} \]

\[ P^2 = \frac{\Delta}{dt^2} = C_0^2 \frac{d}{dy^2} \tag{B.17} \]

The tube analyzed in this study had a gain parameter \( C_0 = 0.05 \). For a voltage maximum of 0.02 the scaling used is,

\[ V = 0.02 \bar{V} \]

\[ \rho = 5 \bar{\rho} \]

\[ u = 0.2 \bar{u} \tag{B.18} \]

where the bar quantities represent machine variables. Equations B.16 and B.17 then become,
We can now substitute the above quantities into Eqs. B.5 through B.10 and obtain a set of equations in machine variables which can then be programmed on the analog computer. This is done in two parts as follows:

**B.1 Nonuniform Circuit Phase Velocity Equations**

Here the beam potential is assumed to be constant but the circuit phase velocity varies with distance along the tube, i.e., $\xi(y) = 1$ and $\xi(y)$ is arbitrary. Also $d$ is assumed to be zero. Substituting the machine time and variables in Eqs. B.5 through B.10 and arranging, results in the following set of equations,

\[
P^2 V_R = \frac{(1 + 0.05 b)^2}{\xi^2(\tau)} V_R + \frac{P_1(\tau)}{\xi(\tau)} \frac{V_R}{P_1(\tau)} + \frac{0.125(1 + 0.05 b)}{\xi(\tau)} \frac{P_R}{\xi(\tau)} ,
\]

(B.21)

\[
P^2 V_I = \frac{(1 + 0.05 b)^2}{\xi^2(\tau)} V_I + \frac{P_1(\tau)}{\xi(\tau)} \frac{V_I}{P_1(\tau)} + \frac{0.125(1 + 0.05 b)}{\xi(\tau)} \frac{P_I}{\xi(\tau)} ,
\]

(B.22)

\[
P V_R = -0.04 P V_R + P_I ,
\]

(B.23)

\[
P V_I = -0.04 P V_I - P_R ,
\]

(B.24)

\[
P V_R = 0.05 P V_R - \frac{0.25ac}{(1 - 0.1 \sqrt{Qc})^2} \frac{1}{(1 + 0.05 b) \xi(\tau)} \xi(\tau) P_I + V_I ,
\]

(B.25)
\[ P \frac{\partial V}{\partial t} = 0.05 P \frac{\partial V}{\partial t} + \frac{0.25QC}{[1 - 0.1 \sqrt{QC}]^2} \frac{1}{(1 + 0.05b) t(t)} \bar{A}_R - \bar{V}_R \]

(B.26)

The initial conditions, Eqs. 3.45 through 3.48 now become,

\[ \bar{U}_R(0) = \bar{U}_I(0) = \bar{A}_R(0) = \bar{A}_I(0) = 0 \]

\[ \bar{V}_R(0) = \bar{V}_I(0) = \text{an arbitrary constant}, \]

(B.27)

(B.28)

\[ \left. P \frac{\partial \bar{V}_R}{\partial t} \right|_0 = (1 + 0.05b) \bar{V}_I(0) \]

(B.29)

and

\[ \left. P \frac{\partial \bar{V}_I}{\partial t} \right|_0 = -(1 + 0.05b) \bar{V}_R(0) \]

(B.30)

A "roadmap" showing the analog computer elements employed in solving the above set of differential equations is shown in Fig. B.1. The potentiometer settings are given in Table B.1. The elements involved in the function generator are shown in detail in Figs. B.2 through B.4 for the different tapers that were investigated.

<table>
<thead>
<tr>
<th>Potentiometer No.</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>6, 8</td>
<td>((1 + 0.05b)^2)</td>
</tr>
<tr>
<td>7, 9</td>
<td>(0.125(1 + 0.05b))</td>
</tr>
<tr>
<td>10, 11</td>
<td>0.04</td>
</tr>
<tr>
<td>12, 14</td>
<td>0.05</td>
</tr>
</tbody>
</table>
FIG. B.2 ELEMENTS OF FUNCTION GENERATOR FOR LINEAR CIRCUIT PHASE

VELOCITY TAPER. [$\xi(t) = (1 - \alpha \tau/20)$]
FIG. B.4 ELEMENTS OF FUNCTION GENERATOR FOR EXPONENTIAL CIRCUIT PHASE

VELOCITY TAPER. \[ \xi(t) = e^{-\alpha t/20} \]
### B.2 Nonuniform Beam Potential Equations

Here the circuit phase velocity is assumed to be constant but the beam potential varies as a function of distance along the length of the tube, i.e., $\xi(y) = 1$ and $\zeta(y)$ is arbitrary. $d$ is also assumed to be zero. Substituting the machine time and variables in Eqs. B.5 through B.10 results in the following set of equations:

$$ P^2 \overline{v}_R = - (1 + 0.05 b)^2 \overline{v}_R + 0.125(1 + 0.05 b) \overline{\sigma}_R \tag{B.31} $$

$$ P^2 \overline{v}_I = - (1 + 0.05 b)^2 \overline{v}_I + 0.125(1 + 0.05 b) \overline{\sigma}_I \tag{B.32} $$

$$ P \overline{\sigma}_R = - \frac{0.04 P \overline{v}_R}{\xi(\tau)} + \frac{0.04 P[\xi^{1/2}(\tau)] \overline{v}_R}{\xi^{3/2}(\tau)} \tag{B.33} $$

$$ P \overline{\sigma}_I = - \frac{0.04 P \overline{v}_I}{\xi(\tau)} + \frac{0.04 P[\xi^{1/2}(\tau)] \overline{v}_I}{\xi^{3/2}(\tau)} \tag{B.34} $$
\[
\begin{align*}
F \bar{R} &= \frac{0.05\bar{V}_R}{\xi^{1/2}(\tau)} - \frac{0.25 QC}{[1 - 0.1 \sqrt{QC}]^2 (1 + 0.05 b) \xi^{1/2}(\tau)} \bar{I} \\
&\quad + \frac{\bar{U}_I}{\xi^{1/2}(\tau)} - \frac{F[\xi^{1/2}(\tau)]}{\xi^{1/2}(\tau)}, \quad (B.35) \\
F \bar{I} &= \frac{0.05\bar{V}_I}{\xi^{1/2}(\tau)} + \frac{0.25 QC}{[1 - 0.1 \sqrt{QC}]^2 (1 + 0.05 b) \xi^{1/2}(\tau)} \bar{R} \\
&\quad - \frac{\bar{U}_R}{\xi^{1/2}(\tau)} - \frac{F[\xi^{1/2}(\tau)]}{\xi^{1/2}(\tau)} \bar{I} \quad (B.36)
\end{align*}
\]

The initial conditions are given by Eqs. B.27 through B.30.

For the sinusoidal beam potential variation where \( \xi(y) = 1 - A \cos \chi y \), the following approximations were made,

\[
\frac{1}{\xi(y)} \approx 1 + A \cos \chi y ,
\]

\[
\frac{1}{\xi^2(y)} \approx 1 + 2A \cos \chi y ,
\]

\[
\frac{1}{\xi^{1/2}(y)} = 1 + \frac{1}{2} A \cos \chi y \quad (B.37)
\]

A "roadmap" showing the analog computer elements employed in solving the above set of equations is shown in Fig. B.5. The potentiometer settings are given in Table B.2. The elements involved in the function generator are shown in detail in Figs. B.6 through B.9 for the different nonuniformities that were investigated.
FIG. 2.5 "ROADMAP" OF ANALOG COMPUTER ELEMENTS FOR FINDING START-Oscillation

CONDITIONS OF A BRA WITH A NONUNIFORM BEAM POTENTIAL.
FIG. E.7 FUNCTION GENERATOR ELEMENTS FOR QUADRATIC POTENTIAL GRADIENT:

\[ f(t) = (1 + t^2/400) \]
FIG. B.8 FUNCTION GENERATOR ELEMENTS FOR EXPONENTIAL POTENTIAL GRADIENT.

\[ \zeta(\tau) = e^{2\pi \tau / 20} \]
FIG. B.9 FUNCTION GENERATOR ELEMENTS FOR SINUSOIDAL BEAM POTENTIAL VARIATION.

\[
\left[ \xi(\tau) \right]^k / \left[ \xi(\tau) \right]^{\frac{k}{2}}
\]

\[
[\xi(\tau) = 1 - A \cos \alpha \tau/20]
\]
Table B.2
Potentiometer Settings for Figure B.5

<table>
<thead>
<tr>
<th>Potentiometer No.</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>6, 7</td>
<td>((1 + 0.05 , \text{b})^2)</td>
</tr>
<tr>
<td>8, 9</td>
<td>(0.125(1 + 0.05 , \text{b}))</td>
</tr>
<tr>
<td>10, 11, 12, 13</td>
<td>0.04</td>
</tr>
<tr>
<td>14, 16</td>
<td>0.05</td>
</tr>
<tr>
<td>15, 17</td>
<td>(0.25Qc)</td>
</tr>
<tr>
<td></td>
<td>([1 - 0.1\sqrt{Qc}]^2 (1 + 0.05 , \text{b}))</td>
</tr>
<tr>
<td>18</td>
<td>0.5(1 + 0.05 , \text{b})</td>
</tr>
<tr>
<td>19, 21</td>
<td>- 0.5</td>
</tr>
<tr>
<td>20</td>
<td>- 0.5(1 + 0.05 , \text{b})</td>
</tr>
</tbody>
</table>
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LIST OF SYMBOLS

\( A_0 \) Normalized amplitude of the output r-f wave.

\( A(y) \) Normalized amplitude of the r-f wave along the tube.

\( A_{d-c}(y) \) Normalized amplitude of the d-c gradient potential along the tube.

\( A_n \) Fourier amplitude coefficient of cosine components in Fourier expansion for charge density.

\( a_± \) The forward and backward modes on a transmission line, or the fast and slow space-charge modes on an electron beam.

\( a_c \) The backward-wave mode on the circuit.

\( a_b \) The slow space-charge mode on the electron beam.

\( a' \) Mean radius of the transmission line, m.

\( B \) Large-signal space-charge range parameter.

\( b° \) Relative velocity parameter of the electrons and the cold circuit wave in the uniform section of the tube,

\( b(y) \) Relative velocity parameter at any point along the tube in normalized coordinate system, \( u_o-v_o(y)/c_o v_o(y) \).

\( b(z) \) Relative velocity parameter at any point along the tube in the \((z,t)\) coordinate system, \( u_o - v_o(z)/c_o v_o(z) \).

\( b' \) Radius of the electron stream, m.

\( C_o \) Interaction parameter, defined by \( C_o^3 = \frac{Z_o I_o}{4V_o} \).

\( C(z) \) Capacitance per unit length of a nonuniform transmission line, farads/m.

\( c \) Velocity of light in free space.

\( d \) Ohmic circuit-loss factor, \( 0.01836 \, \frac{1}{c_o} \).

\( \hat{E} \) The electric field intensity, volts/m.

\( \hat{E}_c(z,t) \) The r-f electric field on the circuit, volts/m.
\( E_{sc_1}(z,t) \)  The r-f space-charge field, volts/m.

\( E_{d-c}(z) \)  The d-c electric field, volts/m.

\( e_d \)  R-f energy dissipated on the circuit, joules.

\( e_{d-c} \)  D-c beam input energy, joules.

\( e_c \)  D-c energy given to the collector, joules.

\( e_i \)  R-f input energy, joules.

\( e_o \)  R-f output energy, joules.

\( e \)  The electronic charge, coulombs.

\( F(\varphi - \varphi') \)  Space-charge weighting function.

\( f \)  Frequency, cycles/sec.

\( G_c \)  Gigacycles = \( 10^9 \) cps.

\( H \)  The magnetic field intensity, amperes/m.

\( I_m \)  Modified Bessel function of order \( m \).

\( I_o \)  D-c beam current, amperes.

\( I_c(z,t) \)  The r-f current on the circuit, amperes.

\( i \)  The total beam current, amperes.

\( i_i \)  The r-f beam current, amperes.

\( J \)  The convection current density, amperes/m².

\( L(z) \)  The inductance per unit length of a nonuniform transmission line, henrys/m.

\( l(z) \)  The series loss in db per wavelength on a nonuniform transmission line.

\( m \)  The mass of an electron, kg.

\( N \)  The number of stream wavelengths in a distance \( z \).

\( N_{d-c} \)  The number of d-c focusing periods in an electrostatically focused tube.

\( n \)  The number of electron groups per r-f cycle.

\( n \)  An index of Fourier components of charge density.

\( P \)  The power flow along transmission line, watts.
The symbols and their meanings are as follows:

- **p**: Helix pitch, inches.
- **QC**: Space-charge parameter.
- **q(y)**: Normalized cold circuit phase velocity at any point along the tube, m/sec.
- **R(z)**: Series resistance per unit length of a nonuniform transmission line.
- **R**: Electron-plasma-frequency reduction factor.
- **t**: Clock time, sec.
- **t_{0j}**: Entrance time of jth electron group, sec.
- **u**: The total beam velocity, m/sec.
- **u_{0}**: Average electron velocity in the stream, m/sec.
- **u_{1}**: The r-f beam velocity, m/sec.
- **u(y,\varphi_{0j})**: When multiplied by 2C_{0}u_{0} represents the change in velocity of the jth electron from the average velocity u_{0}, in normalized coordinate system.
- **u(z,t_{0j})**: When multiplied by 2C_{0}u_{0} represents the change in velocity of the jth electron from the average velocity u_{0}, in (z,t) coordinate system.
- **u_{t}(y_{i},\varphi_{0j})**: Total velocity of the jth electron at the y_{i}th level, equal to u_{0} [1 + 2C_{0}u_{0}(y_{i},\varphi_{0j})].
- **V_{0}**: The d-c beam voltage, volts.
- **V_{1}**: The beam kinetic potential, volts.
- **V_{ci}**: The potential of the i\textsuperscript{th} collector segment, volts.
- **V_{d-c}(y)**: D-c voltage along the tube in normalized coordinate system, volts.
- **V_{d-c}(z)**: D-c voltage along the tube in (z,t) coordinate system, volts.
- **V_{c}(z,t)**: The r-f circuit voltage, volts.
- **V_{g}**: The gap modulating voltage, volts.
- **V_{qj}**: The equivalent r-f potential of the jth electron group, volts.
- **V_{sc}(z,t)**: The space-charge potential, volts.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_{oo})</td>
<td>The cold circuit phase velocity in the uniform section, m/sec.</td>
</tr>
<tr>
<td>(v_{o}(y))</td>
<td>The cold circuit phase velocity at any point along the tube, in normalized coordinate system, m/sec.</td>
</tr>
<tr>
<td>(v_{o}(z))</td>
<td>The cold circuit phase velocity at any point along the tube in the ((z,t)) coordinate system, m/sec.</td>
</tr>
<tr>
<td>(v(y))</td>
<td>Actual r-f phase velocity along the circuit in the normalized coordinate system, m/sec.</td>
</tr>
<tr>
<td>(v(z))</td>
<td>Actual r-f phase velocity along the circuit in the ((z,t)) coordinate system, m/sec.</td>
</tr>
<tr>
<td>(v_{pf})</td>
<td>The phase velocity of the fast space-charge wave, m/sec.</td>
</tr>
<tr>
<td>(v_{ps})</td>
<td>The phase velocity of the slow space-charge wave, m/sec.</td>
</tr>
<tr>
<td>(x(y))</td>
<td>Normalized electron group velocity in the normalized coordinate system.</td>
</tr>
<tr>
<td>(y)</td>
<td>Normalized distance equal to ((\omega/u_0)) (C_0z).</td>
</tr>
<tr>
<td>(y_1)</td>
<td>Normalized oscillation length of a tapered tube.</td>
</tr>
<tr>
<td>(y_{s,t})</td>
<td>Normalized length at which taper starts.</td>
</tr>
<tr>
<td>(Z_{o}(z))</td>
<td>The characteristic impedance of a nonuniform transmission line, ohms.</td>
</tr>
<tr>
<td>(Z_{b}(y))</td>
<td>The impedance of an electron beam with a nonuniform potential, ohms.</td>
</tr>
<tr>
<td>(z)</td>
<td>Distance along the tube, m.</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>A taper parameter which designates the strength of the circuit phase velocity taper or the voltage gradient.</td>
</tr>
<tr>
<td>(\beta(z))</td>
<td>Actual phase constant of transmission line, (\omega/v(z)), radians/m.</td>
</tr>
<tr>
<td>(\beta_{c}(z))</td>
<td>Undisturbed phase constant of nonuniform transmission line, (\omega/v_{o}(z)), radians/m.</td>
</tr>
<tr>
<td>(\beta_{e})</td>
<td>Phase constant of uniform electron beam, (\omega/u_0), radians/m.</td>
</tr>
<tr>
<td>(\beta_{e}(y))</td>
<td>Phase constant of nonuniform electron beam, (\omega/u_0(y)), in normalized coordinate system.</td>
</tr>
<tr>
<td>(\beta_0)</td>
<td>Free-space phase constant, (\omega/c), radians/m.</td>
</tr>
<tr>
<td>(\beta_p)</td>
<td>Plasma propagation constant, (\omega_p/u_0), radians/m.</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\beta_q$</td>
<td>Reduced plasma propagation constant, $\omega_q/u_0$, radians/m.</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Radial propagation constant, equal to $\sqrt{\beta_c^2 - \beta_0^2}$, radians/m.</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Permittivity of free space, farads/m.</td>
</tr>
<tr>
<td>$\xi(y)$</td>
<td>Parameter designating the d-c voltage variation along the beam.</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Ratio of charge to mass for an electron, $e/m$, kg/coul.</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Interaction efficiency.</td>
</tr>
<tr>
<td>$\eta_e$</td>
<td>Electronic efficiency.</td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>Overall efficiency.</td>
</tr>
<tr>
<td>$\theta(y)$</td>
<td>The phase lag of r-f wave relative to electron stream at any point along the tube in normalized coordinate system, radians.</td>
</tr>
<tr>
<td>$\theta(z)$</td>
<td>Phase lag of r-f wave relative to electron stream at any point along the tube in the $(z,t)$ coordinate system, radians.</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>Free space wavelength, $c/f$, m/sec.</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>Wavelength along the electron beam, $u_0/f$, m/sec.</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Permeability of free space, henrys/m.</td>
</tr>
<tr>
<td>$\xi(y)$</td>
<td>Parameter representing the circuit phase velocity variation along the structure.</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>D-c space-charge density, coulombs/m.</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>R-f space-charge density, coulombs/m.</td>
</tr>
<tr>
<td>$\rho(y,\phi)$</td>
<td>Instantaneous r-f space-charge density in the beam in the normalized coordinate system, coulombs/m.</td>
</tr>
<tr>
<td>$\rho(z,t)$</td>
<td>Instantaneous r-f space-charge density in the beam in the $(z,t)$ coordinate system, coulombs/m.</td>
</tr>
<tr>
<td>$\phi_{0j}$</td>
<td>Entrance phase of the $j$th electron group, radians.</td>
</tr>
<tr>
<td>$\phi(y,\phi_0)$</td>
<td>Phase of r-f wave at position $y$, relative to the reference position crest of a cosine wave which entered the tube at $y = 0$, $\phi_0 = 0$, radians.</td>
</tr>
<tr>
<td>$\phi(y,\phi_{0j})$</td>
<td>Phase of $j$th electron group at distance $y$, relative to the r-f wave, radians.</td>
</tr>
</tbody>
</table>
\( \varphi(z, t_0) \) \hspace{1cm} \text{Phase of r-f wave at } z \text{ relative to the reference positive crest of the wave at } z = 0, t_0 = 0; \text{ radians.}

\( \varphi(z, t_{0j}) \) \hspace{1cm} \text{Phase of jth electron group at distance } z, \text{ relative to the r-f wave, radians.}

\( \phi_f \) \hspace{1cm} \text{The phase angle at which a "hard-kernel-bunch" is focused, radians.}

\( \omega \) \hspace{1cm} \text{Angular frequency of r-f wave, radians/sec.}

\( \omega_p \) \hspace{1cm} \text{Electron plasma frequency, defined by } \omega_p^2 \triangleq \eta I_c / \pi \epsilon_0 b^2 u_o, \text{ radians/sec.}

\( \omega_q \) \hspace{1cm} \text{Effective electron plasma frequency for a finite beam, equal to } \omega_p R, \text{ radians/sec.}
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The effect of several kinds of nonuniformities in the circuit phase velocity and beam potential on the start-oscillation conditions of an E-type klystron have been investigated. The nonuniformities include linear, quadratic, and exponential circuit phase velocity tapers and linear, quadratic, and exponential beam voltage gradients. It is shown that under certain conditions the taper may be employed to either reduce the start-oscillation current or to suppress harmonic-wave oscillations in forward-wave amplifiers.

Circuit phase velocity tapers for achieving phase-focus- ing and thus enhancing the efficiency of E-type klystrons are derived. Employing such a circuit taper in an experimental 8-band EK resulted in efficiency improvement factors of 1.2 to 2.0 times 1.0 over a frequency range of 2.0 to 4.0 Gc.

Efficiency enhancement through utilization of multigap depressed collectors is investigated. Optimum collector segment voltages for achieving optimum efficiencies under typical operating conditions have been determined and are presented. The utilization of multigap beams in BEK's is considered and the effect on the start-oscillation conditions and efficiency is determined.