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INTRODUCTION

There are in existence many classes introduced in view of extending the notion of Bessel potentials of $L^2$ functions (c.f. [2]; classes $P^\alpha$ discussed there were introduced earlier but the theory was not published in extenso).

The most important appear to be the classes often denoted by $L^p_\alpha$ (Calderon [6]), $W^\alpha_p$ (introduced by Gagliardo [11] and Slobodecki [14] as the extension of classes $W^\alpha_p$ introduced by Sobolev for integral values of $\alpha$) and $\tilde{W}^\alpha_\alpha$ (the special case of more general classes introduced by Besov [5]).

These classes are defined essentially as follows (for precise definitions see §7 of this paper).

$L^p_\alpha$ is the class of all Bessel potentials of $L^p$ functions, i.e. of all functions $u$ of the form $u = G_\alpha * f, f \in L^p$, where $G_\alpha$ is the Bessel kernel of order $\alpha$ (c.f. §2). The norm in $L^p_\alpha$ is defined by $\|u\|_{L^p_\alpha} = \|f\|_{L^p}$.

$W^\alpha_p$, for $\alpha > 0$ is defined as the class of all functions which together with all derivatives of order $\leq \alpha$ (in the sense of the theory of distributions) are in $L^p$ and have finite norm

$$\left\{ \sum_{f=0}^{[\alpha]} \sum_{\|\beta\|=f} \left[ \int_{\mathbb{R}^n} |D_ju|^p dx + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|D_ju(x) - D_ju(y)|^p}{|x-y|^{\alpha-\|\beta\|}} \frac{dxdy}{|x-y|^{n \|\beta\|}} \right] \right\}^{1/p}. $$

1. We shall not consider here the classes introduced by Nikolskii [12] as they are not so closely related to potentials of $L^p$ functions. The same applies to the general classes of Besov.
In the latter expression the double integrals are to be omitted for \( \alpha \) integer. (For a precise definition of the norm in \( W_\alpha^p \) see \( \S 3 \).)

\[ \mathcal{T}_\alpha^p, \quad \alpha > 0, \] is defined as the class of all functions of \( L^p \) with the finite norm

\[ |u|_{\alpha,p,k} = \left( \|u\|_{L^p}^p + \int_1^\infty \| \frac{\Delta^k u}{|t|^{\alpha}} \|_{L^p}^p |t|^{-n} \, dt \right)^{\frac{1}{p}}, \quad k > \alpha. \]

This expression does not give the standard norm in \( \mathcal{T}_\alpha^p \). However, for all integers \( k > \alpha \) the corresponding norms \( |u|_{\alpha,p,k} \) are equivalent.

In view of different aspects of the theory, each of these classes has its advantages and disadvantages. From the point of view of simplicity of properties the class \( \mathcal{T}_\alpha^p \) seems to be the most advantageous; the class \( L_\alpha^p \) is the simplest from the point of view of definition and representations of its elements. Class \( W_\alpha^p \) is in most cases in a kind of intermediate position between the other two; for \( \alpha \) not integer and all \( p, 1 \leq p \leq \infty \), \( W_\alpha^p \) coincides with \( \mathcal{T}_\alpha^p \), whereas for \( \alpha \) integer and \( 1 < p < \infty \), it coincides with \( L_\alpha^p \). The only cases when \( W_\alpha^p \) has a somewhat independent existence are \( p = 1 \) or \( p = \infty \) and \( \alpha \) integer. These are actually the cases when the information about \( W_\alpha^p \) is the least precise. For this reason, if we were interested in studying these classes in the whole space \( \mathbb{R}^n \), there perhaps wouldn't be much point in introducing the classes \( W_\alpha^p \). This study, however, is conceived as an introduction and help to the investigation of the corresponding spaces on domains of the space \( \mathbb{R}^n \) (as was done in the case of Bessel potentials in [3]). In this connection we immediately come across the question of defining these classes intrinsically for a domain \( D \subset \mathbb{R}^n \).

For \( W_\alpha^p \) the answer is immediate. To define \( W_\alpha^p(D) \) it suffices to replace \( \mathbb{R}^n \) by \( D \) in all the integrals occurring in the definition of the norm. Such definition is justified by an extension theorem asserting the existence of a
simultaneous linear and bounded extension mapping from \( W^\alpha_p(D) \) to \( W^\alpha_p(\mathbb{R}^n) \) for a rather general class of domains.

As concerns \( L^p_\alpha \) there is no intrinsic definition of a corresponding class in a domain \( D \).

In the case of \( \mathcal{T}^\alpha p \) there is an intrinsic definition for a domain \( D \) proposed by Besov in which the integration of the difference is taken only over the points of \( D \) where the difference is defined. However, it is not known, and probably not true that for a general domain \( D \) the different norms defining \( \mathcal{T}^\alpha p \) are equivalent. Even if one of them is chosen, the presence of the higher difference occurring in the norm makes it very unwieldy to use it in a domain. In the case of classes \( W^\alpha_p \) we know that most of the results of the theory of Bessel potentials of \( L^2 \) functions can be extended to \( W^\alpha_p(D) \). It is not known and seems difficult to extend these results to the proposed classes \( \mathcal{T}^\alpha p(D) \). This is the reason why in the present paper we are stressing the study of the classes \( W^\alpha_p \).

All the classes under consideration can be considered as completions of the class \( C^\infty_0 \) with corresponding norms. The classes \( L^p_\alpha, W^\alpha_p, \mathcal{T}^\alpha p \) are such completions relative to the class of sets of Lebesgue measure 0. This approach avoids some essential difficulties, but in some respects it is rather inconvenient, especially if we want to speak about restrictions of these classes to hyperplanes or more general subsets of \( \mathbb{R}^n \). Clearly this approach does not allow any insight into pointwise properties of derivatives of functions of the classes under consideration.

Similarly as was done in the case of Bessel potentials of \( L^2 \) functions
we introduce the perfect functional completions of $C_0^\infty$ with the norms of $L^p_\alpha$, $W^\alpha_p$, $\tilde{W}^\alpha_p$. To distinguish these perfect completions from the imperfect completions we use the symbols $P^\alpha_p$ for the perfect completion corresponding to $L^p_\alpha$ (in analogy to the symbol $P^\alpha$ for Bessel potentials of $L^2$ functions), $\tilde{P}^\alpha_p$ for the perfect completion corresponding to $W^\alpha_p$ (in analogy to $\tilde{P}^\alpha$ for Bessel potentials intrinsically introduced on domains) and $B^\alpha_p$ for the perfect completion corresponding to $\tilde{N}^\alpha_p$.

It is to be noted that for $p = 2$ all three classes coincide with $P^\alpha$, and this is the only exponent for which a single class can be defined combining all the advantages of $P^\alpha_p$, $\tilde{P}^\alpha_p$ and $B^\alpha_p$.

All three families of spaces considered here were extensively investigated by several authors, Besov [5] (see also [12]), Calderon [6], Gagliardo [11], Slobodsky [14], Stein [7], [8], Taibleson [19] and others, and many of the results presented in this paper were obtained by them. We believe, that in addition to some new results which we obtain here, the most significant contribution made is the introduction of the representation formulas for the study of the spaces under consideration. The method appears to have possible applications in the general study of differential problems.

The basic idea behind the use of representation formulas lies in the fact that they represent a function as an integral transform (or a linear combination of such) applied to expressions whose $L^p$ norms occur in the definitions of the spaces under consideration. For example, the representation formula (c.f. § 5)

\[
u(x) = \sum_{I=0}^{m} \sum_{|j|=I} \binom{m}{I} \int_{\mathbb{R}^n} D^j G_{2m}(x-y) D^j u(y) \, dy
\]

1. See [12].
expresses \( u \) in terms of all its derivatives of order \( \leq m \) -- the norm in \( W^m_p \) is defined in terms of \( L^p \) norms of these derivatives.

We give a general method for obtaining such representation formulas. They are derived from identities written in terms of Fourier transforms, where they appear as quite elementary; the translation of these leads to identities in terms of the original functions, usually in terms of some special integral transformations. This kind of translation has a well determined meaning in terms of tempered distributions, but since we are interested in applying the resulting formulas as bona fide integral transformations, we have to use a relatively simple theorem (§5) giving conditions under which the formulas so obtained are valid as integral formulas. These considerations in turn necessitate an analysis of the corresponding integral transformations in order to decide if these transformations are absolutely regular.

In §6 we give criteria for absolute regularity which were already known for some time to be sufficient (but were not published). Quite recently E. Gagliardo proved them to be necessary also (in a forthcoming paper).

In the introductory chapter we recall some basic notions and results of the theory of functional spaces and functional completion (§1), the definition of the kernel \( G_\alpha \) and some of its properties (§2). For functions of \( C^\infty_0 \) we introduce the standard and approximate norms of \( W^\alpha_p \) (§3) and the norms \( | \cdot |_{\alpha,p,k} \) of \( \tilde{H}^\alpha_{\alpha,p} \) (§4) and investigate their properties; in particular we prove the equivalence of norms \( | \cdot |_{\alpha,p,k} \) with varying \( k \).

The second chapter deals with the imperfect completions. In §5 we describe the formal way of obtaining all our representation formulas (among these the reproducing formulas and inversion formulas for Bessel poten-
6. §6 is to be taken as a brief introduction to the general theory of integral transformations which leads in particular to the notions of semi-regular, regular, and absolutely regular transformations and their basic properties. In §7 we introduce in a precise way the imperfect completion; in §8 we prove the continuity of the standard norm of \( W^\alpha_p \) considered as a function of \( \alpha \). In §9 we derive various auxiliary inequalities concerning the kernel \( G_\alpha \), its derivatives and differences, which are needed in §10 where we consider several integral transformations occurring in our representation formulas and analyze them from the point of view of properties described in §6. Almost all of these transformations turn out to be absolutely regular which allows us to obtain in §11 all the equalities, isomorphisms and inclusions between the different classes. We show in particular that there is a well-determined space \( B^{0,p}_0 \) of tempered distributions such that \( \mathcal{L}^{\alpha,p}_0 = G_\alpha B^{0,p}_0 \) for all \( \alpha > 0 \). In most cases these results were obtained by other authors by different methods; we were able to make some of them more precise. In §12 our representation formulas are used to represent the spaces \( W^\alpha_p \), \( \mathcal{L}^{\alpha,p}_0 \) as projections in suitably defined \( L^p \)-spaces which allows us to prove in a simple way that \( W^\alpha_p \), \( W^{\alpha'}_p \), and \( \mathcal{L}^{\alpha,p}_0 \), \( \mathcal{L}^{\alpha',p}_1 \) are conjugate in suitable pairings.

Chapter III deals with the perfect completions \( \mathcal{F}^{\alpha,p}_0 \), \( \mathcal{E}^{\alpha,p}_\beta \), and \( B^{\alpha,p}_0 \). In §13 we prove their existence, describe their exceptional classes and show that in almost all cases the representation formulas introduced before give perfect representations of functions in corresponding perfect completions. It is shown further that functions in perfect completions have pointwise defined derivatives (for \( p = 1 \) the results are somewhat weaker). It is also shown that for every function in any of the imperfect completions we can
very easily obtain a corresponding function in the perfect completion by replacing it by the pointwise limit of its regularizations (corrected function) and taking as its exceptional set the sets of all points where the limit does not exist or is infinite. (Here again the result is less precise for $E^{\alpha,1}$, $\alpha$-integer.)

In the last section we prove theorems about restrictions of functions of our classes to hyperplanes and extensions from hyperplanes to the whole space. We take advantage of the fact that our representation formulas give perfect representations of functions in our classes, and consequently the pointwise restrictions are defined directly by these formulas. The results of §10 provide an immediate verification that the restrictions so obtained are in suitable classes. The extensions are obtained by again making a suitable use of the representation formulas.
CHAPTER I. Preliminaries.

§1. Functional spaces and functional completion.

For the sake of completeness we shall summarize here some results of the theory of functional spaces and functional completion relevant for this paper (c.f. [1]).

Let $\mathcal{A}$ (exceptional class) be a $\sigma$-additive and hereditary class of subsets of a set $\mathcal{E}$. A property of points of $\mathcal{E}$ is said to hold except $\mathcal{A}$ (exc. $\mathcal{A}$) if the set where it fails belongs to $\mathcal{A}$.

A linear functional class relative to $\mathcal{A}$ (rel. $\mathcal{A}$) is a class $\mathcal{F}$ of complex valued functions defined on $\mathcal{E}$ exc. $\mathcal{A}$ such that for every $u, v \in \mathcal{F}$ and for every complex number $a$, $u + v \in \mathcal{F}$ and $au \in \mathcal{F}$. If $\mathcal{A} = \emptyset$, i.e., $\mathcal{A}$ contains only the empty set, $\mathcal{F}$ is called a proper functional class.

The space $V$ of all equivalence classes of elements of a functional class $\mathcal{F}$ exc. $\mathcal{A}$ with the equivalence relation $f \equiv g \iff f = g$ exc. $\mathcal{A}$ is, of course, a vector space. We shall consider only such functional classes $\mathcal{F}$ that if $f \in \mathcal{F}$ and $g = f$ exc. $\mathcal{A}$ then $g \in \mathcal{F}$ (saturated classes).

A normed functional class $\mathcal{F}$ rel. $\mathcal{A}$ is a linear functional class rel. $\mathcal{A}$ in which there is defined a norm $\|u\| \geq 0$ with the properties:

1. $\|u\| = 0$ if and only if $u \equiv 0$ exc. $\mathcal{A}$, 2. $\|\alpha u\| = |\alpha| \|u\|$, 3. $\|u\| \leq \|u - v\| + \|v\|$.

If a class $\mathcal{F}$ is normed then the corresponding vector space $V$ of the equivalence classes of elements of $\mathcal{F}$ is a normed vector space. All notions relevant in the theory of normed vector spaces (e.g. convergence, completeness, etc.) may be therefore transferred directly to the class $\mathcal{F}$. 
A functional space rel. \( \mathcal{A} \) is a normed functional class rel. \( \mathcal{A} \) with the following functional space property: Every sequence which converges to 0 in the norm contains a subsequence convergent to 0 pointwise exc. \( \mathcal{A} \).

A functional completion of a normed functional class \( \mathcal{F} \) rel. \( \mathcal{A} \) is a normed functional class \( \tilde{\mathcal{F}} \) rel. \( \mathcal{A} \) such that (a) \( \tilde{\mathcal{A}} \supseteq \mathcal{A} \); (b) if \( u \in \mathcal{F} \) then \( u \in \tilde{\mathcal{F}} \) and has equal norms in both classes; (c) \( \mathcal{F} \) is dense in \( \tilde{\mathcal{F}} \) (in norm); (d) \( \tilde{\mathcal{F}} \) is complete. There may be no functional completion for \( \mathcal{F} \) relative to a given exceptional class \( \tilde{\mathcal{A}} \supseteq \mathcal{A} \). However, if a functional completion exists then it is unique.

A functional completion of a normed functional class \( \mathcal{F} \) is perfect if its exceptional class is contained in the exceptional classes of all functional completions of \( \mathcal{F} \). Perfect functional completion is unique if it exists.

The basic problems of the theory of the functional spaces relevant for this paper are a) to determine when a functional class has a perfect functional completion, b) to characterize the exceptional class for the perfect completion.

As concerns problem a), it is not known whether the existence of some functional completion implies in general the existence of a perfect functional completion. In applications, however, the existence of a perfect functional completion may be established by means of the following majoration properties.

A normed functional class \( \mathcal{F} \) with the norm \( \| \cdot \| \) is said to have the global majoration property if there is a constant \( M \geq 1 \) such that for every function \( u \in \mathcal{F} \) there exists a function \( u' \in \mathcal{F} \) such that \( \| u' \| \leq M \| u \| \) and \( \text{Re } u'(x) \geq |u(x)| \) exc. \( \mathcal{A} \). In particular, if \( M = 1 \), the class is said to have the strong majoration property.
Denote by $\mathcal{Z}$ the class of sets $B \subseteq \mathcal{Z}$ such that there exists a function $u \in \mathcal{F}$ with the property \((i)\) $|u(x)| \geq 1$ for $x \in B$ except $\mathcal{A}$. For $B \in \mathcal{Z}$ we define $\delta(B) = \inf \|u\|$ for all $u \in \mathcal{F}$ satisfying the above property $(i)$.

On $\mathcal{Z}_0$ (the class of all enumerable unions of sets from $\mathcal{Z}$) we define the capacity of order 1, $c_1(B)$ as follows: $c_1(B) = \inf \sum_\delta(B_k)$, the infimum being extended to all sequences $\{B_k\}$ of sets in $\mathcal{Z}$ with $B \subseteq \bigcup B_k$.

We have then the following theorem.

**Theorem 1.1.** If the normed functional class $\mathcal{F}$ satisfies the global majoration property and has some functional completion, then it has a perfect functional completion relative to the exceptional class of all sets $B$ with $c_1(B) = 0$.

It may happen in applications that the global majoration property does not hold for the class $\mathcal{F}$ itself, but can be proved for another class $\mathcal{F}_1$ relative to the same exceptional class $\mathcal{A}$ and such that it has exactly the same functional completions as the class $\mathcal{F}$. We use here the following easily proved theorem.

**Theorem 1.2.** If $\mathcal{F}_0, \mathcal{F}_1, \mathcal{F}_0 \subseteq \mathcal{F}_1$, are two normed functional classes rel. $\mathcal{A}$ such that:

1° For every $f \in \mathcal{F}_0$, the norms of $f$ in $\mathcal{F}_0$ and $\mathcal{F}_1$ coincide.

2° For every $f \in \mathcal{F}_1$, there exists a sequence $\{f_n\} \subset \mathcal{F}_0$ such that $\lim_{n \to \infty} \|f_n - f\| = 0$ and $\lim_{n \to \infty} f_n(x) = f(x)$ except $\mathcal{A}$.

Then $\mathcal{F}_0$ and $\mathcal{F}_1$ have the same functional completions.

The last theorem will be applied in practice by restricting the initial functional class $\mathcal{F}$ to a smaller class $\mathcal{F}_0$ and then by enlarging $\mathcal{F}_0$ to a larger class $\mathcal{F}_1$. $\mathcal{F}_1$ will have the global majoration property. It will also
have the same functional completions as $\mathcal{F}$ even though it will not be in any inclusion relation with $\mathcal{F}$.

We mention here a useful theorem which is valid also for more general capacities than $c_1$.

**THEOREM 1.3.** Let $\{f_n\}$ be a Cauchy sequence in the normed functional class $\mathcal{F}$ such that $\sum_{n=1}^{\infty} \| f_{n+1} - f_n \| < \infty$, then for every $\epsilon > 0$, there exists a set $B_\epsilon \in \mathcal{E}_0$ with $c_1(B_\epsilon) < \epsilon$ such that on $\mathcal{E} - B_\epsilon$ the sequence $\{f_n(x)\}$ converges pointwise uniformly.

Let $\mathcal{F}$ be a normed functional class rel. $\mathcal{A}$ and $D$ be a subset of $\mathcal{E}$, $D \notin \mathcal{A}$. Denote by $\mathcal{A}(D)$ the class of all the intersections of sets of $\mathcal{A}$ with $D$. Then for every $u \in \mathcal{F}$ the restriction $u_D$ is defined exc. $\mathcal{A}(D)$ and the set of all such restrictions form a linear functional class $\mathcal{F}(D)$ rel. $\mathcal{A}(D)$. With the norm defined by $\| u_D \|_D = \inf \{ \| u \|, u_D = u' \}$ the class $\mathcal{F}(D)$ is not in general a normed functional class however (c.f. [2]) if $\mathcal{F}$ is a functional space rel. $\mathcal{A}$ then so is $\mathcal{F}(D)$; moreover, if $\mathcal{F}$ is complete, then $\mathcal{F}(D)$ is also complete.

The properties of functional spaces described above, with the exception of the strong majoration property, remain unchanged if the original norm in a given functional space is replaced by an equivalent norm. This fact will be useful in further considerations.

We shall consistently denote by $\mathcal{A}_0$ the class of sets of Lebesgue measure 0.

§ 2. **Notations and Bessel kernels.**

The following notations will be used consistently. $x, y, z, \ldots$ will
denote the points of the n-dimensional Euclidean space \( \mathbb{R}^n \), \( |x-y| \) the Euclidean distance of the points \( x,y \), \( |x| = |x-0| \), \( \xi, \eta, \ldots \) points of the dual space, \( (\xi,x) \) the inner product of the vectors \( \xi \) and \( x \). The symbol \( D_{i_1} \) for \( i = \{i_1, \ldots, i_k\} \) will denote the operator \( \frac{\partial^i}{\partial x_{i_1} \cdots \partial x_{i_k}} \), \( |i| = l \). \( f \ast g \) will denote the convolution of \( f \) and \( g \), \( \hat{f}(\xi) \) the Fourier transform of \( f \).

For \( \alpha > 0 \) the Bessel kernel of order \( \alpha \), \( G_\alpha(x-y) = G_\alpha(|x-y|) \) is defined by the formula (c.f. [2]):

\[
(2.1) \quad G_\alpha(|x|) = \frac{1}{n+\alpha-2} \frac{n}{\pi^{\frac{n}{2}} \Gamma\left(\frac{n+\alpha}{2}\right)} K_{\frac{n-\alpha}{2}}(\frac{\alpha-n}{2} |x|),
\]

where \( K_\nu \) denotes the modified Bessel function of the third kind of order \( \nu \).

The same formula could be also used for \( \alpha < 0 \); the resulting function, however, is not locally integrable around the origin and cannot serve to define an integral convolution operator. In some considerations it will be convenient to indicate by \( G_\alpha^{(n)} \) the Bessel kernel of order \( \alpha \) on the space \( \mathbb{R}^n \); thus \( G_\alpha^{(n)} = G_\alpha \).

The following properties of the kernels \( G_\alpha \) will be needed in the sequel (c.f. [2]).

The Fourier transform of \( G_\alpha \) is given by the formula

\[
(2.2) \quad \hat{G}_\alpha(\xi) = \frac{(2\pi)^{-\frac{n}{2}}}{(1+|\xi|^2)^{\frac{\alpha+n}{2}}}. \]

The kernel \( G_\alpha \) is an analytic function of \( x \) except at \( x = 0 \); for \( x \neq 0 \), \( G_\alpha(x) \) is an entire function of \( \alpha \). The behavior of \( G_\alpha \) is described by the following formulas (all representations being valid uniformly in \( \alpha \) for \( \alpha \) in any fixed bounded interval).

For \( |x| \to 0 \):
For $n-1 \leq \alpha \leq n$, we have

\[
G_\alpha(x) = \frac{1}{2n-2^{n-\alpha/2} \Gamma(\frac{\alpha}{2})} \left[ \frac{1/2}{\Gamma(\frac{2-n+\alpha}{2})} - \frac{1/2}{\Gamma(\frac{n-\alpha}{2})} \right] + O(1).
\]

The last formula gives, in particular,

\[
G_\alpha(x) = \frac{1}{2^{n-1} \pi^{n/2} \Gamma(\frac{n}{2})} \left[ \log \frac{1}{|x|} + O(1) \right].
\]

For $\alpha \geq n$, we have

\[
G_\alpha(x) = \frac{1}{2n \frac{x^{\alpha-n}}{2^{n-\alpha/2} \Gamma(\frac{\alpha}{2})}} \left[ \frac{1}{\Gamma(\frac{2-n+\alpha}{2})} - \frac{1/2}{\Gamma(\frac{n-\alpha}{2})} \right] + O(|x|^2 \log \frac{1}{|x|} + O(1))
\]

if $0 \leq \alpha - n \leq 1$.

\[
G_\alpha(x) = \frac{1}{2n \frac{x^{\alpha-n}}{2^{n-\alpha/2} \Gamma(\frac{\alpha}{2})}} \left\{ \sum_{r=0}^{k-1} \frac{(-1)^r \Gamma(\frac{\alpha-n}{2}-r)}{r!} \left( \frac{1/2}{|x|} \right)^{2r} + \right.
\]

\[
\left. \frac{1}{\sin \frac{\alpha-n}{2} \pi} \left[ \frac{1}{\Gamma(\frac{k+1}{2})} - \frac{1/2}{\Gamma(\frac{n-\alpha}{2})} \right] \left( \frac{1/2}{|x|} \right)^{2k} + O(|x|^{2k+2} \log \frac{1}{|x|} + O(1)) \right\}
\]

for $2k-1 \leq \alpha - n \leq 2k+1$, $k$-integer, $k \geq 1$.

Hence, for $\alpha - n = 2k$,

\[
G_{2k+1}(x) = \frac{1}{2n \frac{x^{\alpha-n}}{2^{n-\alpha/2} \Gamma(\frac{k+1}{2})}} \left\{ \sum_{r=0}^{k-1} \frac{(-1)^r (k-r-1)!}{r!} \left( \frac{1/2}{|x|} \right)^{2r} + \right.
\]

\[
\left. \frac{1}{2} \frac{(1/2)^{2k}}{k!} - \left[ \log \frac{1}{|x|} + O(1) \right] \right\}.
\]

Formulas (2.3a) – (2.3f) actually give the significant terms of the
development of $G_\alpha(x)$ around 0; by differentiation they give the principal part of $D_1 G_\alpha(x)$ at 0.

For $|x| \to \infty$,

$$G_\alpha(x) \sim \frac{a-n-1}{2 \pi} \frac{|x|^{\alpha-n-1}}{\Gamma(2/\alpha)} e^{-|x|}.$$  \hspace{1cm} (2.4)

It follows that $G_\alpha \in L^1_{\alpha}$ for all $\alpha > 0$; by (2.2) $\int G_\alpha(x) \, dx = 1$.

Formula (2.2) also implies the following composition property of the kernel $G_\alpha$:

$$G_{\alpha+\beta} = G_\alpha * G_\beta.$$  \hspace{1cm} (2.5)

$G_\alpha(x)$ being a function of $|x|$ only, define $G_\alpha(r) = G_\alpha(|x|)$ with $|x| = r$. Then

$$\frac{dG_\alpha(r)}{dr} = \frac{\alpha-n}{2} \frac{r^{\alpha-n-2}}{\Gamma(2/\alpha)} K_{\alpha-n+2}(r),$$  \hspace{1cm} (2.6)

and hence $G_\alpha(r)$ is a decreasing function of $r$.

It will be convenient to introduce on the space $R^n \times R^n$ the measure $\mu_\beta$, $0 < \beta < 1$ defined by the formula

$$d\mu_\beta(x,y) = \frac{1}{C(n,\beta) G_{2n+2\beta}(0)} \frac{G_{2n+2\beta}(x-y)}{|x-y|^n} \, dx \, dy,$$  \hspace{1cm} (2.7)

where (see (2.3)),

$$G_{2n+2\beta}(0) = \frac{\Gamma(\beta+n/2)}{\pi^{n/2} \Gamma(n+\beta)},$$  \hspace{1cm} (2.8)

and $C(n,\beta)$ is defined by the formula

$$C(n,\beta) = \frac{\pi^{2\beta+1} \Gamma(\beta+2n/2)}{\Gamma(\beta+1) \Gamma(\beta+n/2) \sin \pi \beta} = \int_{R^n} \frac{|e^{iz_n} - 1|^{2 \beta}}{(z_n^2 + |z'|^2)^{n+2\beta}} \, dz' \, dz_n,$$  \hspace{1cm} (2.9)

where $z'$ denotes the projection of the point $z = (z_1, \ldots, z_n)$ on the hyper-
plane \( z_n = 0 \).

It follows from the asymptotic representations of \( G_\alpha \) (c.f. formulas (2.3) and (2.4)) that for \( \alpha > \frac{n}{p} \), \( G_\alpha(x) \) is an \( L^p \) function. We will need an estimate for the norm \( \| G_\alpha \|_{L^p} \).

To obtain this estimate we integrate separately over the regions \( |x| \geq 1 \) and \( |x| \leq 1 \). We use formula (2.4) for \( |x| \geq 1 \) and for \( |x| \leq 1 \) we estimate:

1. \( G_\alpha(x) \leq \kappa |x|^{\alpha-n}(1+\log \frac{1}{|x|}) \) if \( \frac{n}{p} < \alpha \leq n \), \( G_\alpha(x) \leq \kappa [1 + \frac{1}{\alpha-n}(1-|x|^{\alpha-n})] \) for \( n < \alpha < n+1 \) and \( G_\alpha(x) \leq \kappa \) for \( \alpha \geq n+1 \). We get

\[
(2.10) \quad \| G_\alpha \|_{L^p} \leq \begin{cases} \\
\frac{\kappa}{(\alpha - \frac{n}{p})^{1+\frac{1}{p}}} & \text{ for } \frac{n}{p} < \alpha \leq n \\
[(\alpha-n)^{-p-1}B(p+1, \frac{n}{\alpha-n})]^{\frac{1}{p}} & \text{ for } n < \alpha < n+1 \\
\kappa & \text{ for } \alpha \geq n+1.
\end{cases}
\]

For \( \sigma > 0 \), \( G_{n+\sigma}(x) \) is a continuous function on \( \mathbb{R}^n \). In some instances we shall need an estimate for the difference quotient \( \Delta^k_t G_{n+\sigma}(x) \), where \( \Delta^k_t \) denotes the \( k \)-th forward difference with initial point \( x \) and increment \( t \in \mathbb{R}^n \), \( k \geq \rho \), \( \rho < \sigma \). From (2.2) we have

\[
\Delta^k_t G_{n+\sigma}(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} \frac{e^{i(\xi,x)}(e^{i(\xi,t)}-1)}{(1+|\xi|^2)^{\frac{n+\sigma}{2}}} d\xi,
\]

and hence

\[
(2.11) \quad \frac{1}{|t|^\rho} |\Delta^k_t G_{n+\sigma}(x)| \leq (2\pi)^{-n} \int_{\mathbb{R}^n} \frac{z^k |\sin(\xi,t)|^\frac{k}{2}}{|t|^\rho} d\xi \leq (2\pi)^{-n} z^{k-\rho} \int_{\mathbb{R}^n} \frac{|\xi|^{\frac{n}{2}}}{(1+|\xi|^2)^{\frac{n+\sigma}{2}}} d\xi = n^\frac{n+\sigma}{2} \frac{n}{2} \omega_n B(\frac{2+n}{2}, \frac{\sigma-\rho}{2}).
\]

1. \( \kappa \) will denote here a constant (which may differ from one formula to another) depending only on \( n \).

In this section we shall define two norms which arise in connection with the generalization of Bessel potentials (c.f. [2]). For this purpose we shall need certain properties of covariant tensors.

Let $V^{(l)}$ denote the linear space of all covariant tensors of order $l$, i.e. of all $l$-linear complex valued forms $A^{(l)}(v_1, v_2, \ldots, v_l)$ defined on the $n$-dimensional vector space $\mathbb{R}^n$ (of contravariant vectors). In every fixed coordinate system there is a 1-1 correspondence between tensors $A^{(l)}$ and $n^l$-tuples of their components given by the formula

$$A^{(l)}(v_1, \ldots, v_l) = A^{(l)}_{i_1, \ldots, i_l} v_{1}^{i_1} \cdots v_{l}^{i_l},$$

where $(v_{1}^{1}, \ldots, v_{n}^{s})$ denote the components of the vector $v_s$, $s = 1, \ldots, l$ and summation from 1 to $n$ is understood over the repeated indices.

Let $\Sigma$ denote the surface of the unit sphere in the space $\mathbb{R}^n$, $\omega_n$ its area, and $\Sigma^{(l)}$ its $l$-th cartesian power; let $\theta^{(l)} = (\theta_1, \ldots, \theta_l)$ denote an arbitrary point of $\Sigma^{(l)}$, $|\theta_j| = 1$, $j = 1, \ldots, n$ and $d\theta^{(l)} = d\theta_1 \cdots d\theta_l$ the element of volume of $\Sigma^{(l)}$.

Define now for $A^{(l)} \in V^{(l)}$ and $1 \leq p < \infty$ the standard norm

$$|A^{(l)}|_p = \frac{n^{l}}{\omega_n} \int_{\Sigma^{(l)}} |A^{(l)}(\theta^{(l)})|^p d\theta^{(l)}.$$  \hspace{1cm} (3.1)

and the approximate norm (dependent for $p \neq 2$ on the choice of the system of coordinates)

$$|A^{(l)}|_p = \sum_1^n |A^{(l)}_{i_1, \ldots, i_l}|^p.$$  \hspace{1cm} (3.1')

For $p = \infty$ we put as usual $|A^{(l)}|_\infty = \sup_{\theta^{(l)}} |A^{(l)}(\theta^{(l)})|$ and $|A^{(l)}|_\infty = \sup_1 |A^{(l)}_{i_1}|$.
For any \( A^{(l)}, B^{(l)} \in V^{(l)} \) we define the corresponding standard and approximate scalar products:

\[
(A^{(l)}, B^{(l)}) = \frac{n}{\omega_n^l} \sum_{\xi} A^{(l)}(\xi) \overline{B^{(l)}(\xi)} d\theta(\xi),
\]

\[
(A^{(l)}, B^{(l)})_{approx} = \sum_{i} A^{(l)}_i B^{(l)}_i.
\]

Observe that by the orthogonality relation \( \int_{\mathbf{S}} \theta^i \theta^j d\theta = \frac{\omega_n}{n} \delta_{ij} \)
(where \( \theta = (\theta^1, \ldots, \theta^n) \)) we get from (3.2)

\[
(A^{(l)}, B^{(l)}) = (A^{(l)}, B^{(l)})_{approx}.
\]

We shall now deduce some inequalities between the norms \( \| \cdot \|_p \) and \( \| \cdot \|_p \).

Expanding \( A^{(l)}(\theta) \) in (3.1) in terms of components, using Hölder inequality and the fact that \( (\sum |\theta^s|^p)^{1/p} \) is a decreasing function of \( p \) we get

\[
\| A^{(l)} \|_p \leq n^{l/p} \| A^{(l)} \|_p \quad \text{if} \quad p \leq 2,
\]

\[
\| A^{(l)} \|_p \leq n^{l/2} \| A^{(l)} \|_p \quad \text{if} \quad p \geq 2,
\]

(for \( p = 2, \| A^{(l)} \|_2 = \| A^{(l)} \|_2 \) by (3.3)).

On the other hand, for every \( A^{(l)} \in V^{(l)} \) there exists a \( B^{(l)} \in V^{(l)} \),
\( B^{(l)} \neq 0 \) and such that \( (A^{(l)}, B^{(l)}) = \| A^{(l)} \|_p \| B^{(l)} \|_p \).

Taking into account (3.3), applying Hölder inequality and using (3.4) we finally obtain

\[
n^{-l/2} \| A^{(l)} \|_p \leq \| A^{(l)} \|_p \leq n^{l/p} \| A^{(l)} \|_p \quad \text{if} \quad p \leq 2,
\]

\[
n^{-l/p} \| A^{(l)} \|_p \leq \| A^{(l)} \|_p \leq n^{l/2} \| A^{(l)} \|_p \quad \text{if} \quad p \geq 2,
\]

Denote now for any \( u \in C_0^\infty \), by \( \nabla^l u(x) \), the (symmetric) tensor of all derivatives of order \( l \) of \( u \) at the point \( x \), and define for \( 1 \leq p < \infty \) and \( \alpha \geq 0 \), \( m = [\alpha], \beta = \alpha - m, \ 0 \leq \beta < 1 \), the standard norm of \( u \) of order \( \alpha \),
\[(3.6) \quad |u|_{\alpha, p} \overset{\triangle}{=} \sum_{k=0}^{m} \left( \frac{2^k}{p} \right)^{\frac{1}{p}} \left[ \int \left| \nabla^k u(x) \right|_p^p \right]^{\frac{1}{p}} + \sum_{k=1}^{m} \left[ \int \int \left| \nabla^k u(x) - \nabla^k u(y) \right|_p^p \frac{d\mu(x,y)}{p} \right]. \]

If \( \alpha \) is an integer, \( \beta = 0 \), we omit in (3.6) the double integral (the measure \( d\mu = 0 \)),

\[ |u|_{\alpha, p} \overset{\triangle}{=} \sum_{k=0}^{m} \left( \frac{2^k}{p} \right)^{\frac{1}{p}} \left[ \int \left| \nabla^k u(x) \right|_p^p \right]^{\frac{1}{p}}. \]

Similarly, we define for \( u \in C_0^\infty \), the approximate norm of order \( \alpha \),

\[(3.6') \quad |u|_{\alpha, p} \overset{\triangle}{=} \sum_{k=0}^{m} \left( \frac{2^k}{p} \right)^{\frac{1}{p}} \left[ \int \left| \nabla^k u(x) \right|_p^p \right]^{\frac{1}{p}} + \sum_{k=1}^{m} \left[ \int \int \left| \nabla^k u(x) - \nabla^k u(y) \right|_p^p \frac{d\mu(x,y)}{p} \right]. \]

If \( \alpha \) is an integer, \( \beta = 0 \), the double integral is to be omitted.

For \( p = \infty \) the norms are given by

\[(3.7) \quad |u|_{\alpha, \infty} = \max_0 \left\{ \sup_x \left| \nabla^k u(x) \right|_\infty, \sup_{x \neq y} \left| \frac{\nabla^k u(x) - \nabla^k u(y)}{|x-y|^\beta} \right|_\infty \right\}, \]

\[(3.7') \quad |u|_{\alpha, \infty} = \max_0 \left\{ \sup_x \left| \nabla^k u(x) \right|_\infty, \sup_{x \neq y} \left| \frac{\nabla^k u(x) - \nabla^k u(y)}{|x-y|^\beta} \right|_\infty \right\}. \]

When \( \alpha = m \) is an integer, the norms are given by

\[(3.8) \quad |u|_{m, \infty} = \max_0 \left\{ \sup_x \left| \nabla^k u(x) \right|_\infty \right\}, \]

\[ |u|_{m, \infty} = \max_0 \left\{ \sup_x \left| \nabla^k u(x) \right|_\infty \right\}. \]

Clearly, \( |u|_{0, \infty} = |u|_{0, \infty} = \|u\|_\infty \).

We shall denote by \( C_0^\alpha_{P, p}, \alpha \geq 0, 1 \leq p \leq \infty \) the class of all functions \( u \in C_0^\infty \) with the standard norm \( |u|_{\alpha, p} \).

For \( p = 2 \), it is easy to verify (using (3.4)) that both of the norms \( |u|_{\alpha, 2} \) and \( \|u\|_{\alpha, 2} \) are equal and coincide with the standard norm in the space \( P^\alpha \) of Bessel potentials. The norm \( |u|_{\alpha} \) is continuous in \( \alpha \); it will
be proved in the sequel that so is the standard norm \( |u|_{\alpha,p} \). The latter is one of the main reasons for introducing the standard norm (the other being the independence of the choice of a coordinate system). For technical reasons, however, in most of the considerations we shall use the approximate norm \( \|u\|_{\alpha,p} \), this being justified by the following inequalities which are immediate consequences of (3.5):

\[
\begin{cases}
\|n^{-my/2}|u|_{\alpha,p}\| &\leq \|u|_{\alpha,p}\| \leq n^{my/p}|u|_{\alpha,p} \quad \text{for } p \leq 2, \\
\|n^{-mp}|u|_{\alpha,p}\| &\leq \|u|_{\alpha,p}\| \leq n^{mp}|u|_{\alpha,p} \quad \text{for } p \geq 2.
\end{cases}
\]

We shall now describe some properties of the classes \( \mathcal{F}^{\alpha,p} \) which follow directly from the definition. It is easy to see that \( \mathcal{F}^{\alpha,\infty} \) is a proper functional space whose perfect completion, in the case when \( \alpha \) is not an integer, is the proper functional space of all functions of \( C^{(m,\beta)} \) which are bounded and vanish at \( \infty \) with all their derivatives of order \( \leq m \). (\( C^{(m,\beta)} \) denotes the class of all functions in \( C^m \) satisfying together with all derivatives up to order \( m \) uniform Hölder condition with exponent \( \beta \).) This space will be denoted by \( \mathcal{L}^{\alpha,\infty} \).

For \( \alpha \) integer, \( \mathcal{L}^{\alpha,\infty} \) is the space of all the functions \( u \) of \( C^\alpha \) vanishing at \( \infty \) together with all derivatives of order \( \leq \alpha \).

For \( 1 \leq p < \infty \), \( \mathcal{F}^{\alpha,p} \) is a proper normed functional class, but when \( \alpha \leq np \), it is not a proper functional space; it is, however, a normed (incomplete) functional space rel. \( \mathcal{A}_0 \).
§4. Classes $\mathcal{B}_{\alpha,p,k}$.

We shall define in this section the normed functional classes $\mathcal{B}_{\alpha,p}$ which, by completion, will lead to the spaces $B_{\alpha,p}$ mentioned in the Introduction.

We shall denote by $\Delta_t$ the difference operator $\Delta_t u(x) = u(x+t) - u(x)$, and by $\Delta_t^k$ its $k$-th power: $\Delta_t^k = \Delta_t \Delta_t^{k-1}$.

Define for $u \in C_0^\infty$, $k > 0$ an integer, $0 \leq \alpha < k$ and $1 \leq p < \infty$,

$$
\|u\|_{\alpha,p,k} = \left\| \sup_{x,t} \left| \frac{\Delta_t^k u(x)}{|t|^\alpha} \right| \right\|_{L^p} + \int_{\mathbb{R}} \int_{\mathbb{R}} \left| \Delta_t^k u(x) \right|^p \frac{dx}{|t|^{n+p\alpha}} dt,
$$

and for $p = \infty$,

$$
\|u\|_{\alpha,\infty,k} = \max \left\{ \sup_x |u(x)|, \sup_{x,t} \left| \frac{\Delta_t^k u(x)}{|t|^\alpha} \right| \right\}.
$$

Denote by $\mathcal{B}_{\alpha,p,k}$ the class of all functions $u \in C_0^\infty$ with the norm $\|u\|_{\alpha,p,k}$.

We shall first prove that if $k, k_1 > \alpha$, then the norms $\|\cdot\|_{\alpha,p,k}$ and $\|\cdot\|_{\alpha,p,k_1}$ are equivalent,

Lemma 4.1. Let $k, k_1$ be two integers, $0 \leq \alpha < k \leq k_1$ and $1 \leq p \leq \infty$. Then for every $u \in C_0^\infty$,

$$
2^{k-k_1} \|u\|_{\alpha,p,k_1} \leq \|u\|_{\alpha,p,k} \leq \frac{k-k_1}{1-2^\alpha-k} \|u\|_{\alpha,p,k_1}.
$$

Proof. The first inequality follows immediately from the remark that $|\Delta_t^k u(x)| = |\Delta_t^{k-k} u(x)| \leq \sum_{l=0}^{k_1-k} k_l \frac{k_1-k}{l!} |\Delta_l^k u(x+l t)|$. 


To prove the second inequality consider first the case when \( k_1 = k + 1 \).

We use the following simple identity.

\[
\Delta_t - \frac{1}{2^N} \Delta_{2N} t = -\frac{1}{2} \sum_{j=0}^{N-1} 2^{-j} \Delta^2_{2^j t}.
\]

(4.3) with \( N = 1 \) applied to the function \( \Delta^k_{2t} \Delta^{k-1}_{2t-1} u(x) \), \( 0 \leq t \leq k-1 \), yields

\[
\frac{1}{2^t} \Delta^k_{2t} \Delta^{k-1}_{2t} u(x) = \frac{1}{2^{t+1}} \sum_{s=0}^{t} (\Delta^s_{2t} \Delta^{s+1}_{2t} u(x + st)).
\]

Adding together the above identities for \( t = 0, 1, \ldots, k-1 \), and dividing both sides of the obtained identity by \( |t|^\alpha \) we get

\[
\frac{\Delta^k_t u(x)}{|t|^\alpha} = \frac{1}{2^{k-\alpha}} \Delta^k_{2t} u(x) + \frac{1}{2^{t+1}} \sum_{s=0}^{t} (\Delta^s_{2t} \Delta^{s+1}_{2t} u(x + st)).
\]

Taking \( L^p \) norms of both sides of the last identity, with the measure \( \frac{dx}{|t|^n} \) we get, in view of the invariance of these norms under translations in \( x \) and homotetic transformations in \( t \) (obvious modification for \( p = \infty \)):

\[
\|u\|_{\alpha, p, k} \leq \frac{k}{2(1-2^{\alpha-k})} \|u\|_{\alpha, p, k+1}.
\]

The result follows now by induction if we observe that

\[
\frac{2^{k-k_1}}{\Gamma(k_1)} \frac{\Gamma(k)}{\Gamma(k_1)} \leq \frac{2^{k-k_1}}{\Gamma(k_1)} \frac{\Gamma(k)}{\Gamma(k_1)} \frac{\Gamma(k)}{\Gamma(k_1)} < \frac{7\times 2^{k-k_1}}{\Gamma(k_1)} \frac{\Gamma(k)}{\Gamma(k_1)} \frac{\Gamma(k)}{\Gamma(k_1)}.
\]

For \( p = \infty \), the class \( B^{\alpha, \infty, k}_p \) is a proper functional space. Its (perfect) functional completion will be denoted \( B^{\alpha, \infty} \). (By Lemma 4.1, \( B^{\alpha, \infty} \) is independent of \( k \).) It can be proved that \( B^{\alpha, \infty} \) is the proper functional space of all functions \( u \) vanishing at \( \infty \) together with all derivatives of order \( < \alpha \) and satisfying the following properties:
If $\alpha$ is not an integer, $\alpha = m + \beta$, $m = [\alpha]$, then $u$ is uniformly bounded together with the derivatives $\frac{\partial u}{\partial \theta}, \ldots, \frac{\partial^m u}{\partial \theta^m}$ in any fixed direction $\theta$. Moreover, the function of one variable $s$, $\frac{\partial^m u(x+s\theta)}{\partial \theta^m}$ satisfies Hölder condition with exponent $\beta$ uniformly with respect to $x, \theta$.

If $\alpha$ is an integer $\alpha = m$, then $u, \frac{\partial u}{\partial \theta}, \ldots, \frac{\partial^{m-1} u}{\partial \theta^{m-1}}$ are uniformly bounded for all directions $\theta$. Moreover, $\varphi(s) = \frac{\partial^{m-1} u(x+s\theta)}{\partial \theta^{m-1}}$ as a function of the single variable $s$ satisfies $\frac{|\Delta^2 \varphi(s)|}{|\tau|} \leq M$ uniformly with respect to $x, \theta, s$ and $\tau$.

Observe that for $1 \leq p < \infty$, $\mathcal{B}^{\alpha, p}$ is a proper normed functional class and a functional space rel. $\mathcal{A}_0$. 

Chapter II. Imperfect completions of $\mathcal{S}^{\alpha,p}$ and $\mathcal{E}^{\alpha,p,k}$.

§ 5. Some properties of distributions and representation formulas.

We will use the theory of distributions for two purposes: first, to define in the quickest way imperfect completions of the spaces $\mathcal{S}^{\alpha,p}$ and $\mathcal{E}^{\alpha,p,k}$, rel. $\mathcal{M}_0$ (sets of Lebesgue measure 0), and secondly, to establish different representation formulas (such as inversion formulas, reproducing formulas, etc.) which will serve as the main tools in our investigations.

The easiest way to obtain these formulas is to write them for tempered distributions in terms of their Fourier transforms; they are obtained then by standard integration techniques. Then, by applying the inverse Fourier transforms we obtain the desired formulas in the form of "integral transforms". It remains to be shown that when the distribution is a function of some class, its integral transform is also a function of a corresponding class, and that this transform is given by the usual Lebesgue integration, or, in some cases, by singular integrals.

Unless otherwise stated, all distributions will be tempered distributions. 1.

We start by a brief review of some facts in the theory of distributions relevant to our considerations; for details we refer the reader to the monograph by L. Schwartz [13].

As usual, $\mathcal{S}$ denotes the Frechet space of $C^\infty$ functions of rapid decrease, and $\mathcal{S}'$ the class of tempered distributions, i.e. linear functionals on $\mathcal{S}$ bounded relative to one of the norms.

1. Our considerations are still valid for more general classes of distributions, but the greater generality will not be needed in the present paper.
(5.1) \[ \| \varphi \|_{(m,k)} = \sup_{x} (1 + |x|^{2})^k |D_{x} \varphi(x)|. \]

The value of a distribution \( u \) for \( \varphi \in \mathcal{S} \) will be marked as \( u(\varphi) \), or \( \int u(x) \varphi(x) \, dx \).

For \( 1 < p \leq \infty \), \( u \) is a function in \( L^{p}(\mathbb{R}^{n}) \) if and only if \( |u(\varphi)| \leq c \| \varphi \|_{L^{p'}} \), where \( \frac{1}{p} + \frac{1}{p'} = 1 \). For \( p = 1 \), this property would only establish that \( u \) is a Borel measure of finite absolute measure. In order to characterize \( u \) as a function in \( L^{1} \), the condition should take the form \( u(\varphi) \leq \delta(|K|) \| \varphi \|_{L^{\infty}} \) where \( K \) is the closed support of \( \varphi \), \( |K| \) the Lebesgue measure of \( K \), and \( \delta(t) \) is a non-negative increasing and bounded function of \( t \geq 0 \), such that \( \lim_{t \to 0} \delta(t) = 0 \).

We introduce as usual the derivatives \( D_{x} u \), the differences \( \Delta_{t}^{k} u \), and the Fourier transforms \( \hat{u} \) of a distribution \( u \).

In order to avoid any possible misunderstanding, we shall make the following conventions concerning differences. We shall consider only forward differences. The symbol \( \Delta_{t}^{k} \) will denote the difference of order \( k \) with increment \( t \) and initial point \( a \), taken with respect to a variable \( x \). In the case when a function proceeded by the symbol \( \Delta_{t}^{k} \) depends on several variables, then in the operation of taking the difference, all variables other than \( x \) are treated as parameters. For example, \( \Delta_{t}^{k} u(x, x-y) = u(a+t, a+t-y, t) - u(a, a-y, t) \). We will use the following abbreviations systematically. If \( f \) is a function of a single variable \( x \) (where there is no doubt as to the variable with respect to which the difference is taken) we will write
* \( \Delta_{t}^{k} f(x) = \Delta_{t}^{k} f(x) = \Delta_{t}^{k} f \).

We will also write
* \( \Delta_{t}^{k} f(x) = \Delta_{t}^{k} f(x) = \Delta_{t}^{k} f \).
if the difference is applied to a function of several variables, and
\[ \Delta_{t, x; x}^k f(x) = \Delta_t^k f \]
if \( f \) is a function of a single variable \( x \).

Concerning mixed differences, we mention only the following evident relations
\[ \Delta_{t, a; x}^k \Delta_{t, a_1; x_1}^{k_1} = \Delta_{t, a_1; x}^k \Delta_{t_1, x_1; x}^{k_1} \]
if \( k, t, a, \) and \( x \) are independent of \( x_1 \), and \( k_1, t_1, a_1, \) and \( x_1 \) are independent of \( x \);
\[ \Delta_{t, x; x}^k \Delta_{t_1, x_1; x}^{k_1} = \Delta_{t, x_1; x}^k \Delta_{t_1, x; x}^{k_1} = \Delta_{t_1, x_1; x}^{k_1} \Delta_{t, x_1; x}^k \]
if \( k, t, k_1, \) and \( t_1 \) are independent of \( x \).

A function \( f \) in \( C^\infty \) is of slow increase if there exists a sequence of integers \( k_m \) such that \( (1+|x|^2)^{-k_m} |D_1^i f| \) is bounded for every derivative \( D_1^i \). Such functions are multipliers on \( S \), i.e., \( f \in C^\infty \) if \( \varphi \in S \). Therefore the product \( f(x)u(x) \) is again a tempered distribution defined by \( (fu)(\varphi) = u(f\varphi) \).

A multiplication operator by a function \( f \in C^\infty \) of slow increase is a special case of a linear operator \( T: S \to S \) continuous in the topology of \( S \), i.e., such that for every norm \( \| \cdot \|_{m,k} \) there exists another norm \( \| \cdot \|_{m',k'} \) such that \( \| T\varphi \|_{m,k} \leq C \| \varphi \|_{m',k'} \) with \( C \) independent of \( \varphi \) but depending on \( m, k \).

The Fourier transform of \( u(x) \in S \) will be denoted \( \hat{u} = \hat{u}(\xi) \). It is a continuous isomorphism of \( S \) in variable \( x \) onto \( S \) in variable \( \xi \).

If a distribution \( u \) is a function of \( C^\infty \) of slow increase then its Fourier transform is called a distribution of rapid decrease.

It follows that the convolution of a tempered distribution \( u \) with a distribution \( v \) of rapid decrease, \( u \ast v \), is a well defined tempered distribution.
and we have

\[(u * v)^\wedge = (2\pi)^{n/2} \hat{u} \hat{v} \cdot 1.\]

We have further

\[(D_j u)^\wedge = (i\xi)^j \hat{u} \equiv (i\xi_{j_1})(i\xi_{j_2}) \ldots \hat{u},\]

\[(\Delta_t^k u(x))^\wedge = (e^{i(t,t)} - 1)^k \hat{u}(\xi),\]

\[(G_\alpha(x))^\wedge = (2\pi)^{-n/2}(1 + |\xi|^2)^{-\alpha/2}, \quad \alpha > 0,\]

\[D_j G_\alpha(x))^\wedge = (2\pi)^{-n/2}(i\xi)^j(1 + |\xi|^2)^{-\alpha/2}, \quad \alpha > 0.\]

It should be noted that \(D_j(G_\alpha(x))\) is a function belonging to \(L^1\) for 
\[|j| < \alpha.\] For \(|j| \geq \alpha\), it should not be considered as a function but as a distribution -- even though for \(x \neq 0\), the derivative in the usual sense exists and is an analytic function decreasing exponentially at infinity. We denote this analytic function by \(D'_j G_\alpha(x)\). It will be used only for \(|j| = \alpha\). In this case the distribution derivative \(D_j G_\alpha(x)\) for \(\varphi \in \mathcal{S}\) can be written in terms of a singular integral:

\[\int D_j G(x)\varphi(x)\, dx = A_j \varphi(0) + \lim_{\epsilon \downarrow 0} \int_{|x| > \epsilon} D'_j G(x)\varphi(x)\, dx,\]

where \(A_j\) is a constant determined as follows. Denote by \(j(k), \; k = 1, \ldots, n,\) the number of differentiations with respect to \(x_k\) in \(D_j\); thus \(|j| = j(1) + \ldots + j(n)\). Then we have

\[A_j = 0 \quad \text{if at least one of the } j(k) \text{ is odd},\]

\[A_j = \frac{2(-1)^{|j|/2}}{\omega_n} \frac{\Gamma\left(\frac{j(1)}{2}\right) \ldots \Gamma\left(\frac{j(n)}{2}\right)}{\Gamma\left(\frac{n+|j|}{2}\right)} \quad \text{if all the } j(k) \text{ are even}.\]

1. Since we use the traditional definition of Fourier transforms, we have \((2\pi)^{n/2}\) as constant in the formula -- which does not appear with the conventions used by L. Schwartz [13].
Let $T_t$ be a linear operator $T_t : \mathcal{S} \rightarrow \mathcal{S}$ depending on a parameter $t$ varying over some measure space $\mathcal{J}$. We assume that $T_t$ is continuous in $\mathcal{S}$ for almost every $t \in \mathcal{J}$. Then for almost every $t \in \mathcal{J}$ the operator

$$ (T_t^* u)(\psi) = \underbrace{u(T_t \psi)}_{\text{def}} $$

is well defined and $T_t^* : \mathcal{S}' \rightarrow \mathcal{S}'$. Under the Fourier transform, $T_t$ and $T_t^*$ give rise to the operators

$$ \hat{T}_t = \mathcal{F} T_t \mathcal{F}^{-1}, \quad \hat{T}_t^* = \mathcal{F} T_t^* \mathcal{F}^{-1}, $$

and for every $\varphi \in \mathcal{S}$ and $u \in \mathcal{S}'$,

$$ (T_t \varphi)^\wedge = \hat{T}_t \hat{\varphi}, \quad (T_t^* u)^\wedge = \hat{T}_t^* \hat{u}. $$

We will deal with operators of the form

$$ T\varphi = \int_{\mathcal{J}} T_t \varphi \, dt, \quad \varphi \in \mathcal{S}, $$

and correspondingly

$$ T^* u = \int_{\mathcal{J}} T_t^* u \, dt, \quad u \in \mathcal{S}', $$

the last expression being defined by

$$ (T^* u)(\varphi) = u(T\varphi). $$

The following assumptions will be made

(A) For every $\varphi \in \mathcal{S}$ the integral $\int_{\mathcal{J}} T_t \varphi(x) \, dt$ exists as a Lebesgue integral for every $x$ and represents a function of $\mathcal{J}$. Moreover, the operator (5.11) defined by the formula $(T\varphi)(x) = \int_{\mathcal{J}} T_t \varphi(x) \, dt$ is continuous on $\mathcal{S}$.

(B) For every $\varphi \in \mathcal{S}$ the integral $\int_{\mathcal{J}} \left| T_t \varphi(x) \right| \, dt$ exists for almost all $x$ and as a function of $x$ belongs to $L^1(\mathbb{R}^n) \cap L^{\infty}(\mathbb{R}^n)$.

By virtue of hypotheses (A) and (B) we have the formula

$$ \hat{T}\varphi(\xi) = \int_{\mathcal{J}} \hat{T}_t \varphi(\xi) \, dt, \quad \text{for every} \ \varphi \in \mathcal{S}. $$
The following statement holds.

**THEOREM 5.1.** Let \( u \in L^p \) for some \( 1 \leq p \leq \infty \) and assume that \( T^*_t u \in \mathcal{S}' \) satisfies the following conditions:

\[
T^*_t u \text{ is a function for almost every } t
\]

\[
\int \left| T^*_t u(x) \right| dt \text{ exists in Lebesgue sense for almost every } x
\]

and as function of \( x \) is locally integrable.

Then \( T^*_u \) as defined by (5.13) is a function and

\[
T^*_u(x) = \int T^*_t u(x) dt
\]

almost everywhere.

By our assumption \( \int T^*_t u(x) dt \) is a function and the only thing to prove is that it is equal to \( T^*_u \) as defined by (5.13). In fact if \( \varphi \in \mathcal{C}_0^\infty \), then in view of (B), (5.16) and Fubini's theorem,

\[
\int \left( \int T^*_t u(x) dt \right) \varphi(x) dx = \int \left[ \int u(x) T^*_t \varphi(x) dx \right] dt = T^*_u(\varphi).
\]

We shall now proceed according to the following scheme. In terms of Fourier transforms we will write identities which can be proved by standard methods in the form \( \hat{T} = \int \hat{T}_t dt \). \( \hat{T}_t \) will be multiplication operators by functions of \( \mathcal{C}_0^\infty \) of slow increase and the same will be true of \( \hat{T} \). The same functions will give us the operators \( \hat{T}^*_t \) and \( \hat{T}^*_u \) acting on \( \mathcal{S}' \). We will then know explicitly the operators \( T^*_t \) and \( T^*_u \) as convolution operators; in most cases \( T^*_t \) will be a convolution with a function of rapid decrease, at worst it will be a singular integral convolution operator. In every case the verification of conditions (A) and (B) will be immediate. The verification of assumptions (5.15) and (5.16) of our theorem will obviously depend on the function \( u \) and we will have to rely on results of forthcoming sections on integral transformations and inequalities to check on the validity of these assumptions for \( u \)
belonging to different classes of functions in which we are interested.

The formulas we list below are valid under the tacit assumption that (5.15) and (5.16) hold.

The variables \( t, \xi \) are \( n \)-dimensional vectors, \( t_0 \) is real, \( k \) is a positive integer, \( 0 < \beta < k \). Consider the expression

\[
I_{k,n,\beta}(\xi) = \int_{-\infty}^{\infty} \int_{\mathbb{R}^n} \frac{|e^{it_0 + i(t,\xi)}|^{2k}}{(t_0^2 + |t|^2)^\beta} \, dt \, dt_0
\]

\[
= \int_{-\infty}^{\infty} \int_{\mathbb{R}^n} \frac{|e^{it_0} e^{i\xi^2}|^{2k}}{(t_0^2 + |t|^2)^\beta} \, dt_0 \, dt
\]

\[
= \left( \frac{-1}{2} \right)^k C(n+1,\beta) \Delta_{-k,s}^k \left| s \right|^{2\beta} (1 + \left| \xi \right|^2)^\beta.
\]

On the other hand

\[
I_{k,n,\beta}(\xi) = \int_{-\infty}^{\infty} \int_{\mathbb{R}^n} \frac{|e^{it_0 + i(t,\xi)}|^{2k}}{(t_0^2 + |t|^2)^\beta} \, dt \, dt_0
\]

\[
= \sum_{l,l_1=0}^{k} \int_{\mathbb{R}^n} \frac{(\Delta^k_{-l,l_1} e^{i(t-\xi)l_1} e^{i(t,\xi)} - e^{i(t,\xi)} l_1 e^{i(t-\xi)l_1})^k}{(t_0^2 + |t|^2)^\beta} \, dt_0 \, dt
\]

\[
= \sum_{l,l_1=0}^{k} \int_{\mathbb{R}^n} \frac{(\Delta^k_{-l,l_1} e^{i(t,\xi)} - e^{i(t,\xi)} l_1 e^{i(t,\xi)})^k}{|t|^2 (t_0^2 + |t|^2)^\beta} \, dt_0 \, dt
\]

The last expression is obtained by integration with respect to \( t_0 \). (For a similar reasoning, see [2].)

Changing the kernel \( C_{n+1+2\beta}^{(1)} \) to an \( n \)-dimensional kernel, we obtain finally
\[(5.19) \quad 1 = \int_{\mathbb{R}^n} \frac{1}{C_k(n,\beta)} \sum_{\lambda,\lambda_1=0}^{k} (k) (\lambda) (-1)^{k-l_1} (\Delta_{t,l_1} G_{2n+2\beta}) \frac{(e^{i(t,\xi)}-1)(e^{-i(t,\xi)}-1)^{l_1}}{(1+|\xi|^2)^\beta |t|^{n+2\beta}} dt , \]

where
\[(5.20) \quad C_k(n,\beta) = \frac{(-1)^{k+1}}{2} G_{2n+2\beta}(0) C(n,\beta) \Delta_{1-k;s}^2 |s|^{2\beta} . \]

Of the three factors depending on $\beta$ in (5.20), the first is a positive decreasing function of $\beta$ for all $\beta \geq 0$. The second has simple poles for integers $\beta \geq 0$ and no zeros on the positive $\beta$-axis. The third is an entire function and has only simple zeros on the interval $0 \leq \beta \leq k$ at integers $\beta$, $0 < \beta < k$. The resulting product $C_k(n,\beta)$ is therefore, for $0 < \beta < k$, a strictly positive analytic function with simple poles at 0 and $k$.

If we consider the integrand in (5.19) as an operator of multiplication $\hat{\mathcal{T}}$, thus $\hat{\mathcal{T}} = 1$, we obtain by inverse Fourier transform the reproducing formula
\[(5.21) \quad u = \frac{1}{C_k(n,\beta)} \int_{\mathbb{R}^n} \sum_{\lambda,\lambda_1=0}^{k} (k) (\lambda) (-1)^{k-l_1} \frac{\Delta_{t,l_1} G_{2n+2\beta}}{|t|^{n+2\beta}} (\Delta_{t} G_{2\beta}) * (\Delta_{t} u) dt . \]

Multiplication of both sides of the identity (5.19) by $(1+\xi^2)^{\alpha/2}$, $0 < \alpha \leq \beta$, leads to an inversion formula for the operator $G_{\alpha}$. We denote the inverse operator of $G_{\alpha}$ by $G_{-\alpha}$, and we get
\[(5.22) \quad G_{-\alpha} u = \frac{1}{C_k(n,\beta)} \int_{\mathbb{R}^n} \sum_{\lambda,\lambda_1=0}^{k} (k) (\lambda) (-1)^{k-l_1} \frac{\Delta_{t,l_1} G_{2n+2\beta}}{|t|^{n+2\beta}} (\Delta_{t} G_{2\beta-\alpha}) * (\Delta_{t} u) dt . \]

Especially simple and interesting is the case when $k = 1$. Then for $0 < \beta < 1$:
\[ 1 = \frac{1}{(1 + |\xi|^2)^\beta} + \frac{1}{C(n, \beta) \Gamma_{2n+2\beta}(0)} \int_{\mathbb{R}^n} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} \left( e^{i(t, \xi)}_1 (e^{-i(t, \xi)}_1) \right) dt \]

which can be transformed into the reproducing formula

\[ u = G_{2\beta} * u + \frac{1}{C(n, \beta) \Gamma_{2n+2\beta}(0)} \int_{\mathbb{R}^n} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} (\Delta_t G_{2\beta}) * (\Delta_t u) dt. \]

Formula (5.24) can also be written in the form

\[ u(z) = G_{2\beta} * u(z) + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{[G_{2\beta}(z-x) - G_{2\beta}(z-y)] [u(x)-u(y)]}{|x-y|^{2\beta}} d\mu_{\beta}(x,y). \]

The corresponding inversion formula for \( 0 < \alpha \leq \beta < 1 \) is

\[ G_{-\alpha} u(z) = G_{2\beta} * u(z) + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{[G_{2\beta-\alpha}(z-x) - G_{2\beta-\alpha}(z-y)] [u(x)-u(y)]}{|x-y|^{2\beta}} d\mu_{\beta}(x,y). \]

Multiplying (5.23) by \( 1 = \frac{1}{(1 + |\xi|^2)^\beta} \sum_{l=0}^{m} \sum_{|\xi| = l} (-1)^l \left( \frac{m}{l} \right)_l \left( \frac{\xi}{l} \right)_l \), where \( m \) is an integer, \( m \geq 0 \) and transforming the result we get, with \( \alpha = m + \beta \)

\[ u(z) = \sum_{l=0}^{m} \left( \begin{array}{c} m \\ l \end{array} \right) \int_{\mathbb{R}^n} \left\{ \int_{\mathbb{R}^n} D_{(l)}^{(x)} G_{2\alpha}(z-x) D_{j} u(x) dx + \right. \\
+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{[D_{j}^{(x)} G_{2\alpha}(z-x) - D_{j}^{(y)} G_{2\alpha}(z-y)] [D_{j} u(x)-D_{j} u(y)]}{|x-y|^{n+2\beta}} d\mu_{\beta}(x,y) \right\} 
\]

and the corresponding inversion formula for \( \gamma \leq \alpha = m + \beta \),

\[ G_{-\gamma} u(z) = \sum_{l=0}^{m} \left( \begin{array}{c} m \\ l \end{array} \right) \int_{\mathbb{R}^n} \left\{ \int_{\mathbb{R}^n} D_{j}^{(x)} G_{2\alpha-\gamma}(z-x) D_{j} u(x) dx + \right. \\
+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{[D_{j}^{(x)} G_{2\alpha-\gamma}(z-x) - D_{j}^{(y)} G_{2\alpha-\gamma}(z-y)] [D_{j} u(x)-D_{j} u(y)]}{|x-y|^{2\beta}} d\mu_{\beta}(x,y) \right\}. \]
At the end we include the case when $\alpha = m$ is an integer. From the identity \[ 1 = \frac{1}{(1+|\xi|^2)^m} \sum_{\ell=0}^m \sum_{|\ell|=\ell} (-1)^{\ell}(i\xi)^\ell (i\xi)^\ell \] mentioned before we then get the following reproducing formula

\[ u(z) = \sum_{\ell=0}^m \sum_{|\ell|=\ell} \int_{R^n} D_j(z-x) D_j u(x) \, dx , \]

and the corresponding inversion formula

\[ G_m u(z) = \sum_{\ell=0}^m \sum_{|\ell|=\ell} \int_{R^n} D_j(z-x) D_j u(x) \, dx . \]

In the last formula the integrals corresponding to the values $|\ell| = m$ are understood as singular integrals as explained by formula (5.7).

§6. Regular and singular integral transformations.

The purpose of this section is to introduce a terminology concerning integral transformations which will be used throughout this paper.

Let $\{X, \mu\}, \{Y, \nu\}$ be measure spaces; denote $L^p(X) = L^p(X, \mu)$, $L^p(Y) = L^p(Y, \nu)$. \footnote{All measures will be assumed to be $\sigma$-finite.} $u$ and $v$ will generically denote measurable functions in $X$ and $Y$ respectively. Let $K(x,y)$ be a complex valued function defined on $X \times Y$ measurable in $X \times Y$. $K(x,y)$ gives rise to a formal integral transformation defined by the formula

\[ v(y) = Ku(y) = \int_X K(x,y) u(x) \, d\mu(x) . \]

It is defined for all $u$ for which the integral (6.1) exists in Lebesgue sense and is finite for almost all $y$. Denote by $\mathcal{G}_K$ the set of all such $u$. We say that for $u \in \mathcal{G}_K$ the formal integral transformation $K$ is properly defined.
An integral transformation $K$ (or kernel $K(x,y)$) is \textit{p-semi-regular} (p-s. r.) if the subspace $\mathcal{Q}_K \cap L^p(X)$ is dense in $L^p(X)$ and is transformed boundedly into $L^p(Y)$, i.e., there is a constant $M_p$ - the $p$-bound of $K$ - such that \[ \|Ku\|_{L^p(Y)} \leq M_p \|u\|_{L^p(X)}. \]

A p-s. r. operator $K$ can be extended by continuity to a unique bounded transformation $K_p$ on the whole of $L^p(X)$, $K_p(L^p(X)) \subset L^p(Y)$. $K_p$ will be called the \textit{p-extension} of $K$.

The transformation (or kernel) is \textit{p-regular} (p-r.) if $L^p(X) \subset \mathcal{Q}_K$ and $K(L^p(X)) \subset L^p(Y)$. For p-regularity of $K$ it is necessary and sufficient that \[ (6.2) \quad \int_X \left( \int_Y K(x,y) u(x) \, d\mu(x) \right) v(y) \, dv(y) \leq C \|u\|_{L^p(X)} \|v\|_{L^p(Y)} \left( \frac{1}{p} + \frac{1}{p'} \right) = 1, \]

for any $u \in L^p(X)$, $v \in L^p(Y)$, the integrals being taken in the indicated order, $C$ being a constant independent of $u$ and $v$. The smallest such constant $C$ is $= M_p$. p-regularity implies p-semi-regularity. $K$ is p-\textit{absolutely-regular} (p. ab. r.) if $\|K(x,y)\|$ is regular. This is equivalent to the property \[ (6.3) \quad \left| \int_{X \times Y} K(x,y) u(x) v(y) \, d\mu(x) \, dv(y) \right| \leq M_p \|u\|_{L^p(X)} \|v\|_{L^p(Y)}, \]

for any $u \in L^p(X)$, $v \in L^p(Y)$. Obviously, absolute regularity implies regularity. On the other hand, for non-negative kernels, p-absolute regularity is equivalent to p-semi-regularity.

If a kernel $K$ is p-s. r. or p-ab. r. for all $p$, $1 \leq p \leq \infty$, we call it \textit{semiregular}, \textit{regular}, or \textit{absolutely regular}, respectively.

We have the following theorem.
THEOREM 6.1. If the transformation \( \int_X K(x,y) u(x) d\mu(x) \) is \( p\)-ab. r. then the adjoint transformation \( \int_Y K(x,y) v(y) d\nu(y) \) is \( p^t\)-ab. r.

The proof is immediate by (6.3).

THEOREM 6.2. Let \( K \) be a \( p\)-ab. r. transformation of \( L^p(X,d\mu) \) into \( L^p(Y,d\nu) \) and \( M \) be the \( p\)-bound of \( \|K(x,y)\| \). Consider, moreover, the measures \( d\mu_1(x) = \varphi(x)d\mu(x) \) and \( d\nu_1(y) = \psi(y)d\nu(y) \) where \( \varphi \) and \( \psi \) are measurable non-negative functions on \( X \) and \( Y \) respectively, satisfying \( \varphi(x) \leq A \) and \( \psi(y) \leq B \). Then \( K \) is \( p\)-ab. r. from \( L^p(X,d\mu_1) \) to \( L^p(Y,d\nu_1) \) with bound not exceeding \( MA^{\frac{1}{p'}} B^{\frac{1}{p}} \).

Proof. Observe that for \( u_1 \in L^p(X,d\mu_1) \), \( v_1 \in L^p(Y,d\nu_1) \) we have
\[
\|\varphi^{\frac{1}{p'}} u_1\|_{L^p(X,d\mu)} = \|u_1\|_{L^p(X,d\mu_1)} \quad \text{and} \quad \|\psi^{\frac{1}{p'}} v_1\|_{L^p(Y,d\nu)} = \|v_1\|_{L^p(Y,d\nu_1)}.
\]
Hence for \( u_1 \in L^p(X,d\mu_1) \), \( v_1 \in L^p(Y,d\nu_1) \) we have
\[
\int_{X \times Y} |K(x,y)||u_1(x)||v_1(y)|d\mu_1(x)d\nu_1(y) =
\leq \int_{X \times Y} |K(x,y)||\varphi(x)^{\frac{1}{p'}} \psi(y)^{\frac{1}{p'}}|u_1(x)||\varphi(x)^{\frac{1}{p'}} |v_1(x)||\psi(y)^{\frac{1}{p'}} d\mu(x) d\nu(y)
\leq M A^{\frac{1}{p'}} B^{\frac{1}{p}} \|u_1\|_{L^p(X,d\mu_1)} \|v_1\|_{L^p(Y,d\nu_1)}.
\]

We are mainly interested in regular integral transforms since we need a pointwise representation of \( v(y) \) by the integral (6.1) for all \( u \in L^p(X) \). There are no known direct properties of the kernel \( K(x,y) \) characterizing its \( p\)-regularity. For \( p\)-ab. r. such properties are well known in the two extreme cases \( p = 1 \) and \( p = \infty \):

\begin{align*}
(6.4) \quad & K \text{ is 1-ab. r. } \iff \int_Y |K(x,y)|d\nu(y) \leq A = \text{const. < \infty a.e. in } x. \\
(6.4') \quad & K \text{ is } \infty\text{-ab. r. } \iff \int_X |K(x,y)|d\mu(x) \leq B = \text{const. < \infty a.e. in } y.
\end{align*}
For other values of $p$ the next theorem gives sufficient conditions
for $p$-ab. r.. Quite recently these conditions were proved by E. Gagliardo
to be also necessary.

**Theorem 6.3.** Let $1 < p < \infty$ and assume that there exist two
non-negative measurable kernels $K_1$ and $K_2$ such that

\[
|K(x,y)| \leq K_1(x,y)^{1/p} K_2(x,y)^{1/p'}
\]

and

\[
\int K_1(x,y) d\nu(y) \leq A \text{ a.e. } d\mu
\]

\[
\int K_2(x,y) d\mu(x) \leq B \text{ a.e. } dv.
\]

Then $K$ is a $p$-ab. r. with bound not exceeding $A^{1/p} B^{1/p'}$.

**Proof.** For $u \in L^p(X)$ and $v \in L^{p'}(Y)$, by applying (6.5), Hölder in-
equality and (6.6), we get

\[
\int \int |u(x)| |K(x,y)| |v(y)| d\mu(x) d\nu(y) \\
\leq \left( \int \int |u(x)|^p K_1(x,y) d\mu(x) d\nu(y) \right)^{1/p} \left( \int \int |K_2(x,y)| |v(y)|^{p'} d\mu(x) d\nu(y) \right)^{1/p'} \\
\leq A^{1/p} B^{1/p'} \|u\|_{L^p} \|v\|_{L^{p'}}.
\]

Depending on the nature of the kernel $K$ there are several methods
by which we may find kernels $K_1$ and $K_2$ that show $K$ to be $p$-ab. r.. We
describe two of these methods which will be used in the sequel.

**Method I.** We find two measurable functions $\varphi(x)$ and $\psi(y)$, a.e.
positive and finite, and put

\[
K_1(x,y) = |K(x,y)| \varphi(y)/\varphi(x)^{p/p'}, \quad K_2(x,y) = |K(x,y)| \varphi(x)/\psi(y)^{p/p'}.
\]

The functions $\varphi(x)$ and $\psi(y)$ will be called factors. (6.6) now translates
into the following conditions for the factors:

\[(6.8) \quad \int_Y |K(x,y)|\psi(y)\,d\nu(y) \leq A\varphi(x)^{p/p'}, \quad \int_X |K(x,y)|\varphi(x)\,d\mu(x) \leq B\psi(y)^{p/p}.\]

**Remark 1.** The result of E. Gagliardo mentioned before states that the existence of factors \(\varphi(x)\) and \(\psi(x)\) satisfying (6.8) is also necessary in order that \(K\) be \(p\)-absolutely regular. More precisely, it is proved that if \(K\) is absolutely regular and \(M\) is the \(p\)-bound of \(|K(x,y)|\) it is possible to find \(\varphi \in L^P(X)\) and \(\psi \in L^{p'}(Y)\) such that (6.8) is satisfied with \(A = B = M + \epsilon\) for any \(\epsilon > 0\).

**METHOD II.** We find a representation of \(K(x,y)\) as a composition of two kernels \(\Phi(x,z)\) and \(\Psi(z,y)\),

\[(6.9) \quad K(x,y) = \int_Z \Phi(x,z)\Psi(z,y)\,d\omega(z),\]

where \(Z\) is a measure space with measure \(d\omega(z)\). We find further an "inner factor" \(\lambda(z), 0 < \lambda(z) < \infty \text{ a.e.}\) such that

\[(6.10) \quad K_1(x,y) = \int_Z \Phi(x,z)\lambda(z)^p \|\Psi(z,y)\|\,d\omega(z) < \infty \text{ a.e. in } x,y,\]

\[(6.11) \quad K_2(x,y) = \int_Z \Phi(x,z)\lambda(z)^{-p'} \|\Psi(z,y)\|\,d\omega(z) < \infty \text{ a.e. in } x,y.\]

Thus (6.5) is satisfied. The conditions (6.6) now take the form

\[(6.11) \quad \int_Y \int_Z |\Phi(x,z)|\lambda(z)^p \|\Psi(z,y)\|\,d\omega(z)d\nu(y) \leq A \text{ a.e. in } x,\]

\[(6.11) \quad \int_X \int_Z |\Phi(x,z)|\lambda(z)^{-p'} \|\Psi(z,y)\|\,d\omega(z)d\mu(x) \leq B \text{ a.e. in } y.\]

It is possible to combine the two methods as well as to devise others adapted to special kinds of kernels.
In most cases we will deal with p-absolutely regular kernels. In a few cases, however, we will meet with p-semi-regular kernels; it is therefore of interest to give some information about them. We start with some general remarks.

The subspace $\mathcal{E}_K$ of measurable functions $u(x)$ for which the integral transform $(Ku)(y)$ is properly defined has the property that with each $u(x)$ it contains all functions $u_1(x)$ majorated by $u$, i.e. such that $|u_1(x)| \leq |u(x)|$ a.e. 

By a simple measure-theoretic argument one proves that there exists a measurable set $A \subset X$, unique up to sets of measure 0, which is the largest among all those sets on which all functions $u \in \mathcal{E}_K$ vanish a.e. If $A = X$ we may say that $K$ is singular (such as, for instance, the singular operators of Calderon-Zygmund type); in this case $\mathcal{E}_K$ reduces to the function 0. If $\mu(X-A) > 0$, but also $\mu(A) > 0$ we may call $K$ partly-singular; in this case, if we restrict $X$ to $A$, the transformation becomes completely singular. Of interest here is the case $\mu(A) = 0$, i.e. essentially $A = 0$; in this case we call $K$ non-singular. A p-semi-regular kernel is certainly non-singular.

The same argument which leads to the existence of the set $A$ shows that for a non-singular $K$ there exists a sequence of measurable sets $B_i$, $i = 1, 2, \ldots$ such that

$$B_i \subset B_{i+1} \subset X, \quad \mu(B_i) < \infty, \quad \mu(X - \bigcup_{i=1}^{\infty} B_i) = 0,$$

the characteristic function of each $B_i$ belongs to $U_K$.

A simple function is a measurable function taking only a finite number of values and vanishing outside of a set of finite measure. For every function $u(x)$, measurable and finite a.e. a classical standard procedure allows

---

1. The same terminology is used in [21] in a different meaning.
to construct a sequence of simple functions $u_j(x)$ such that $\lim u_j(x) = u(x)$ and $|u_j(x)| \leq |u(x)|$ a.e.. These functions can be chosen so that each $u_j(x)$ vanishes outside some $B_i$, and hence so that each $u_j \in \mathcal{A}_K$. In addition, if $u \in L^p(X)$ for some $p < \infty$, then $\lim \|u - u_j\|_{L^p} = 0$.

Denote by $\mathcal{A}_K$ the class of all simple functions in $\mathcal{A}_K$. The last remark leads to the following statements.

**THEOREM 6.4.** A non-singular $K$ is p-semi-regular for $p < \infty$ if and only if $K(\mathcal{A}_K^p) \subset L^p(Y)$ and $\|Ku\|_{L^p(Y)} \leq M\|u\|_{L^p(X)}$ for $u \in \mathcal{A}_K^p$. $K$ is p-regular if in addition, $L^p(X) \subset \mathcal{A}_K$.

In fact, the above remark shows that $\mathcal{A}_K^p \subset \mathcal{A}_K \cap L^p(X)$ is dense in $L^p(X)$ and the continuous extension of $K$ from $\mathcal{A}_K^p$ to $L^p(X)$ coincides with $K$ on $\mathcal{A}_K \cap L^p(X)$ since $(Ku_j)(y)$ converges by dominated convergence to $(Ku)(y)$ for every $Y$ where $\int |K(x,y)||u(x)||d\mu(x) < \infty$.

**THEOREM 6.4'.** A non-singular $K$ is \(\infty\)-semi-regular if and only if the characteristic function $\chi$ of $X$ belongs to $\mathcal{A}_K$, $K(\mathcal{A}_K^p) \subset L^\infty(Y)$ and $\|Ku\|_{L^\infty(Y)} \leq M\|u\|_{L^p(X)}$ for $u \in \mathcal{A}_K^p$. The \(\infty\)-regularity is equivalent to \(\infty\)-semi-regularity.

In fact, if $L^\infty(X) \cap \mathcal{A}_K$ is dense in $L^\infty(X)$, there must be a $u_0 \in \mathcal{A}_K$ with $\|\chi - u_0\|_{L^\infty(X)} < \frac{1}{2}$, hence $|u_0(x)| > \frac{1}{2}$ a.e. and $\chi \in \mathcal{A}_K$. On the other hand $\chi \in \mathcal{A}_K$ implies $L^\infty(X) \subset \mathcal{A}_K$ (hence the last part of the theorem) and the boundedness of $K$ on $L^\infty(X)$ follows by dominated convergence:

$$(Ku_j)(y) \to (Ku)(y) \text{ a.e. in } y, \quad |(Ku_j)(y)| \leq M\sup_x |u_j(x)| \leq M\sup_x |u(x)|,$$

hence $\sup_y |(Ku)(y)| \leq M\sup_x |u(x)|$. 

Remark 2. In Theorems 6.4 and 6.4', the class $\mathcal{S}_K$ can be replaced by other subspaces of $\mathcal{S}_K \cap L^p(X)$ as long as for each $u \in \mathcal{S}_K \cap L^p(X)$ they contain a sequence $u_j$ converging pointwise a.e. to $u$, are dominated by some $u' \in \mathcal{S}_{K'}$, and such that $\|u_j\|_{L^p(X)} \leq c$, $c$ depending on $u$ but not on $j$. For instance, we may take the class of simple functions vanishing outside of some of the sets $B_i$ (i varying with the function). Another instance of such a change may be of interest if $X$ and $Y$ are euclidean spaces where we would like to replace simple functions by $C_0^\infty$-functions. This is possible if the sets $B_i$ can be chosen to be open.

We turn now to interpolation theorems - the Riesz-Thorin convexity theorem [20].

Let $1 \leq p_1 \leq \infty$, $1 \leq p_2 \leq \infty$, $0 \leq \theta \leq 1$, $1/q_\theta = (1-\theta)/p_1 + \theta/p_2$, so that $p_1 = q_0$, $p_2 = q_1$.

**THEOREM 6.5.** Let $K$ be non-singular. If $K$ is $p_i$-semi-regular (or $p_i$-r., or $p_i$-ab. -r.) for $i = 1, 2$, then $K$ is $q_\theta$-semi-regular (or $q_\theta$-r., or $q_\theta$-ab. -r.) for $0 < \theta < 1$. The $q_\theta$-bound $M_{q_\theta}$ satisfies $M_{q_\theta} < \frac{1-\theta}{\theta} M_{q_0}^{-\frac{1}{p_1}} M_{q_0}^{\frac{1}{p_2}}$.

**Proof.** 1. Semi-regularity. By Theorems 6.4 and 6.4' the question reduces to the boundedness on the subspace of simple functions $\mathcal{S}_K$, hence Thorin's proof applies.

2. Regularity. Since $L^q(X) \subset L^{p_1}(X) + L^{p_2}(X)$, the result follows from semi-regularity.

3. Absolute Regularity. Use 1 for $|K(x,y)|$ and then the fact that for positive kernels ab. -r. is equivalent to s. -r.. If $p_i$-ab. -r. is established by the kernels $K_{i,1}$ and $K_{2,1}$ satisfying (6.5) and (6.6) then $q_\theta$-ab. -r. can be established in similar fashion by kernels.
Remark 3. The extension of the convexity theorem, due to E. M.
Stein (see [15] and [16]), to the case when not only the exponents of the
$L^p$-classes but also the measures $\mu$ and $\nu$ vary suitably, leads to a simi-
lar extension of Theorem 6.5. The proof applies without changes if one
notices that if $K$ is non-singular rel. $\mu$ and $\nu$ then so is the kernel
$\varphi(x)K(x,y)\psi(y)$ ($\varphi$ and $\psi$ finite a.e.) rel. to any two measures $\mu'$ and $\nu'$
equivalent to $\mu$ and $\nu$ respectively.

Remark 4. The notions introduced in this section could easily be
extended to integral transforms from $L^p(X)$ to $L^q(Y)$ with $q \neq p$ and even
(under suitable restrictions) to transforms between two Banach spaces of
measurable functions. However, there are no known characterizations of
$p,q$-ab. -regularity of the kind as given in Theorem 6.3 or in the first
method for the case $p = q$.

Remark 5. The terminology we introduced above has not been used
before. The notions, however - without being specifically named - were
investigated long ago in many special cases. The distinction between semi-
regularity and regularity was not so sharply drawn. The $p$-absolute regu-
ularity, especially the first method, was very extensively used as a tool to
establish regularity in many special instances (see Hardy, Littlewood,
Polya [10], Ch. I X). The criterion of the first method was not put in the
general form (6.7), (6.8), but rather in a form adapted to the special cases.

As mentioned before, we deal with integral transforms in this paper
which in most cases are $p$-ab. $r.$, or at least $p$-s. $r.$ In a few cases, how-
ever, we meet with a special type of singular integral operator. The per-
tenent theorems are special instances of theorems of Calderon-Zygmund [7].

We consider kernels of the form \( D_j G_m(x-y) \), \( |j| = m \) (see §5, especially between (5.6) and (5.7)). The following statement holds:

If \( u \in L^p(\mathbb{R}^n) \), \( 1 < p < \infty \), then the limit

\[
v(y) = \lim_{\epsilon < 0} \int_{|x-y| > \epsilon} D_j G_m(x-y) u(x) \, dx
\]

exists and is finite for almost all \( y \) and (6.13) is a bounded transformation of \( L^p \) into \( L^p \).

The statement does not hold for \( p = 1 \) or \( p = \infty \). Hence, whenever we have to use singular integrals our results will be restricted to \( 1 < p < \infty \).

§7. The imperfect completions \( \widetilde{\mathcal{F}}^{\alpha,p} \), \( \widetilde{\mathcal{G}}^{\alpha,p} \).

The norms \( |u|_{\beta,p} \), \( |u|_{\beta,p}^\prime \), \( 0 \leq \beta < 1 \) introduced in §3 have obviously a meaning for any measurable function \( u \) (they may be infinite). Let \( 1 \leq p < \infty \), \( 0 \leq \alpha = m + \beta \), \( m = [\alpha] \), \( 0 \leq \beta < 1 \).

We denote by \( \mathcal{W}_p^{\alpha} \) the class of all functions \( u \in L^p(\mathbb{R}^n) \) such that

1. all the distribution derivatives \( D_j u \), \( |j| \leq m \) are functions,
2. \( |D_j u|_{\beta,p} < \infty \), \( 0 \leq |j| \leq m \).

It is clear that for \( u \in \mathcal{W}_p^{\alpha} \) both norms \( |u|_{\alpha,p} \) and \( |u|_{\alpha,p}^\prime \) as given by formulas (3.6) and (3.6') have a meaning and are finite. Also the relations (3.9) hold.

By standard arguments, similar to those in the proof of completeness of \( L^p \) spaces, one shows that \( \mathcal{W}_p^{\alpha} \) is a complete functional space rel. \( \mathcal{A}_0 \) (the class of sets of Lebesgue measure 0). Also a standard argument by
regularization shows that $\mathcal{F}^{\alpha,p}$ is dense in $W^\alpha_p$. Hence we have the following

**THEOREM 7.1.** $W^\alpha_p$ is a functional completion of $\mathcal{F}^{\alpha,p}$ rel. $\mathcal{A}_0$.

For $p = \infty$, we define $W^\alpha_{\infty}$ as the class of all functions $u$ which together with all distribution derivatives of order $\leq \alpha$ belong to $L^\infty$ and, if $\alpha$ is not an integer, satisfy Hölder conditions with exponent $\beta$. It is clear that $\mathcal{F}^{\alpha,\infty}$ is contained but not dense in $W^\alpha_{\infty}$. One shows immediately that each equivalence class of $W^\alpha_{\infty}$ rel. $\mathcal{A}_0$ contains one and only one function which is continuous and bounded with all its derivatives of orders $< \alpha$ all of these derivatives satisfying a uniform Hölder condition with exponent $\alpha - \alpha^*$, $\alpha^*$ being the largest integer $< \alpha$. All such functions form a proper functional space $\mathcal{F}^{\alpha,\infty} \subset W^\alpha_{\infty}$ with the norm of $W^\alpha_{\infty}$. The space $\mathcal{F}^{\alpha,\infty}$ (the proper functional completion of $\mathcal{F}^{\alpha,\infty}$ introduced in §3) is a closed proper subspace of $\mathcal{F}^{\alpha,\infty}$.

---

1. By regularization we obtain functions $u_\rho$ converging to $u$ pointwise almost everywhere and in $L^p$-norm as $\rho \to 0$. Since $(D_j u)_\rho = D_j u_\rho$ for any regularization, it is sufficient to prove the statement for $0 < \alpha = \beta < 1$. Then

$$
|u-u_\rho|^p_{\beta,p} = \|u-u\|^p_{L^p} + \frac{1}{C(n,\beta) C_{2n+2\beta}} \int_{\mathbb{R}^n} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} \|\Delta_t u_\rho - \Delta_t u\|^p_{L^p} dt.
$$

The integrand in the latter expression is dominated by $\frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} 2^p \|\Delta_t u\|^p_{L^p}$ and for fixed $t$ converges to 0 with $\rho \searrow 0$. Taking now a function $\varphi \in \mathcal{C}_0^\infty$ which is $= 1$ for $|x| \leq 1$, one proves that for $f \in \mathcal{C}_0^\infty$ with $\|f\|_{\beta,p} < \infty$, $|f(x) - \varphi(\rho x) f(x)|_{\beta,p} \to 0$ as $\rho \searrow 0$. Double integrals in approximate norms are handled in a completely similar way as in the case of Bessel potentials in [3].
We define now \( \tilde{\mathcal{B}}^{\alpha, p}_{\mathcal{P}} \) as the class of all functions \( u \in L^p(\mathbb{R}^n) \) such that for some integer \( k > \alpha \) the norm

\[
(7.1) \quad |u|_{\alpha, p, k}^p = \|u\|_{L^p}^p + \int_{\mathbb{R}^n} \frac{\|\Delta_t^k u\|_{L^p}^p}{|t|^{n+p\alpha}} \, dt
\]

is finite.

The argument used in §4 to prove that for two integers \( k, k_1 > \alpha \), the norms \( |u|_{\alpha, p, k} \), \( |u|_{\alpha, p, k_1} \) are equivalent is still valid in this more general setting, with constants as in Lemma 4.1, which justifies the omission of the index \( k \) in the symbol \( \tilde{\mathcal{B}}^{\alpha, p}_{\mathcal{P}} \).

Using again the standard argument, we have

**Theorem 7.2.** \( \tilde{\mathcal{B}}^{\alpha, p}_{\mathcal{P}} \) is the functional completion rel. \( \mathcal{A}_0 \) of the class \( \mathcal{B}^{\alpha, p, k}_{\mathcal{P}} \).

Similarly as in the case of \( \mathcal{B}^{\alpha, \infty}_{\mathcal{P}} \) we define the proper functional space \( \mathcal{B}^{\alpha, \infty}_{\mathcal{P}} \) of all continuous functions with finite norm \( |u|_{\alpha, p, k} \). Except for vanishing at \( \infty \), the functions of \( \mathcal{B}^{\alpha, \infty}_{\mathcal{P}} \) have the same properties as those of \( \mathcal{B}^{\alpha, \infty}_{\mathcal{P}} \).

Let us add the following statement. If \( \alpha < \alpha' \) then there is a constant \( C \) independent of \( u \) such that for every \( u \)

\[
(7.2) \quad |u|_{\alpha, p, k} \leq C |u|_{\alpha', p, k'}.
\]

To prove (7.2) we may restrict ourselves to the case when \( k = k' \). Then the integral in the norm \( |u|^p_{\alpha, p, k} \) can be decomposed into two parts: integration over \( |t| \leq 1 \) and \( |t| \geq 1 \). The first part is majorated by the corresponding integral in \( |u|^p_{\alpha', p, k'} \), the second by a constant times \( \|u\|_{L^p}^p \).

It follows that

\[
(7.3) \quad \tilde{\mathcal{B}}^{\alpha, p}_{\mathcal{P}} \supset \mathcal{B}^{\alpha', p}_{\mathcal{P}} \quad \text{for } \alpha < \alpha'.
\]

The purpose of this section is to describe the behavior of the standard norm $|u|_{\alpha,p}$ for a fixed function $u$ and $\alpha$ varying between two consecutive integers.

Before stating the main theorem of this section we introduce the space $W_{1}^{m-1}$, $m > 0$ (m an integer) of all functions of $W_{1}^{m-1}$, all of whose derivatives of order $m$ are signed Borel measures of finite absolute mass. In the definition of the norm $|u|_{m,1}$ (see (3.6)) the integral involving the derivative of $u$ of order $m$ is to be replaced by

\[
\int_{\mathbb{R}^{n}} \sum_{m} |d\mu_{\partial}(\mu)| \, d\theta(m)
\]

where $\mu_{\partial}(\mu) = \frac{\delta_{\mu u}}{\delta_{\partial_{1}} \ldots \delta_{\partial_{m}}}$.

We shall prove the following theorem:

**Theorem 8.1.** Let $1 \leq p \leq \infty$ and $m \geq 0$ be an integer.

i) If $u \in W_{p}^{m}$ then $\lim_{\alpha \neq m+1} |u|_{\alpha,p}$ exists, possibly $= +\infty$.

ii) If $1 < p < \infty$, then $\lim_{\alpha \neq m+1} |u|_{\alpha,p} < \infty$ if and only if $u \in W_{p}^{m+1}$;

iii) $\lim_{\alpha \neq m+1} |u|_{\alpha,1} = |u|_{m+1,1}$ if $u \in W_{1}^{m+1}$; if $u \in W_{1}^{m+1}$ then

iv) If $1 \leq p < \infty$, and $u \in W_{p}^{\alpha}$, $\alpha > m$, then $\lim_{\alpha \neq m} |u|_{\alpha,p} = |u|_{m,p}$;

v) $\lim_{\alpha \neq m+1} |u|_{\alpha,\infty} < \infty$, if and only if $u \in F_{m+1,\infty}$; if $u \in F_{m+1,\infty}$ then

\[
\lim_{\alpha \neq m+1} |u|_{\alpha,\infty} = |u|_{m+1,\infty}.
\]
Proof. It follows from the definition of the standard norm $|u|_{\alpha,p}$ that it is sufficient to consider the case when $m = 0$. Assume first that $1 \leq p < \infty$. For $0 < \beta < 1$ the standard norm may be written in the form

$$|u|_{\beta,p}^p = \|u\|_{L^p}^p + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x-y|^\beta} \, d\mu_B(x,y)$$

$$= \|u\|_{L^p}^p + \frac{1}{C(n,\beta)} \int_{\mathbb{R}^n} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} \|\Delta_t u\|_{L^p}^p \, dt. \tag{8.2}$$

The expression (8.2) has a meaning (it may be infinite) for every $u \in L^p$.

Observe that for $\beta \neq 1$ (see (2.9))

$$\frac{1}{C(n,\beta)} \to 0; \quad \frac{1}{(1-\beta)C(n,\beta)} \to \frac{2n}{\omega_n}. \tag{8.3}$$

Rewrite now the integral in (8.2) for $u \in L^p$ in the form

$$\frac{1}{C(m,\beta)G_{2n+2\beta}(0)} \int_{\mathbb{R}^n} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} \|\Delta_t u\|_{L^p}^p \, dt$$

$$= \frac{1}{C(n,\beta)G_{2n+2\beta}(0)} \int_{|t| \leq 1} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} \|\Delta_t u\|_{L^p}^p \, dt$$

$$+ \frac{1}{C(n,\beta)G_{2n+2\beta}(0)} \int_{|t| > 1} \frac{G_{2n+2\beta}(t)}{|t|^{n+2\beta}} \|\Delta_t u\|_{L^p}^p \, dt = I_{\beta}^1(u) + I_{\beta}^2(u). \tag{8.4}$$

A simple computation yields

$$I_{\beta}^1(u) \leq \frac{2^{p-1}}{C(n,\beta)} \|u\|_{L^p}^p \int_{|t| \leq 1} \frac{dt}{|t|^{n+2\beta}} = \frac{2^{p-1} \omega_n}{C(n,\beta)\beta} \|u\|_{L^p}^p, \tag{8.5}$$

and by (8.3)

$$I_{\beta}^2(u) \to 0 \quad \text{for } \beta \neq 1. \tag{8.6}$$

According to (8.6), to investigate the behavior of $|u|_{\beta,p}$ as $\beta \neq 1$, it is sufficient to determine the behavior of $I_{\beta}^1(u)$ as $\beta \neq 1$.

Define now
Clearly, \( I^\beta(u) \) is well defined for all \( u \in L^p \); moreover, we have with

\[
A_n = \min_{0 \leq \beta \leq 1} \frac{G_{2n+2\beta}(t)}{G_{2n+2\beta}(0)} = \min_{0 \leq \beta \leq 1} \frac{G_{n+1+2\beta}(1)}{G_{n+1+2\beta}(0)},
\]

\( A_n I^\beta(u) \leq I^\beta_p(u) \leq I^\beta(u) \),

and therefore \( I^\beta(u) \) is finite if and only if \( I^\beta_p(u) \) is finite.

On the other hand, if \( u \in W^\beta_0 \) with \( 0 < \beta < 1 \), \((1-\beta)p < 1\) (and consequently \( I^\beta_0(u) < \infty \)) we can write for \( \beta \geq \beta_0 \),

\[
|I^\beta(u) - I^\beta_p(u)| \leq \frac{C(n, \beta_0)}{C(n, \beta) G_{2n+2\beta}(0)} \max_{|t| \leq 1} \frac{G_{2n+2\beta}(0) - G_{2n+2\beta}(t)}{|t|^p(\beta - \beta_0)} I^\beta_0(u),
\]

and since (c.f. (2.10)) \( \frac{G_{2n+2\beta}(0) - G_{2n+2\beta}(t)}{|t|} \) is bounded uniformly with respect to \( t \) and \( \beta \), \( \beta_0 \leq \beta \leq 1 \), we get by \((8.3)\)

\[
|I^\beta(u) - I^\beta_p(u)| \to 0 \text{ for } \beta \neq 1.
\]

\( I^\beta(u) \) can now be represented in the form

\[
I^\beta(u) = \frac{1}{C(n, \beta)} \int_0^1 \sum_{s=0}^{1} \frac{1}{s^{1+p(\beta-1)}} \Phi(s, \theta) \, ds \, d\theta,
\]

where

\[
\Phi(s, \theta) = \left\| \frac{\Delta_s \Theta u}{s} \right\|^p_{L^p}.
\]

Since \( \|\Delta_s \Theta u\|_{L^p} \leq 2 \|\Delta_s \Theta u\|_{L^p} \) we get

\[
\Phi(s, \theta) \leq \Phi(\frac{\theta}{2})^{1/2},
\]

for every \( s \).

---

1. The idea of introducing the function \( \Phi(s, \theta) \) and using the inequality \((8.13)\) is due to E. Gagliardo.
Rewrite (8.11) in the form

$$I_\beta(u) = \frac{1}{C(n, \beta)} \sum \left( \sum_{m=0}^{\infty} \int_{s=0}^{1} \frac{1}{s^m(\beta-1)p} \varphi(s, \theta) \, ds \right) d\theta$$

$$= \frac{1}{C(n, \beta)} \sum_{1/2}^{1} \int_{s=0}^{1} \frac{1}{s^m(\beta-1)p} \sum_{m=0}^{\infty} z^{-m} \varphi(s, \theta) \, ds \, d\theta.$$ 

In view of (8.13) the sequence $\{ \varphi(z^m s, \theta) \}$ is non-decreasing for every $s$ and $\theta$, therefore applying summation by parts to the series under the sign of the last integral, we get

$$(8.14) \quad I_\beta(u) = \frac{1}{C(n, \beta)(1-2(\beta-1)p)} \sum_{1/2}^{1} \int_{s=0}^{1} \frac{1}{s^{m+1}(\beta-1)p} \left( \sum_{m=0}^{\infty} z^{-m-1} \varphi(2^{-m-1}s, \theta) - \varphi(z^{-m}s, \theta) + \varphi(s, \theta) \right) \, ds \, d\theta.$$ 

In view of (8.3) we have

$$(8.15) \quad \lim_{\beta \neq 1} \frac{1}{C(n, \beta)(1-2(\beta-1)p)} = 2 \frac{n}{\omega_n} \cdot \frac{1}{\log 2}.$$ 

On the other hand the integrand in (8.14) is an increasing function of $\beta$, $0 \leq \beta \leq 1$ and taking into account (8.10), i) follows.

To prove ii), assume that $1 < p < \infty$ and $\lim_{\beta \neq 1} |u|_{p} < \infty$. Then in view of (8.10) there exists a positive constant $M$ and a set $\Sigma_M \subset \Sigma$ of positive measure such that

$$(8.16) \quad \int_{1/2}^{1} \frac{1}{s^{m+1}(\beta-1)p} \left( \sum_{m=0}^{\infty} z^{-m-1} \varphi(2^{-m-1}s, \theta) - \varphi(z^{-m}s, \theta) \right) \, ds \leq M,$$

for all $\theta \epsilon \Sigma_M$ and $\beta < 1$. Invoking now the definition of (8.12) we conclude

1. More explicitly we use the following version of the Abel formula: If $a_m \geq b_m \geq 0$, $\{a_m\}$ -non-decreasing, $\sum_{m=0}^{\infty} b_m < \infty$, then $\sum_{m=0}^{\infty} a_m b_m = a_0 s_0 + \sum_{m=0}^{\infty} (a_{m+1} - a_m) s_{m+1}$ with $s_m = \sum_{l=m}^{\infty} b_l.$
that for almost every \( s \in [1/2, 1] \) and \( \theta \in \Sigma_M \) the norms \( \left\| \frac{\Delta_{2^{-m} s \theta^n}}{2^{-m} s} \right\|_{L^p} \) are uniformly bounded. By reflexivity of the space \( L^p(\mathbb{R}^n) \) \((1 < p < \infty)\) there exists an increasing sequence of positive integers \( m_k \) and a function \( u_\theta \in L^p(\mathbb{R}^n) \) such that \( \frac{\Delta_{2^{-m} s \theta^n}}{2^{-m} s} u_\theta \) weakly in \( L^p \). By a standard reasoning in the theory of distributions we conclude that \( u_\theta = \frac{\delta u}{\delta \theta} \). Choosing \( \theta_1, \ldots, \theta_n \in \Sigma_M \) as any system of linearly independent vectors, we conclude that \( \frac{\delta u}{\delta \theta_1}, \ldots, \frac{\delta u}{\delta \theta_n} \in L^p \) and consequently \( u \in W^1_p \). Conversely, if \( u \in W^1_p \) then applying the Minkowski inequality and Fatou's lemma, we get
\[
\lim_{s \to 0} \left\| \frac{\Delta_{2^{-m} s \theta^n}}{s} \right\|_{L^p} = \left\| \frac{\delta u}{\delta \theta} \right\|_{L^p}
\]
and consequently, taking into account (8.10) and the fact that as \( \beta \to 1 \) the integral in (8.16) converges increasingly to
\[
\log 2 \lim_{m \to \infty} \left\| \frac{\Delta_{2^{-m} s \theta^n}}{2^{-m} s} \right\|_{L^p}
\]
we get
\[
\lim_{\beta \to 1} I_\beta(u) = \frac{2}{p} \frac{n}{n} \int \left\| \frac{\delta u}{\delta \theta} \right\|_{L^p} d\theta.
\]
This completes the proof of ii).

To prove iii) we use a similar reasoning as in the proof of ii).

Assume first that \( \lim_{\beta \to 1} \mu_{\beta, 1} < \infty \). As in the proof of ii) we conclude that for some sequence \( \{s_n\} \), \( s_n \to 0 \) and \( \theta \in \Sigma_M \), the norms \( \left\| \frac{\Delta_{s_n} \theta^n}{s_n} \right\|_{L^1} \), are uniformly bounded. By the theorem about vague convergence of Borel signed measures with absolute total mass finite, we can find a subsequence \( \{s_{n'}\} \subset \{s_n\} \) and a measure \( d\mu_{\theta} \) with absolute total mass \( |\mu_{\theta}| \leq \lim \inf \left\| \frac{\Delta_{s_n} \theta^n}{s_n} \right\|_{L^1} \)
\[
isuch that \frac{\Delta_{s_{n'}} \theta^n}{s_{n'}} dx \text{ converges vaguely to } d\mu_{\theta}. \]
Using again a standard reasoning from the theory of distributions we conclude that \( \mu_{\theta} = \frac{\delta u}{\delta \theta} \), and consequently for every \( \theta \in \Sigma_M \), \( \frac{\delta u}{\delta \theta} \) is a signed Borel measure with total absolute mass finite. Therefore \( u \in W^1_{1+} \).

Assume now that \( u \in W^1_{1+} \). Then, for every \( \theta \), \( |\theta| = 1 \).

---

1. See [10], Prop. (203).
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\[ \lim_{s \to 0} \frac{u(x+s\theta) - u(x)}{s} = \mu_\theta(x), \] where \( \mu_\theta(x) \) is a signed Borel measure with total absolute mass finite, the limit being understood as a vague limit.

Introduce the system of coordinate axes such that the \( x_n \)-axis coincides with \( \theta \). Then \( d\mu_\theta \) is a Borel measure of the form \( dx'dv_{x'}(x_n) \) where the measures \( dv_{x'}(x_n) \) are of finite total absolute mass on the \( x_n \)-axis for almost all \( x' \) and such that \( |\mu_\theta| = \int_{R^{n-1}} |v_{x'}| dx' \). \( d\mu_{x'} \) is the distribution derivative of the function \( u(x',x_n) \) for fixed \( x' \). We can write

\[ (8.17) \quad \| \frac{\Delta_{s\theta} u}{s} \|_{L^1} = \frac{1}{s} \int_{-\infty}^{\infty} \int_{R^{n-1}} |u(x'+(\tau+s)\theta) - u(x'+\tau\theta)| dx' d\tau \]

\[ \leq \frac{1}{s} \int_{-\infty}^{\infty} \int_{R^{n-1}} \int_{-\infty}^{\tau} |dv_{x'}(x_n)| dx' d\tau = \frac{1}{s} \int_{-\infty}^{\infty} [f(\tau+s) - f(\tau)] d\tau, \]

where \( f(\tau) = |\mu_\theta|_{-\infty < x_n < \tau} = \int_{R^{n-1}} \int_{-\infty}^{\tau} |dv_{x'}(x_n)| dx' \). \( f(\tau) \) is an increasing function of \( \tau \), such that \( f(-\infty) = 0 \), \( f(\infty) = |\mu_\theta| \), and therefore the last integral in (8.17) yields \( \lim_{s \to 0} \| \frac{\Delta_{s\theta} u}{s} \|_{L^1} \leq |\mu_\theta| \). The proof of iii) is now completed in exactly the same way as that of ii).

iv) If \( u \in W_0^\beta \), the integral in (8.2) can be estimated for \( \beta \leq \beta_0 \) as follows (c being an absolute constant),

\[ (8.18) \quad \int_{R^n} \int_{R^n} \frac{|u(x) - u(y)|^p}{|x-y|^{n+2\beta}} d\mu_\beta(x,y) \]

\[ \leq c \frac{G_{2n+2\beta}(0)C(n,\beta)}{G_{2n+2\beta}(0)C(n,\beta)} \int_{R^n} \int_{R^n} \frac{|u(x) - u(y)|^p}{|x-y|^{n+2\beta}} d\mu_\beta(x,y) + \frac{2^{p-1}}{G_{2n+2\beta}(0)C(n,\beta)} \|u\|_{L^p}^p \int_{R^n} G_{2n+2\beta}(t) dt. \]

Since for \( \beta \neq 0 \), \( \frac{1}{C(n,\beta)} \to 0 \) and all remaining factors are bounded,

\( \int_{R^n} G_\alpha(t) dt = 1 \), iv) follows.

v) follows immediately from the observation that \( \lim_{\beta \to 1} \|u\|_{\beta,\infty} = \)
\[
\lim_{s \to 0} \frac{u(x+s\theta) - u(x)}{s} = \mu_\theta(x), \quad \text{where } \mu_\theta(x) \text{ is a signed Borel measure with total absolute mass finite, the limit being understood as a vague limit.}
\]

\[
\max (\sup_x u(x), \sup_{x \neq y} |u(x) - u(y)|).
\]

**Remark.** If \( p = \infty \), iv) is not in general true. We have then

\[
\lim_{\beta \to 0} |u|_{\beta, \infty} = \max (\sup_x |u(x)|, \text{osc}(u)) \quad \text{where } \text{osc}(u) = \sup_{x, y} |u(x) - u(y)|.
\]

**Corollary.** If \( 0 \leq \alpha < \alpha' \) then for every \( u \in W^p_{\alpha} \), \( 1 \leq p \leq \infty \),

\[
|u|_{\alpha, p} \leq C |u|_{\alpha', p}
\]

where \( C = \max(1+4n, 2(0.8)^2 A_{n}^{-1}) \), where \( A_{n} \) is the constant of inequality (8.8). Consequently, \( W^p_{\alpha} \supset W^p_{\alpha'} \) for \( \alpha' > \alpha \).

**Proof.** It is sufficient to consider the case when \( 0 \leq \alpha < \alpha' \leq 1 \). Combining (8.4), (8.5), (8.14) and the fact that the integral on the right hand side of (8.14) is an increasing function of \( \beta \) we get for \( 0 \leq \beta \leq \beta' \leq 1 \)

\[
|u|_{\beta, p} \leq \max \left\{ 1 + \frac{2^{p-1} \omega_n}{C(n,\beta) p^\beta} A_{n}^{-1} \frac{C(n,\beta') (1 - 2(\beta'-1)p)}{C(n,\beta) (1 - 2(\beta-1)p)} \right\} |u|_{\beta', p}
\]

and the result follows by an easy estimation of the constant in the latter inequality.

§9. **Auxiliary inequalities.** In this section we shall establish some inequalities involving kernels \( G_\alpha \) which will be needed in the sequel.

We denote by \( n' \) a positive integer \( n' \leq n \), \( n'' = n - n' \). Unless otherwise indicated \( x', y', z', t' \ldots \) will denote projections of points \( x, y, z, t, \ldots \) on the hyperplane \( \mathbb{R}^{n'} : x_n = 0 \), \( x_{n'} = \ldots = x_n = 0, x'', y'', z'', \ldots \) projections of these points on the hyperplane \( \mathbb{R}^{n''} : x_1 = \ldots = x_{n'} = 0 \). Accordingly, \( dx' \) and \( dx'' \) will denote volume elements of \( \mathbb{R}^{n'} \) and \( \mathbb{R}^{n''} \).

The letter \( c \) will stand for (in general different) positive constants.
depending on various parameters. In all considerations we will assume that the orders $a$ of the kernels $G^r_\alpha$ and orders of occurring differentiations and differences are bounded from above by some fixed but otherwise arbitrary number $M > 0$. The letter $\mathcal{K}$ will be used to denote (in general different) positive constants depending only on $n$ and $M$. In the cases when behavior of constants is of importance we shall say that $c$ is majorated by $f(\alpha, \beta, \gamma, \ldots)$ if there is a constant $\mathcal{K}$ such that $c \leq \mathcal{K}f(\alpha, \beta, \gamma, \ldots)$ in the considered region of these parameters.

In several instances we shall use the following

Young's inequality: $f \in L^p$, $g \in L^q$, $0 \leq \frac{1}{p} + \frac{1}{q} - 1 = \frac{1}{r}$ then $f \ast g \in L^r$

and $\|f \ast g\|_{L^r} \leq \|f\|_{L^p} \|g\|_{L^q}$.

From the differentiation formula (2.6) it can be deduced that for any $\alpha > 0$ and a multi-index $j$, $|j| < \alpha$,

(9.1) \[ |D_j G_\alpha(x)| \leq \mathcal{K}[G_\alpha(x) + \frac{\alpha}{\alpha - |j|} G_{\alpha - |j|}(x)]. \]

From series expansions of $G_\alpha$ (see (2.3a) -- (2.3d)) we also get, with an arbitrary multi-index $j$,

(9.2) \[ |D_j G_\alpha(x)| \leq \left\{ \begin{array}{ll}
\mathcal{K}\alpha |x|^{|\alpha - n - |j|}| & \text{for } \alpha \leq n + |j| \text{ and } |j| \text{ odd} \\
\frac{\mathcal{K}\alpha}{n + |j| - \alpha} |x|^{|\alpha - n - |j||} & \text{for } \alpha < n + |j| \text{ and } |j| \text{ even} \\
\mathcal{K} & \text{for } \alpha \geq n + |j| \text{ and } |j| \text{ odd} \\
\frac{\mathcal{K}}{n - |j|} & \text{for } \alpha > n + |j| \text{ and } |j| \text{ even}. 
\end{array} \right. \]

Also for $|x| \leq 1$ and even $|j|$,

(9.2') \[ |D_j G_\alpha(x)| \leq \left\{ \begin{array}{ll}
\mathcal{K}\alpha |x|^{|\alpha - n - |j||}(1 + \log \frac{1}{|x|}) & \text{for } \alpha \leq n + |j| \\
\mathcal{K}(1 + \log \frac{1}{|x|}) & \text{for } \alpha \geq n + |j|. 
\end{array} \right. \]
For any multi-index \( j \), \( |j| < \alpha \), (9.1) implies

\[
D_j G \in L^1(\mathbb{R}^n); \quad \int_{\mathbb{R}^n} |D_j G(x)| \, dx \leq \kappa(\alpha - |j|)^{-1}.
\]

Using (2.2) we easily obtain

\[
\sum_{j} G(x) \, dx' = \sum_{j} G(x', x'') \, dx'' = (2\pi)^{-n/2} G^{(n''-1)}(x'').
\]

(If \( n' = n \), the right-hand side is of course 1.)

Let \( \alpha > 0 \) and consider the expression \( \int_{\mathbb{R}^n} |\Delta_t G(x)| \, dx \). Choose the coordinates' axes in such a way that the vector \( t \) is parallel to the \( x_n \) axis. Using the fact that \( G_\alpha(x) \) is a decreasing function of \( |x| \) we can write \( (|t| = t_n > 0) \), in view of (9.4),

\[
\int_{\mathbb{R}^n} |\Delta_t G(x)| \, dx = 2 \int_{0}^{\infty} \frac{\sin \frac{\eta k}{2}}{\eta (k^2 + 4\eta^2 \alpha^2)} \, d\eta.
\]

\( \chi \) being the characteristic function of \( [-\frac{k}{2}, \frac{k}{2}] \).

By the Parseval equality we get for \( \alpha < 1 \),

\[
\int_{\mathbb{R}^n} |\Delta_t G(x)| \, dx = 8(2\pi)^{-2} \int_{0}^{\infty} \frac{\sin \frac{\eta k}{2}}{\eta (k^2 + 4\eta^2 \alpha^2)} \, d\eta = 8(2\pi)^{-2} \int_{0}^{\infty} \frac{\sin \frac{\eta k}{2}}{\eta (k^2 + 4\eta^2 \alpha^2)} \, d\eta
\]

\[
\leq 8(2\pi)^{-2} \frac{1}{k^2} \int_{0}^{\infty} \frac{\sin \frac{\eta k}{2}}{\eta (k^2 + 4\eta^2 \alpha^2)} \, d\eta
\]

(9.5) \( \int_{\mathbb{R}^n} |\Delta_t G(x)| \, dx \leq \frac{\kappa}{1-\alpha} |t|^\alpha \quad \text{for} \quad 0 < \alpha < 1 \).
Similarly, one gets

\begin{equation}
\int_{\mathbb{R}^n} |\Delta_t G_\alpha(x)| \, dx \leq \frac{\kappa_\alpha}{\alpha - 1} |t| \quad \text{for } \alpha > 1.
\end{equation}

We could also get the inequality

\begin{equation}
\int_{\mathbb{R}^n} |\Delta_t G_1(x)| \, dx \leq \kappa (1 + \log \frac{1}{|t|}), \quad |t| \leq 1,
\end{equation}

which, however, will not be used.

Similar inequalities can be obtained for derivatives of the kernel $G_\alpha$.

We have, for $|t| < \alpha$,

\begin{equation}
\int_{\mathbb{R}^n} |\Delta_t D_j G_\alpha(x)| \, dx \leq \frac{\kappa_\alpha}{(\alpha - |t|)(1 - \alpha + |t|)} |t|^{\alpha - |t|} \quad \text{if } |t| < \alpha < |t| + 1
\end{equation}

and

\begin{equation}
\int_{\mathbb{R}^n} |\Delta_t D_j G_\alpha(x)| \, dx \leq \frac{\kappa_\alpha}{\alpha - |t| - 1} |t| \quad \text{for } \alpha > |t| + 1.
\end{equation}

In view of (9.3) it is enough to prove (9.7) and (9.7') for $|t| < \frac{1}{2}$. For these values of $|t|$, (9.7) and (9.7') are obtained as follows. The integrals are divided in two parts:

\begin{equation}
\int_{\mathbb{R}^n} \sum_{|x| < 2|t|} + \sum_{|x| > 2|t|}.
\end{equation}

The first integral is evaluated (in (9.7) as well as in (9.7')) by using (9.2) or (9.2') and the inequality $|\Delta_t D_j G_\alpha(x)| \leq |D_j G_\alpha(x + t)| + |D_j G_\alpha(x)|$. To evaluate the second integral we write

\begin{equation}
|\Delta_t D_j G_\alpha(x)| \leq \sum_{k=1}^n |\theta_k - \theta_\tau| D_j G_\alpha(x + \tau \theta) \, d\tau,
\end{equation}

where $\theta = \frac{t}{|t|} = (\theta_1, \ldots, \theta_n)$.

To obtain the desired evaluation in (9.7) we use (9.2) for the derivatives of order $|t| + 1$ in (*) and integrate both sides of (*) over $|x| > 2|t|$.
(we use here \( \frac{1}{2}|x| < |x + r\theta| < \frac{3}{2}|x| \)). The evaluation in (9.7') is obtained even more simply by integrating both sides of (*) and using (9.3).

By a similar argument, we get
\[
\int_{\mathbb{R}^n} |\Delta_t G_{|x|^1}(x)| \, dx \leq x|t| (1 + \log \frac{1}{|t|}), \quad |t| \leq 1,
\]
but this inequality will not be needed.

We shall now estimate the integral \( \int_{\mathbb{R}^n} |\Delta_t G_{\alpha}(x)| \, dx' \), with \( n' < n \), \( n'' = n - n' \geq 1 \). We shall restrict ourselves to the case when \( 0 < \alpha < n'' + 1 \).

From (9.4) we have (note: \( t = t' + t'' \), \( x = x' + x'' \))
\[
\sum_{\mathbb{R}^n'} |\Delta_t G_{\alpha}(x)| \, dx' \leq \sum_{\mathbb{R}^n'} G_{\alpha}(x) \, dx' + \sum_{\mathbb{R}^n'} G_{\alpha}(x + t) \, dx' = (2\pi)^{-n/2} [G_{\alpha}^{(n''')} (x'') + G_{\alpha}^{(n''')} (x'' + t'')] .
\]
On the other hand,
\[
\sum_{\mathbb{R}^n'} |\Delta_t G_{\alpha}(x)| \, dx' \leq \sum_{\mathbb{R}^n'} |\Delta_t G_{\alpha}(x)| \, dx' + \sum_{\mathbb{R}^n'} |\Delta_t G_{\alpha}(x)| \, dx' .
\]
The first integral on the right hand side of (9.9) can be estimated by an argument similar to that in the derivation of (9.5). Without loss of generality we can assume that \( t' \) has the direction of the \( x' \) axis. Integrating separately over the regions where \( |x' + t'| \leq |x'| \) and \( |x' + t'| \geq |x'| \) we get
\[
\sum_{\mathbb{R}^n'} |\Delta_t G_{\alpha}(x)| \, dx' = 4(2\pi)^{n' - 1} \frac{n'-1}{2} \int_0^{t'|2} \sum_{\mathbb{R}^n'} \frac{G_{\alpha}^{(n'' + 1)} (x'', x')} dx' .
\]
In view of (9.2) for \( |j| = 0 \), the latter formula gives
The second integral on the right-hand side of (9.9) can be written in the form

\[ \int_{\mathbb{R}^n} |\Delta_{t^*} G_\alpha(x)| \, dx' \leq (2\pi)^{-n'/2} \left[ G^{(n''')}_\alpha(x'') - G^{(n''')}_\alpha(x'' + t'') \right]. \]

Assume that \(|x''| \neq 0\) and \(|x'' + t''| \neq 0\). Since \(G^{(n''')}_\alpha(y'')\) is a function of the radius \(r = |y''|\) only, we get from (9.12), using (9.2),

\[ \int_{\mathbb{R}^n} |\Delta_{t''} G_\alpha(x)| \, dx' \leq (2\pi)^{-n'/2} \left[ \int |x'' + t''| \frac{dG^{(n''')}_\alpha(r)}{dr} \, dr \right] \leq \kappa \alpha \left[ \int \frac{dx''}{r^{n''-n''}} \right] \]

\[ \int_{\mathbb{R}^n} |\Delta_{x''} G_\alpha(x)| \, dx' \leq \left\{ \begin{array}{ll}
\kappa (\alpha-n'')^{-1} |x''|^{\alpha-n''} & \text{if } n'' < \alpha < n'' + 1, \\
\kappa \alpha \left[ \min(|x''|, |x'' + t''|) \right] & \text{if } 0 < \alpha \leq n''.
\end{array} \right. \]

The last inequalities combined with the corresponding inequalities (9.10) and (9.11) yield

\[ \int_{\mathbb{R}^n} |\Delta_t G_\alpha(x)| \, dx' \leq \left\{ \begin{array}{ll}
\kappa [n''+1-\alpha (\alpha-n'')]^{-1} |x''|^{\alpha-n''} & \text{if } n'' < \alpha < n'' + 1, \\
\kappa \alpha \left[ \min(|x''|, |x'' + t''|) \right] & \text{if } 0 < \alpha \leq n''.
\end{array} \right. \]

(9.14) is now combined with (9.8) using the following remark. If for positive numbers \(a, b, c\), \(a \leq b\) and \(a \leq c\), then for arbitrary \(\theta\), \(0 \leq \theta \leq 1\), we have also \(a \leq b^\theta c^{1-\theta}\). Applying this remark for \(\alpha < n''\) to (9.14) and (9.8), and using the inequality (see (2.3a) and (2.3b)),

\[ G^{(n'')}_\alpha(x'') \leq \kappa (\alpha(n''-\alpha)^{-1} x'' |x''|^{\alpha-n''}, \text{for } \alpha < n''. \]
we get, with arbitrary \( \theta \), \( 0 \leq \theta \leq 1 \),

\[
(9.15) \quad \int_{\mathbb{R}^n} |\Delta_t G_{\alpha}(x)| \, dx \leq \begin{cases} 
\frac{c |t|^\alpha \cdot \min(\alpha, |t|) \cdot \alpha} {c |t|^\theta \cdot \min(\alpha, |t|) \cdot \alpha} & \text{if } 0 < \alpha < n'' \\
\frac{c \cdot \alpha} {c \cdot \alpha} & \text{if } 0 < \alpha < n''
\end{cases}
\]

The following corollary to (9.15) will be needed. If \( 0 < \alpha < n'' \), and \( \delta > 0 \) is such that \( 0 < \alpha - \delta < 1 \) then

\[
(9.16) \quad \int_{\mathbb{R}^n} |\Delta_t G_{\alpha}(x)| \, dx \leq \frac{c |t|^\alpha \cdot \min(\alpha, |t|) \cdot \alpha} {c |t|^\theta \cdot \min(\alpha, |t|) \cdot \alpha} \cdot \frac{c \cdot \alpha} {c \cdot \alpha} = \frac{c \cdot \alpha} {c \cdot \alpha}.
\]

We outline briefly the proof. We have

\[
\int_{\mathbb{R}^n} \frac{dx}{|x|^{n''-\delta}} \leq c |x|^{\alpha-\delta}; \quad c \leq \frac{c \cdot \alpha} {c \cdot \alpha}.
\]

In the first integral on the right-hand side of the formula above we apply the second inequality (9.15) with \( \theta = 0 \) for \( |x| \leq t \) and \( \theta = 1 \) for \( |x| > t \). We get

\[
\int_{\mathbb{R}^n} \frac{dx}{|x|^{n''-\delta}} \leq C \int_{\mathbb{R}^n} \frac{dx}{|x|^{n''-\delta}} + c \int_{\mathbb{R}^n} \frac{dx}{|x|^{n''-\delta}}.
\]

The previously obtained estimates will now be extended to higher differences. The basic formula will be the following: for \( 0 \leq k \leq k' \), the coordinate axis \( x_1 \) being chosen in the direction of the vector \( t \neq 0 \),

\[
(**) \quad \Delta^k_t u(x) = |t|^{k'} \Delta^k_t u \left( x + t \sum_{j=1}^{k'} \frac{1}{\partial x_{k'}} u(x + t(\tau_1 + \ldots + \tau_{k'})) \, d\tau_1 \ldots d\tau_{k'} \right).
\]

Formulas (9.3), (9.5), (9.6), (9.7), and (9.7') give now for \( k \geq 1 \),
\[ (9.17) \int_{\mathbb{R}^n} |\Delta_t^k D_j G_{\alpha}(x)| \, dx \leq \begin{cases} k\alpha |a|^{-1} |b|^{1-k} \, |a|^{\alpha-\theta} & \text{for } |b| < a < |b| + k \\ k(a-|b|-k)^{-1} |b|^{-k} & \text{for } |b| + k < a. \end{cases} \]

In the first case, if \( 0 < a - |b| \leq \frac{1}{2} \), we write \( \Delta_t^k D_j G_{\alpha} = \Delta_t^{k-1} \Delta_t D_j G_{\alpha} \) and get by (9.7) the evaluation \( k\alpha (a-|b|)^{-1} |a|^{\alpha-|b|} \). If \( \frac{1}{2} < a - |b| \leq k - \frac{1}{2} \), we write \( \gamma = (a-|b|)/k, \Delta_t^k D_j G_{\alpha} = \Delta_t^k J_G |b| + \gamma \Delta_t D_j G_{\alpha} * \ldots * \Delta_t D_j G_{\alpha} \) and apply (9.5), (9.7) and repeatedly Young's inequality (with \( p = q = r = 1 \)), which leads to the estimate \( k\alpha |a|^{\alpha-|b|} \). If \( k - \frac{1}{2} < a - |b| < k \), we use (***) with \( k' = k - 1 \) and \( u = D_j G_{\alpha} \) and then apply (9.7) obtaining an evaluation \( k(a-|b|-k)^{-1} |a|^{\alpha-|b|} \).

In the second case, we use (***) with \( k' = k \), \( u = D_j G_{\alpha} \) and apply (9.3).

The extensions of formulas (9.15) and (9.16) to higher differences will be needed only for \( t = t' \in \mathbb{R}^{n'} \). We assume \( k \geq 1, n' \geq 1, n'' \geq 1 \), hence \( n = n' + n'' \geq 2 \).

\[ (9.18) \int_{\mathbb{R}^{n'}} |\Delta_t^k G_{\alpha}(x)| \, dx \leq c \left| \frac{k'}{\kappa} \right|^{\frac{\alpha-n''-\theta}{\theta}} \text{ for } \alpha < n'' + k, \max((\alpha-n''),0) \leq \theta \leq k, \]

The constant \( c \) can be expressed in the simplest way by putting \( \theta_0 = \max((\alpha-n''),0) \) and writing \( \theta = \theta_0 (1-k) + k \tau, 0 \leq k \tau \leq 1 \). We have then

\[
\begin{align*}
c &= k\alpha |n''-\alpha|^{-1} (n'' + k - \alpha)^{-\tau} \quad &\text{for } \alpha \neq n'', k > 1 \text{ and } \alpha - n'' \leq k-1 \\
c &= k\alpha (n'' + k - \alpha)^{-2\tau} \quad &\text{for } k > 1 \text{ and } k - 1 < \alpha - n'' < k \\
c &= k\alpha |n''-\alpha|^{-1} (n'' + 1 - \alpha) \quad &\text{for } \alpha \neq n'' \text{ and } k = 1 \\
c &= k\theta^{-1} \quad &\text{for } \alpha = n'' \text{ and } \text{any } k \geq 1.
\end{align*}
\]

One should notice that for \( \alpha = n'' \), \( \theta \) has to be strictly positive.

The inequality (9.18) for \( \theta = k \) is obtained by using (***) with \( k' = k \) and \( u = G_{\alpha}(x) \), then applying (9.2) and integrating over \( \mathbb{R}^{n'} \). The resulting constant \( c \) is \( k\alpha (n'' + k - \alpha)^{-1} \).
When $\alpha \neq n''$, we can take the other extreme value of $\theta$, $\theta_0 = \max\{(\alpha - n''), 0\}$. For $\alpha < n''$, this means $\theta_0 = 0$. We write then $\Delta^k_{t', \alpha} G = \Delta^k_{t', \alpha} (\Delta_{t}, \alpha)$ and the inequality is given by (9.8) with $t'' = 0$ and with constant $k_0(n'' - \alpha)$. For $\alpha > n''$, $\theta_0 = \alpha - n''$. If $n'' < \alpha < n'' + 1$ and $k = 1$, the inequality is given by (9.11). If $n'' < \alpha < n'' + 1$ and $k \geq 2$, we write $\Delta^k_{t', \alpha} G = (\Delta_{t'} G_{\alpha + n'' - 1}) * (\Delta^k_{t', \alpha - n''} G)$, integrate with respect to $x'$ and apply (9.11) and for the second integration (over $R^n$) use (9.17) with $j = 0$. Finally, for $\alpha \geq n'' + 1$, which implies $k \geq 2$, we write $\Delta^k_{t', \alpha} G = (\Delta_{t'} G_{n''} + \gamma) * (\Delta^k_{t', \alpha - n''} G)$ with $\gamma = \frac{1}{2}$ if $\alpha - n'' \leq k - 1$ and $\gamma = \frac{\alpha - n''}{k}$ if $\alpha - n'' > k - 1$ and argue as in the preceding case.

In all previous cases we obtain (9.18) by combining the evaluations $A$ and $B$ corresponding to $\theta = \theta_0$ and $\theta = k$ into $A^1 - T B^T$. The remaining case $\alpha = n''$ is dealt with presently.

We write $\int |\Delta^k_{t', \alpha} G_{n''}(x)| \, dx' \leq \kappa \int |\Delta_{t'} G_{n''}(x)| \, dx'$. By (9.10) this is majorated for $0 < \theta < 1$ by

$$\kappa \int_0^{\frac{k'}{2}} G_{n''}^{(n'') \leq 1}(x', x') \, dx' \leq \kappa \int_0^{\frac{k'}{2}} \left( s^2 + |x'|^2 \right)^{-1/2} \, ds \leq \kappa |x'|^\theta \int_0^{\frac{k'}{2}} s^{-1+\theta} \, ds = \kappa \theta^{-1} |x'|^\theta |x'|^{-\theta},$$

and the result is obtained by combining the latter inequality with that for $\theta = k$.

We next extend formula (9.16)

$$(9.19) \int_{R^n} |\Delta^k_{t', \alpha} G_{n''}(x)||x'|^{-\delta} \, dx \leq c |x'|^{\alpha - \delta} \quad \text{for} \quad \delta < n'', \quad 0 < \alpha - \delta < k,$$

$$c = \kappa \max\{(k + \delta - \alpha)^{-1}(k + n'' - \alpha)^{-1}, c_0[n'' - \alpha]^{-1}(\alpha - \delta)^{-1}, \left| n'' - \alpha \right|^{-1}(n'' - \delta)^{-1}\} \quad \text{for} \quad \alpha \neq n''$$

$$c = \kappa (n'' - \delta)^{-2} \quad \text{for} \quad \alpha = n''.$$

The proof is completely similar to the one of (9.16) using (9.18) instead of (9.15).
Remark. The constants in (9.18) and (9.19) are not the best possible; they become infinite when $\alpha \to n''$ for fixed $\theta > 0$ in (9.18) or fixed $\delta < n''$ in (9.19) which they should not be in view of the evaluation for $\alpha = n''$. In the present work we shall not need better evaluations. It would not be difficult, however, to improve them by making more thorough use of the exact formula (9.10).

Our next two formulas concern differences with respect to two different increments $t$ and $t_1$.

\begin{equation}
\begin{aligned}
(9.20) \quad \left\{ \begin{array}{l}
\text{For } 0 < \beta < k, \quad 0 < \beta_1 < k_1, \quad \beta + \beta_1 \leq \alpha - |j| \\
\int_{\mathbb{R}^n} |\Delta_t^k \Delta_{t_1}^1 D G(x)| \, dx \leq C \left( 1 + \frac{2|j|}{\beta + \beta_1} \right) (k-\beta)^{-1}(k_1-\beta_1)^{-1} |j|^\beta |j_1|^\beta_1.
\end{array} \right.
\end{aligned}
\end{equation}

Decompose $j = i \cup i'$, hence $|j| = |i| + |i'|$. Write then

\[ \int_{\mathbb{R}^n} |\Delta_t^k \Delta_{t_1}^1 D G(x)| \, dx \leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\Delta_t^k D G| |\Delta_{t_1}^1 D G| (x-y) |\Delta_{t_1}^1 D G| (y-z) \, dx \, dy \, dz. \]

If $\alpha = |j| + \beta + \beta_1$ we have only a double integral. Apply then Young's inequality and (9.17) to obtain (9.20), at first with a constant depending on $|i|$ and $|i'|$. Making the two extremal choices $|i| = 0$ and $|i'| = 0$ and combining the resulting evaluations, one obtains the desired constant.

\begin{equation}
\begin{aligned}
(9.21) \quad \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |t_1|^{-n-\beta_1} |\Delta_t^k \Delta_{t_1}^1 G(x)| \, dx \, dt_1 \leq c |j|^\beta,
\end{aligned}
\end{equation}

with $c = C[\min(\beta, \beta_1, k-\beta, k_1-\beta_1)]^{-1}(k-\beta)^{-1}(k_1-\beta_1)^{-1}(1+\frac{2|j|}{\beta + \beta_1})$.

In the proof we divide the integration relative to $t_1$ into $|t_1| < |t|$ and $|t_1| > |t|$. For $|t_1| < |t|$ we apply (9.20) with $\beta$ and $\beta_1$ replaced by $\beta-\epsilon$ and $\beta_1+\epsilon$ respectively, where $\epsilon = 1/2 \min(\beta, \beta_1, (k-\beta), (k_1-\beta_1))$. For
\[ |t'| > |t| \] we apply again (9.20) but with \( \beta \) and \( \beta_1 \) replaced by \( \beta + \epsilon \) and \( \beta_1 - \epsilon \) respectively.

We finish this section with the following inequality

\[
\left(9.22\right) \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\left|\Delta_{t'}^k D_j G_\alpha(x)\right|}{|k'|^{\gamma+n'}} \, dx \, dt' \leq C \quad \text{for } n' \leq n, \, \gamma > 0, \text{ and } \min[\alpha - |j| - \gamma, \, k - \gamma] \equiv \tau > 0, \quad c = \kappa[\tau\gamma(k-\gamma)]^{-1}.
\]

Integration over \( t' \) is divided into \( |t'| < 1 \) and \( |t'| > 1 \). In the first part we write \( \left|\Delta_{t'}^k D_j G_\alpha(x)\right| \leq \int \left|\Delta_{t'}^k D_j G_\alpha'(x-z)\right| G_{\alpha'-\alpha'}(z) \, dz \) with \( \alpha' = |j| + \gamma + \tau/2 \). Integrating over \( x \) (where we apply (9.17)), then over \( z \) and finally over \( |t'| < 1 \) we obtain an evaluation \( \leq \kappa(\gamma + \tau/2)^{-1}(k - \gamma)^{-1} \tau^{-1} \). In the second part we write \( \int \left|\Delta_{t'}^k D_j G_\alpha(x)\right| \, dx \leq \kappa \int \left|D_j G_\alpha(x)\right| \, dx \) which by (9.3) gives, after integration over \( |t'| > 1 \), \( \kappa(\alpha - |j|)^{-1} \gamma^{-1} < \kappa(\gamma + \tau/2)^{-1} \gamma^{-1} \).

§10. **Special integral transformations.**

In this section we will describe certain regularity properties of integral transformations occurring in connection with the representation formulas of §5.

The properties established here (in particular in propositions 1 and 2) simply that for \( u \in W^\alpha_p \) and \( u \in \mathcal{S}_{\alpha, p} \) with suitable \( \alpha \), the integrals occurring in the representations formulas of section 5 considered as integral transformations applied to \( u \), its derivatives, difference quotients of \( u \) and its derivatives are \( p \)-absolutely regular (in some exceptional cases \( p \)-
semi-regular). Consequently, for \( u \) in a suitable class \( W^\mu_p \) or \( \mathcal{C}^\alpha_p \) the corresponding identities are valid pointwise almost everywhere. Further consequences of this fact will be presented in sections 11 and 12.

We use the same notations as in §9: \( n' \) is an integer, \( 0 < n' \leq n \),
\[
n'' = n - n', \quad d\mu(x,t) = \frac{dxdt}{|x|^n}, \quad d\mu'(x',t') = \frac{dx'dt'}{|x'|^n}.
\]

We recall (c.f. §6) that the statement \( k(x,y) \) is a p-s. r., p-r or p-ab. r. with measure spaces \( \{ X, d\mu \}, \{ Y, dv \} \) means that the transformation \( \int_X k(x,y) u(x) d\mu \) is p-s. r., p-r., or p-ab. r., respectively.

**Proposition 10.1.** If \( \alpha - |j| - \frac{n''}{p} > 0 \), then the kernel \( K(y,x') = D^y_j c^\alpha(x'-y) \) with measure spaces \( \{ R^n, dy \}, \{ R^n', dx' \} \) is p-ab. r.. For \( \alpha - |j| - n'' > 0 \) it is ab. r.

**Proof.** For \( n < n' \) the proposition follows directly from (9.3) and Young's inequality; the bound for the transformation \( k \) is in this case majorated by \( \frac{\kappa}{\alpha - |j|} \).

For \( n' = n \) we consider first the cases when \( p = 1 \) and \( p = \infty \). For \( p = 1, \alpha - |j| > n'' \) and condition (6.4) must be verified. By (9.1), (9.4) and (2.3d),
\[
\int_{R^n} |D_j c^\alpha(x'-y)| dx' \leq \kappa \left[ c^\alpha(n'')(y') + \frac{\alpha}{\alpha - |j|} c^\alpha(n'')(y) \right] \leq \frac{\kappa}{\alpha - |j| - n''}.
\]

If \( p = \infty, \alpha - |j| > 0 \), (6.4') has to be checked. By (9.3)
\[
\int_{R^n} |D_j c^\alpha(x'-y)| dy \leq \frac{\kappa}{\alpha - |j|}.
\]

Let now \( 1 < p < \infty, \frac{n''}{p} < \alpha - |j| \). In this case we apply Method I of §6 with \( \varphi(y) = [\alpha c^\alpha(x'-y) + (\alpha - |j|) c^\alpha(n'')(y'')]^{p/p} \) and \( \psi(x') = 1 \). By (9.1) and (9.4) we get
\begin{align*}
\int_{\mathbb{R}^n} |D_j G_\alpha(x'-y)| \, dx' & \leq \frac{\kappa}{\alpha - |j|} \left[ G_\alpha^{(n''')}^{(n'')} + (\alpha - |j|) G_\alpha^{(n'')(n'')'} \right] = \frac{\kappa}{\alpha - |j|} \varphi(y)^{p/p'} .
\end{align*}

On the other hand, using again (9.1) and (9.4) we get
\begin{align*}
\int_{\mathbb{R}^n} |D_j G_\alpha(x'-y)| [G_\alpha^{(n'')}^{(n'')} + (\alpha - |j|) G_\alpha^{(n'')(n'')'}]^{p/p} \, dy' \, dy'' \\
& \leq \frac{\kappa}{\alpha - |j|} \int_{\mathbb{R}^n} [G_\alpha^{(n'')}^{(n'')} + (\alpha - |j|) G_\alpha^{(n'')(n'')'}]^{p/p} \, dy'' .
\end{align*}

In view of (2.10) this is \( \frac{\kappa}{(\alpha - |j|)(\alpha - |j| - n''/p)^{p'/p} \, \psi(y)^{p'/p} \), and the

\begin{align*}
\text{proposition follows from Theorem 6.3 with the } p\text{-bound of the transformation majorated by}
\end{align*}

\begin{align*}
(10.1) \quad M_p \leq \kappa (\alpha - |j|)^{-1} (\alpha - |j| - n''/p)^{-1} .
\end{align*}

\textbf{Proposition 10.2.} Let \( k \) be an integer, \( k > \gamma > 0 \) and let \( \alpha - |j| - n''/p \geq \gamma \),

then the kernel \( K \in R^n \) with measure spaces \( R^n, dy \),

\begin{align*}
\Delta_{t';x';j} D_j G_\alpha(x'-y) \left| \frac{1}{t' \gamma} \right|
\end{align*}

has the following properties

\begin{itemize}
  \item[i)] If \( \alpha - |j| - n''/p > \gamma \) then \( K \) is \( p\)-ab. r. for \( 1 \leq p \leq \infty \).
  \item[ii)] If \( |j| = 0, \alpha - n''/p = \gamma \) then \( K \) is \( p\)-ab. r. for \( 1 < p \leq \infty \).
  \item[iii)] If \( n'' = 0, \) and \( \alpha - |j| = \gamma \) then \( K \) is \( p\)-s. r. for \( 2 \leq p \leq \infty \) and its

  \text{adjoint kernel is } p\text{-s. } r.\text{, for } 1 \leq p \leq 2 .
\end{itemize}

\textbf{Proof.} \( i \) We write, using the composition property of \( G_\alpha \),

\begin{align*}
|\Delta_{t';x';j} D_j G_\alpha(x'-y)| &= \left| \int_{\mathbb{R}^n} \Delta_{t';z} D_j \left( y \right) G_\alpha \, dz + \psi(y) \, G_\alpha \, dz \right| \\
&= \left| \int_{\mathbb{R}^n} \Delta_{t';y} D_j \left( y \right) G_\alpha \, dz + \psi(y) \, G_\alpha \, dz \right| .
\end{align*}
with \( \epsilon = \frac{1}{2} \min(k-\gamma, \alpha-|\beta| - \gamma - n''/p) > 0 \). We apply now Method II of \( \S 6 \) with inner factor \( \lambda(z) = [G_{\alpha-|\beta|}^{(n'')} - \gamma - \epsilon (z'')]^{-1/p} \). By (9.4) and (9.22) we have

\[
A = \sum_{R^n} \sum_{R^n} \int_{R^n} \int_{R^n} \frac{|\Delta^k_{\gamma'} \Delta^k_{\gamma} G(z)| + \gamma \epsilon (z)}{|\gamma + \epsilon |} \lambda(z)^p G_{\alpha-|\beta|} - \gamma - \epsilon (x'') dx'dz'dt'
= \sum_{R^n} \sum_{R^n} \int_{R^n} \int_{R^n} \frac{|\Delta^k_{\gamma'} \Delta^k_{\gamma} G(z)| + \gamma \epsilon (z)}{|\gamma + \epsilon |} \lambda(z)^p G_{\alpha-|\beta|} - \gamma - \epsilon (x'') dz'dt' \leq \kappa(\epsilon \gamma (k-\gamma))^{-1}.
\]

By (9.17), (9.4), and (2.10) we get

\[
B = \sum_{R^n} \sum_{R^n} \int_{R^n} \int_{R^n} \frac{|\Delta^k_{\gamma'} \Delta^k_{\gamma} G(z)| + \gamma \epsilon (z)}{|\gamma |} \lambda(z)^p G_{\alpha-|\beta|} - \gamma - \epsilon (x'') dy dz
\leq \sum_{R^n} \sum_{R^n} \int_{R^n} \int_{R^n} \frac{|\Delta^k_{\gamma'} \Delta^k_{\gamma} G(z)| + \gamma \epsilon (z)}{|\gamma |} \lambda(z)^p G_{\alpha-|\beta|} - \gamma - \epsilon (x'') dy dz
\leq \kappa(|\beta| + \gamma) \gamma^{-1}(k-\gamma)^{-1} \sum_{R^n} \sum_{R^n} [G_{\alpha-|\beta|}^{(n'')} - \gamma - \epsilon (z'')]^{p'/p} G_{\alpha-|\beta|} - \gamma - \epsilon (z'') dz'' dx''
\leq \kappa(|\beta| + \gamma) \gamma^{-1}(k-\gamma)^{-1} \sum_{R^n} [G_{\alpha-|\beta|}^{(n'')} - \gamma - \epsilon (z'')]^{p'/p} dx'' \leq \kappa(|\beta| + \gamma) \gamma^{-1} \gamma (k-\gamma)(\alpha - |\beta| - \gamma - n''p)^{p\epsilon - 1}
\]

It follows by Theorem 6.3 that the bound \( M_p \) of our transformation can be evaluated in the present case by

\[
(10.21) \quad M_p \leq \kappa(|\beta| + \gamma) \gamma^{-1} \gamma (k-\gamma)(\alpha - |\beta| - \gamma - n''p)^{p\epsilon - 1}, \quad \text{where}
\]

\[
\epsilon = \frac{1}{2} \min((k-\gamma), (\alpha - |\beta| - \gamma - n''p)).
\]

ii) In this case we shall apply Method I of \( \S 6 \) with the factors

\[
\varphi(y) = |y''|^{-n''/p} \quad \text{and} \quad \psi(x',t') = 1.
\]

We have, by (9.19), with \( \alpha = \gamma + n''/p \), \( \delta = n''/p \),
\[ \int_{\mathbb{R}^n} |K(y,x',t)| \varphi(y) = \int_{\mathbb{R}^n} \frac{|\Delta^k_{t';x'} G_{\alpha}(x'-y)| |y''|^{-n'/p}}{|t'|^{\alpha-n'/p}} \, dy \leq C. \]

On the other hand, by (9.18) we have, for $|t'| \leq |x''|$,
\[ \int_{\mathbb{R}^n} |\Delta^k_{t';x'} G_{\alpha}(x'-y)| \, dx' \leq C |y''|^{|\alpha-n''| - k} |t'|^k \]
and for $|t'| \geq |y''|$,
\[ \int_{\mathbb{R}^n} |\Delta^k_{t';x'} G_{\alpha}(x'-y)| \, dx' \leq \begin{cases} \frac{c |y''|^{|\alpha-n''|}}{c |y''|^{|\alpha-n''| - \varepsilon} |t'|^\varepsilon} & \text{if } \alpha < n'' \\ \frac{c |t'|^{\alpha-n''}}{c |t'|^{\alpha-n'' - \varepsilon} |t'|^\varepsilon} & \text{if } \alpha = n'' \end{cases} \]
\[ \leq \begin{cases} \frac{c |y''|^{|\alpha-n''| - \varepsilon} |t'|^\varepsilon}{c |t'|^{\alpha-n'' - \varepsilon} |t'|^\varepsilon} & \text{if } \alpha > n''. \end{cases} \]

Therefore
\[ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\Delta^k_{t';x'} G_{\alpha}(x'-y)|}{|t'|^{\alpha-n''/p + n''}} \, dx' \, dt' = \left( \int_{|t'| \leq |y''|} + \int_{|t'| \geq |y''|} \right) \int_{\mathbb{R}^n} |\Delta^k_{t';x'} G_{\alpha}(x'-y)| \, dx' \, dt' \leq C |y''|^{-n'/p} = C \varphi(y)^{p/p'}, \]
which completes the proof of ii). An evaluation of the bound $M_p$ can be obtained from the constants in (9.18) and (9.19).

iii) With $\alpha - |j| = \gamma$, $n'' = 0$, $x' = x$, $t' = t$, we get, using (9.17)
\[ \int_{\mathbb{R}^n} \frac{|\Delta^k_{t';x'} G_{\alpha}(x'-y)|}{|t|^{|\alpha-|j||}} \, dy \leq K \alpha^{-1}(k+|j|^{-1})^{-1}, \]
and hence $K$ is $\infty$-ab.r. and the adjoint of $K$ is $1$-ab.r.. We shall prove now the 2-semi-regularity of $K$ and its adjoint. By Theorem 6.4 it is sufficient to verify that
\[ A \left\| \int_{\mathbb{R}^n} K(y,x,t)u(y) \, dy \right\|_{L^2(\mathbb{R}^n \times \mathbb{R}^n, d\mu)} \leq C \| u \|_{L^2(\mathbb{R}^n)}, \]
for all simple functions $u$ on $\mathbb{R}^n$ with some constant $C$ independent of $u$ and that
\[(**)
\| \sum_{n} \sum_{m} K(y,x,t) w(x,t) d\mu(x,t) \|_{L^2(\mathbb{R}^n)} \leq C \| w \|_{L^2(\mathbb{R}^n \times \mathbb{R}^n ; d\mu)}
\]

for all simple functions on \( \{\mathbb{R}^n \times \mathbb{R}^n ; d\mu\} \) with a constant \( C \) independent of \( u \).

To prove (**), observe that for any simple function \( u \),

\[ w(x,t) = \sum_{n} \sum_{m} \frac{\Delta^k_{x,y} G_{\alpha}(x-y)}{|t|^\alpha - |y|^\alpha} u(y) dy = \mathcal{F}^{-1}(v_t(\xi)) \]

where \( v_t(\xi) = \frac{(e^{-i(\xi,t)}-1)^k}{(1+|\xi|^{2})^{n/2}} (-i\xi)^\alpha u(\xi) \).

Hence, using Parseval equality and (5.18) we get

\[ \| w \|_{L^2(\mathbb{R}^n \times \mathbb{R}^n ; d\mu)}^2 = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |v_t(\xi)|^2 d\mu(\xi,t) \leq \frac{(-1)^k+1}{2} C(n,\alpha - |y|) \Delta^k_{1,-\alpha; s} \| u \|_{L^2(\mathbb{R}^n ; d\mu)}^2. \]

Similarly, if \( w \) is a simple function on \( \{\mathbb{R}^n \times \mathbb{R}^n ; d\mu\} \) and

\[ u(y) = \sum_{n} \sum_{m} \frac{\Delta^k_{x,y} G_{\alpha}(x-y)}{|t|^\alpha - |y|^\alpha} w(x,t) d\mu(x,t) \]

then

\[ u(\xi) = \frac{1}{(1+|\xi|^{2})^{n/2}} \int_{\mathbb{R}^n} \frac{(e^{-i(t,\xi)}-1)^k}{|\xi|^{n+\alpha - |y|}} \hat{w}(\xi,t) dt \]

where \( \hat{w}(\xi,t) \) is the Fourier transform of \( w(x,t) \) with respect to \( x \). Using Schwartz' inequality, Parseval equality and (5.18) we get (***) with the same constant as in (**).

iii) follows now by interpolation (see Theorem 6.5). For \( 2 \leq p \leq \infty \),

the \( p \)-bound \( M_p \) of the transformation is equal to the \( p' \)-bound \( M'_p \) of the adjoint transformation and they are both evaluated by

\[ (10.2iiii) \quad M_p = M'_p \leq \kappa (\alpha + 2/(\alpha - |y|))^{-1} (k+|y|-\alpha)^{-1}. \]
Proposition 10.3. Let $k > \gamma > 0$, and $\alpha - |j| - \frac{n''}{p} > \gamma$. Then the kernel
$$K(x', y, t) = \frac{\Delta_t \frac{D_j}{j} G_{(x') - y}}{|t|}$$
with measure spaces $\{R^n, dx'\}$ and $\{R^n \times R^n, du(y, t)\}$ is $p$-ab. $r.$ $1 \leq p \leq \infty$.

The proof is completely similar to the one in Proposition 10.2 i). We choose $\epsilon = \frac{1}{2} \min[(k - \gamma), (\alpha - |j| - \gamma - n'' p')]$ and apply the second method with the inner factor $\lambda(z) = [G_{n''}(z') - \gamma - \epsilon(z'')]^{1/p'}$. The $p$-bound of the present transformation is equal to the $p'$-bound in (10.2i).

Proposition 10.4. Let $k > \gamma > 0$, $k' > \gamma' > 0$, $\alpha - |j| - \frac{n''}{p} \geq \gamma + \gamma'$, $1 \leq p \leq \infty$. The kernel $K(x', t', y, t) = \frac{\Delta_t \frac{D_j}{j} G_{(x') - y}}{|t|}$ with measure spaces $\{R^n \times R^n, du(y, t)\}$, $\{R^n \times R^n, du'(x', t')\}$ is $p$-ab. $r.$

Proof. Consider first the case when $n'' = 0$. Then by (9.21) $K$ satisfies conditions (6.4) and (5.4') with constants $A = B$. Hence $K$ is $1$-ab. $r.$ and $\infty$-ab. $r.$ and by interpolation, (Theorem 6.5), it is $ab. r.$ with $p$-bound $= A = B$ given by

$$(10.4a) \quad M_p = K_0[(k - \gamma)(k' - \gamma')] \min(\gamma, \gamma', k - \gamma, k' - \gamma')]^{-1}(1 + \frac{|j|}{\gamma + \gamma'}).$$

Consider next $n'' < n$ and $1 < p < \infty$. We use now the general criterion of Theorem 6.3 with kernels $K_1(y, t, x', t') = \frac{\Delta_t \frac{D_j}{j} G_{(x') - y}}{|t|}$ and $K_2(y, t, x', t') = \frac{\Delta_t \frac{D_j}{j} G_{(x') - y}}{|t|}$.

We have put here $\beta = \alpha - n'' p - \gamma'$; $\epsilon = \frac{1}{4} \epsilon_0$ or $= \frac{3}{4} \epsilon_0$ depending on whether $|\gamma' - n'' p'| \geq \epsilon_0/2$ or $|\gamma' - n'' p'| < \epsilon_0/2$ (so that $|\gamma' - n'' p' + \epsilon| \geq \frac{1}{4} \epsilon_0$).
with $\epsilon_0 = \min(\gamma, \gamma', k - \gamma, k' - \gamma')$; the upper or lower sign accompanying $\epsilon$ is chosen depending on whether $|t'_1| \leq |t|$ or $|t'_1| > |t|$. 1.

Condition (6.5) is checked immediately. The first inequality in (6.6) is obtained as follows:

$$
\int \int K_1(y,t,x',t'_1) |k'_1|^{-n'} \; dx' \; dt'_1
$$

We integrate first with respect to $x'$ applying (9.18) with $\theta = \gamma' \pm \epsilon$, and then integrate with respect to $z$, applying (9.17), and then with respect to $z_1$. We end with integrals with respect to $t'_1$ of the form

$$
C \int |k|^{\epsilon} |k'_1|^{-n'} dt'_1 + C \int |k|^{\epsilon} |k'_1|^{-n'} dt'_1 \leq \kappa \epsilon_0^{-4} = A.
$$

We treat similarly the second inequality in (6.6) where in the integral

$$
\int \int K_2(y,t,x',t'_1) |k|^{-n} dy dt = \int \int \int \int \int \int \; dy dz_1 dz dt
$$

we apply (9.17) for integration with respect to $z_1$ and (9.19) when integrating over $z$, and end again with integrals over $|t| \geq |t'_1|$ and $|t| < |t'_1|$ similar to those above. For the constant $B$ we get the evaluation $\kappa \epsilon_0^{-4}(n''/p')^{-1}$. For

1. The proof could also be obtained by applying the second method of §6 separately to the two components $K'$ and $K''$ of our kernel $K = K' + K''$ where $K' = K$ for $|k'_1| \leq |k|$ and $K' = 0$ for $|k'_1| > |k|$.

2. If $\beta - |y| - \gamma = 0$ the last integral $\int \ldots dz_1$ is replaced by $\Delta_{t:y}^{k} D_j G |y| + \gamma(z - y)$. 
the bound \( M_p \) we obtain thus

\[(10.4b) \quad \text{For } n' < n, \quad M_p \leq A^{1/p} B^{1/p'} \leq [\min(\gamma, \gamma', k-\gamma, k'-\gamma')]^{-4}.\]

This evaluation is at first obtained for \( 1 < p < \infty \). However, since it is independent of \( p \) it is also valid for \( p = 1 \) or \( p = \infty \) (one could obtain similar evaluations more directly by using (6.4) or (6.4')).

**Proposition 10.5.** Let \( t \in \mathbb{R}^n \) be fixed, \( 0 < \beta < k, 0 < \gamma < k', \alpha \geq \beta + \gamma \).

i) The kernel \( |t|^{-\beta} \Delta_{t;z}^k \Delta_{t;z}^{k-1} G_{\alpha}(z-x) \) is ab. -r. for measure spaces \((\mathbb{R}^n; dx)\) and 
\((\mathbb{R}^n; dz)\) with bounds independent of \( t \).

ii) The kernel \( |t|^{-\beta} t_{1}^{-\gamma} \Delta_{t;z}^{k-1} \Delta_{t;z}^{k} G_{\alpha}(z-x) \) is ab. -r. for measure-spaces 
\((\mathbb{R}^n; dx)\) and \((\mathbb{R}^n \times \mathbb{R}^n; dz(z,t))\) with bounds independent of \( t \).

**Proof.** We show that the kernels are \( 1 \)-ab. -r. and \( \infty \)-ab. -r. by finding evaluations \( A \) and \( B \) for the corresponding integrals (6.4) and (6.4'). In case i) we apply (9.17) with \( |j| = 0 \) by writing \( K(z,x) = |t|^{-\beta} \Delta_{t;z}^{k} G_{\beta}(y-x) \)
\( G_{\alpha-\beta}(y-x) \) to obtain \( A \) and \( K(z,x) = G_{\alpha-\beta}(y-x) \) \( |t|^{-\beta} \Delta_{t;z}^{k} G_{\beta}(y-x) \) to obtain \( B \).

The \( p \)-bound so obtained is

\[(10.5i) \quad M_p \leq \kappa [k-\beta]^{-1} \quad \text{for} \quad 1 \leq p \leq \infty .\]

In case ii) we apply (9.21) to obtain \( A \) and (9.20) to obtain \( B \). The \( p \)-bound so obtained is

\[(10.5ii) \quad M_p \leq \kappa [\min(\beta, \gamma, k-\beta, k'-\gamma)]^{-1} \quad \text{for} \quad 1 \leq p \leq \infty .\]

**Remark 1.** Statements in Propositions 10.1 — 10.4 pertaining to \( p \)-ab. regularity of an integral transformation are equivalent to \( p' \)-ab. regularity of the corresponding adjoint transformation. When we refer to such a statement about the adjoint transformation we will write "adjoint proposition" (e.g., adjoint Prop. 10.2).
Remark 2. In the preceding propositions we considered only the measure \( d\mu(x,t) \) or \( d\mu'(x',t') \). In the following sections we will need these propositions often with the measure \( d\mu_\beta(x,t) = \frac{1}{C(n,\beta)} \frac{G_{2n+2\beta}(t)}{G_{2n+2\beta}(0)} d\mu(x,t) \) (or \( d\mu'_\beta(x',t') \)) replacing \( d\mu(x,t) \). Whenever the statements pertain to \( p \)-ab. regularity, by virtue of Theorem 6.1, we still have \( p \)-ab. regularity with the new measure, with bound \( M_p \beta \leq (C(n,\beta))^{-1/p'} M_p \) or \( \leq (C(n,\beta))^{-1/p} M_p \) depending on whether the measure is changed in the domain-space or the range-space.

The only case when we deal with \( p \)-s. regularity is in Prop. 10.iii). By checking directly the proof in this case (especially for the 2-s. regularity) one verifies immediately that \( p \)-s. regularity is maintained with \( d\mu_\beta \) replacing \( d\mu \), the evaluation of the bound being changed as above.

§11. Inclusions. \( W^\alpha_p \) and \( \mathcal{V}^\alpha_p \) as spaces of potentials.

In this section we give a description of inclusions between spaces \( W^\alpha_p \), \( L^\alpha_p \) and \( \mathcal{V}^\alpha_p \). We also derive some representation formulas for functions of \( W^\alpha_p \) and \( \mathcal{V}^\alpha_p \) which allow us to characterize those spaces as spaces of Bessel potentials of certain classes of distributions.

It will be convenient to introduce the space

\[
\Lambda^\alpha = \left[ L^p(R^n) \times L^p(R^n \times R^n, d\mu_\beta) \right] \times \ldots \times \left[ L^p(R^n) \times L^p(R^n \times R^n, d\mu_\beta) \right]
\]

\[
\frac{n^{m+1}}{n-1} \text{ times}
\]

if \( \alpha \) is not an integer, \( \alpha = m+\beta \), \( m = [\alpha] \), \( 0 < \beta < 1 \), and

\[
\Lambda^\alpha_m = \left[ L^p(R^n) \times \ldots \times L^p(R^n) \right]
\]

\[
\frac{n^{m+1}}{n-1} \text{ times}
\]

if \( \alpha = m \) is an integer.
Elements of \( \Lambda^p_\alpha \) will be denoted by \( \{v_j, w_j\} \) or by \( \{v_j\} \) if \( \alpha \) is an integer, \( j \) being a multiindex, \( 0 \leq |j| \leq m \). The norm in \( \Lambda^p_\alpha \) is defined by the formula

\[
\| v_j, w_j \|_p^p = \sum_{l=0}^{m} \left( \frac{m!}{l!} \right)^{\frac{2}{p}} \sum_{|j|=l} \| v_j \|_{L^p_p}(\mathbb{R}^n).
\]

Clearly, \( W^\alpha_p \) is boundedly imbedded in \( \Lambda^p_\alpha \) (with approximate norm \( \| \_ \|_{\alpha,p} \) isometrically imbedded), the imbedding being defined by

\[
\| v_j \|_{\alpha,p} = \Delta_{\alpha} D_j u(x); \quad w_j(x,t) = \frac{\Delta_{\alpha} D_j u(x)}{|x|^{\alpha}} (u \in W^\alpha_p).
\]

\( W^\alpha_p \) can be therefore be considered as a (closed) subspace of \( \Lambda^p_\alpha \).

\( L^p_\alpha \) will denote the saturated rel. \( \alpha_0 \)-space of Bessel potentials of order \( \alpha \) of functions in \( L^p \), i.e. the space of all functions \( u \) for which there exists a function \( f \in L^p(\mathbb{R}^n) \) such that \( u(x) = G_{\alpha} * f(x) \) almost everywhere.

The standard norm of \( u \) is defined by

\[
\| u \|_{\alpha,p} = \| f \|_{L^p_p}(\mathbb{R}^n).
\]

The space \( L^p_\alpha \) was investigated by Calderon [6]. An equivalent definition of \( L^p_\alpha \) as a space of distributions is that \( L^p_\alpha \) is the space of tempered distributions \( u \) whose inverse potential of order \( \alpha \), \( G_{-\alpha} u \), is in \( L^p \).

The space \( L^p_\alpha \), for \( p < \infty \), will be considered as an imperfect completion of the space \( C_0^\infty \) with norm given by

\[
\| u \|_{\alpha,p} = \| G_{2m-\alpha} (1-\Delta)^m u \|_{L^p_p},
\]

where \( m \) is an integer \( \geq \alpha/2 \). For \( p = \infty \), the imperfect completion leads to the space \( L^\infty_\alpha \); this is the space of all bounded functions \( u \) such that \( G_{-\alpha} u \) is continuous in \( \mathbb{R}^n \cup \{\infty\} \) and vanishes at \( \infty \). Obviously \( L^\alpha_\alpha \subset L^\infty_\alpha \). For \( p = 1 \) we introduce also \( L^1_\alpha \) as the space of tempered distributions \( u \) such that \( G_{-\alpha} u \)

1. \( G_{-\alpha} u \) is given in terms of Fourier transforms by \( (G_{-\alpha} u)^{\wedge} = (1 + |\xi|^2)^{\alpha/2} \hat{u}^{\wedge} \).
is a Borel measure of finite absolute mass; we put \( \|u\|_{\alpha,1} = |G_{-\alpha} u|(\mathbb{R}^n) \).

Obviously again \( L^1_\alpha \subset L^p_\alpha \subset L^1_\beta \) for \( 0 \leq \beta < \alpha \).

The perfect completions corresponding to spaces \( L^p_\alpha \) will be introduced in \( \S 13 \) and denoted \( P_\alpha^\alpha, p \).

As concerns inclusions between spaces \( W^\alpha_p \) and \( L^\alpha_p \) we have the following theorem:

**Theorem 11.1**

i) If \( \alpha \) is an integer then \( L^p_\alpha = W^\alpha_p \) for \( 1 < p < \infty \).

ii) If \( \alpha \) is not an integer then \( L^p_\alpha \supset W^\alpha_p \) for \( 1 \leq p \leq 2 \) and \( L^p_\alpha \subset W^\alpha_p \) for \( 2 \leq p \leq \infty \).

iii) If \( \alpha' > \alpha > 0 \), then \( W^{\alpha'}_p \subset L^1_\alpha \) and \( L^p_\alpha \subset W^\alpha_p \).

**Proof.**

i) Let \( \alpha = m \) be an integer. If \( u \in L^p_\alpha \), \( 1 < p < \infty \), then

\[
|u|_{m,p} \leq C \|f\|_{L^p} = C \|u\|_{m,p}.
\]

Conversely if \( u \in W^m_\alpha \) then (5.30) gives for \( f = G_{-m} u \) the expression

\[
f = \sum_{l=0}^{m} (-1)^l \sum_{j=1}^m \Delta_{t;x}^{l,j} G_{\alpha}^*(w_j(z) + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \Delta_{t;x}^{l,j} G_{\alpha}^*(w_j(x,t) d\mu(x,t))
\]

in sense of distributions and therefore by (5.7) and (6.13), \( f \in L^p_\alpha \).

iii) If \( \alpha' > \alpha > 0 \), then \( W^{\alpha'}_p \subset L^1_\alpha \) and \( L^p_\alpha \subset W^\alpha_p \).

ii) Let \( 1 \leq p \leq 2 \), \( \alpha = m + \beta \), \( m = \lfloor \alpha \rfloor \), \( 0 < \beta < 1 \), and \( u \in C_0^\infty \). Then

\( G_{-\alpha} u \) is clearly defined pointwise by formula (5.28). We write this formula in the form

\[
(\text{11.5}) \quad G_{-\alpha} u(z) = \sum_{l=0}^{m} \binom{m}{l} \sum_{j=1}^m (-1)^l D_j G_{\alpha}^* w_j(z) + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\Delta_{t;x}^{l,j} G_{\alpha}^*(w_j(x,t))}{|t|^\beta} d\mu(x,t)
\]

with \( v_j, w_j \) as in (11.3). \( G_{-\alpha} \) can then be interpreted as the result of a transformation of an element of \( \Lambda^p_\alpha \). In view of the propositions 10.1 (for \( n' = n \)), the adjoint Prop. 10.2iii) and Remark 2, \( \S 10 \), there is a constant \( C \) independent of \( u \) such that \( \|G_{-\alpha} u\|_{L^p} \leq C |u|_{\alpha,p} \) for \( 1 \leq p \leq 2 \).
Let \(2 \leq p \leq \infty\) and \(u = G_{\alpha} * f, f \in L^p\). Then by Prop. 10.1, \(D_j u \in L^p, |j| \leq m\), and there is a constant \(C\) independent of \(u\) such that \(\|D_j u\|_{L^p} \leq \|f\|_{L^p}\). On the other hand the expression \(w_j = \frac{\Delta_j D_j u(x)}{|t|^\beta}\) is the result of the integral transformation of Prop. 10.2 (\(n = n'\)) applied to \(f\) (with measure \(d\mu\) replaced by \(d\mu_\beta\)) and by Prop. 10.2 and Remark 2, \(\S\)10, there is a constant \(C\) independent of \(u\) such that \(\|w_j\|_{L^p(R^n \times R^n, d\mu_\beta)} \leq C\|f\|_{L^p}\). This completes the proof of ii).

iii) Let \(u \in W^{\alpha'}_p\). Since \(W^{\alpha'}_p\) with increasing \(\alpha\) form a decreasing sequence of spaces we may assume without loss of generality that \(\alpha'\) is not an integer, \(\alpha' = m + \beta', m' = [\alpha'], 0 < \beta' < 1\). Then by (5.28), \(u = G_{\alpha} * f\) where

\[
(11.6) \quad f(z) = \sum_{j=0}^{m} \binom{m}{j} \sum_{|j|=l} \left[ (-1)^j \sum_{l=0}^{m} \left( \Delta_j D_j G_{2\alpha' - \alpha} \right) v_j(z) + \int_{R^n} \int_{R^n} \frac{\Delta_j D_j G_{2\alpha' - \alpha}(z-x)}{|t|^\beta} w_j(x,t) d\mu_\beta(x,t) \right],
\]

\(v_j\) and \(w_j\) as in (11.3) (with \(\beta'\) instead of \(\beta\). By virtue of Propositions 10.1 (with \(n' = n\), 10.2 i) (adjoint, with \(n' = n\)) and Remark 2, \(\S\)10, formula (11.6) is valid pointwise almost everywhere and \(f \in L^p\).

On the other hand, if \(u \in L^p_{\alpha'}\), \(u = G_{\alpha'} * f, f \in L^p\), then by Proposition 10.1, \(D_j u \in L^p, |j| < \alpha'\), and iii) is proved for \(\alpha\) integer. If \(\alpha\) is not an integer, \(\alpha = m + \beta\), then the expression \(\frac{\Delta_j D_j u(x)}{|t|^\beta}\) for \(|j| \leq m\) belongs to \(L^p(R^n \times R^n, d\mu_\beta)\) by Proposition 10.2i) (with \(n' = n\)) and Remark 2, \(\S\)10, with norm bounded by \(C\|f\|_{L^p}\) with \(C\) independent of \(f\).
Remark. It can be proved by examples that the inclusions in ii) are proper for \( p \neq 2 \). It is well known that \( W^\alpha_p \) and \( L^\alpha_2 \) coincide for every \( \alpha > 0 \) (c.f. [2]).

We now proceed to prove the following theorem.

Theorem 11.2. If \( \alpha > \gamma \) and both \( \alpha \) and \( \alpha - \gamma \) are not integers, then

\[
W^\alpha_p = W^\alpha_{p-\gamma}, \quad 1 \leq p \leq \infty. \quad \text{More explicitly, the space } \quad W^\alpha_p \quad \text{consists of all functions } \quad u \quad \text{of the form } \quad u = G_{\alpha \gamma} \ast v, \quad v \in W^\alpha_{p-\gamma}, \quad \text{and there are constants } \quad C_1, \quad C_2 > 0, \quad \text{independent of } \quad u \quad \text{such that}
\]

\[
C_1 |u|_{\alpha-\gamma, p} \leq |u|_{\alpha, p} \leq C_2 |u|_{\alpha-\gamma, p}.
\]

Proof. Let \( u \in W^\alpha_p \). By propositions 10.2) and the last remark of §10, the inversion formula (5.28) is valid pointwise almost everywhere if \( \gamma < \alpha \) and \( \alpha \) is not an integer. Let \( \alpha = m + \beta, \quad m = [\alpha], \quad 0 > \beta > 1, \quad \alpha - \gamma = m' + \beta' \), \( m' = [\alpha - \gamma], \quad 0 < \beta' < 1 \). Then for \( \{j\} \leq m' \),

\[
D_j G_{\alpha - \gamma} u(z) = (-1)^{|j|} \sum_{l=0}^{m} \sum_{|j| = l} \left[ \int_{\mathbb{R}^n} D_j^{(x)} \sum_{l=0}^{m} \int_{\mathbb{R}^n} \frac{\Delta_{t; x} D_{j; x}^{(x)} G_{2\alpha - \gamma}(z-x) v_j(x)}{|j|^{|j|}} w_j(x, t) d\mu_\beta(x, t) \right],
\]

(11.8)

\[
\frac{\Delta_{t; x} D_{j; x} G_{\alpha - \gamma}(z)}{|j|^{|j|}} = (-1)^{|j|} \sum_{l=0}^{m} \sum_{|j| = l} \left[ \int_{\mathbb{R}^n} \frac{\Delta_{t; x} D_{j; x}^{(x)} G_{2\alpha - \gamma}(z-x)}{|j|^{|j|}} v_j(x) dx \right.
\]

(11.9)

\[
\frac{\Delta_{t; x} D_{j; x} G_{\alpha - \gamma}(z-x)}{|j|^{|j|}} w_j(x, t) d\mu_\beta(x, t) \right],
\]

where \( v_j, w_j \) have a meaning as in formula (11.3).
Noticing that \[ d\mu(x,t) \leq \frac{1}{C(n,\beta)} d\mu(x,t) \] and recalling that \( C(n,\beta) \sim \beta(1-\beta) \) for \( 0 < \beta < 1 \), using Propositions 10.1, 10.2 i) adjoint 10.2 ii), 10.4 and Remark 2, §10, we get \( G_{\gamma} u \in W^{\alpha-\gamma}_p \) and \( |G_{\gamma} u|_{\alpha-\gamma,p} \leq C |u|_{\alpha,p} \) with \( C \leq K \left\{ \min(\beta,1-\beta,1-\beta') \beta(1-\beta) \right\}^{1/p} (\beta'1-\beta')^{1/p} \).

Conversely, if \( u \in W^{\alpha-\gamma}_p \) then \( G_{\gamma} u \) is given pointwise almost everywhere by the formula

\[
G_{\gamma} v(z) = \sum_{l=0}^{r^m} \left( \sum_{j,l=1}^{r^n} \int_{R^n} \frac{D_j G_{2\alpha-\gamma}(z-x) D_j v(x) dx}{|t|^{\beta'} - d\mu_{\beta'}(x,t)} \right).
\]

Using the same reasoning as above we conclude that \( G_{\gamma} v \in W^p_{\alpha} \) and \( |G_{\gamma} v|_{\alpha-\gamma,p} \leq C |v|_{\alpha-\gamma,p} \) with \( C \leq K \left\{ \min(\beta,1-\beta,1-\beta') \beta(1-\beta) \right\}^{1/p} (\beta'1-\beta')^{1/p} \). This completes the proof.

In particular it follows from Theorem 11.2 that \( W^{m+\beta}_p = G^{m}_m W^{\beta}_p \) for \( 0 < \beta < 1 \) and \( m \) integer, and there is a constant \( C > 0 \) such that \( C^{-1} |v|_{\beta,p} \leq |G_{m} v|_{m+\beta,p} \). It follows from the estimates indicated in the proof that the constant \( C \) increases unboundedly as \( \beta \to 0 \) or \( \beta \to 1 \). For \( 1 < p < \infty \), this result can be improved by using singular integrals. This is done by means of the following proposition.

Proposition A. If \( K(x-y) \) is a kernel such that for \( f \in L^p \) the integral

\[
Kf(x) = \int_{R^n} K(x-y)f(y)dy \text{ (possibly understood as singular integral) exists}
\]

pointwise almost everywhere and there is a constant \( C \) independent of \( f \) such that

\[
\|Kf\|_{L^p} \leq C \|f\|_{L^p},
\]

then for every \( v \in W^{\beta}_p, 0 < \beta < 1 \), \( Kv \in W^{\beta}_p \) and \( |Kv|_{\beta,p} \leq C |v|_{\beta,p} \) with the
same constant $C$ as in (11.10).

The proof follows immediately if we notice that $\Delta_t K f = K \Delta_t f$ and that

$$|u|_{p, p}^{p} = \|u\|_{L^p}^{p} + \int_{\mathbb{R}^n} \frac{G_{2n+2\beta(t)}}{C(n, \beta) G_{2n+2\beta(0)}} \|\Delta_t u\|_{L^p}^{p} \, dt.$$ 

We can now state the partial improvement of Theorem 11.2:

**Theorem 11.2'.** There exists a constant depending only on $p, n, m$ and an upper bound of $a$ such that for $1 < p < \infty$

$$C^{-1}\|v\|_{p, p} \leq \|G_m v\|_{p + m, p} \leq C\|v\|_{p, p}.$$ 

**Proof.** Obviously it is enough to consider the case $0 < a < 1, m = 1$. Put $u = G_1 v, \frac{\partial}{\partial x_k} u = \frac{\partial}{\partial x_k} G_1 * v$. By (5.30) with $m = 1$, we have

$$v(z) = (G_1 * u)(z) = \sum_{k=1}^{n} \left( \frac{\partial}{\partial x_k} G_1 \ast \frac{\partial u}{\partial x_k} \right)(z).$$

As in Theorem 11.1. i), this gives our present theorem for $a = 0$ and, by Prop. A, also for $0 \leq a < 1$ with the same constant $C$. We use then Theorem 8.1 ii) to extend it to $a = 1$.

The next theorem is a counterpart of Theorem 11.2 for spaces $\widetilde{H}^{\alpha, p}$. In its proof we will use the following obvious propositions

**Proposition B.** Consider two measure-spaces $(X, d\mu), (Y, d\nu)$ and a kernel $K(x, y)$ $p$-ab. $r.$ with $p$-bound $M_p$ for $|K(x, y)|$. Let $K'(x, y) = A(x, y)K(x, y)$ with $|A(x, y)| \leq C = \text{const.}$ for all $x, y$. Then $K'$ is $p$-ab. $r.$ with $p$-bound $\leq CM_p$.

**Proposition C.** Consider three measure-spaces $(X, d\mu), (Y, d\nu), (T, d\omega)$,
and a kernel \( K(x,y,t) \), \( x \in X \), \( y \in Y \), \( t \in T \) measurable in the product space \( X \times Y \times T \). Suppose that for each fixed \( t \), \( K(x,y,t) \) is \( p \)-ab. -r. with \( p \)-bound for \( |K(x,y,t)| \) uniformly bounded by \( M \). Then, if the total mass \( \omega(T) \) is finite, the kernel \( \int K(x,y,t) d\omega(t) \) is \( p \)-ab. -r. with \( p \)-bound \( \leq M \omega(T) \).

**Theorem 11.3.** If \( \alpha > \gamma > 0 \), \( 1 \leq p < \infty \), then \( G_{\alpha-\gamma}^{\alpha,p} = \tilde{\mathcal{R}}_{\alpha,p}^{\alpha-\gamma} \).

More explicitly, \( \tilde{\mathcal{R}}_{\alpha,p}^{\alpha-\gamma} \) is the space of all functions \( u \) of the form \( u = G_{\alpha-\gamma} v \) with \( v \in \tilde{\mathcal{R}}_{\gamma,p}^{\gamma} \) and there exist constants \( C, C' > 0 \) depending on \( \alpha, \gamma, k, k' \) (\( k, k' \) are integer, \( k' > \gamma, k > \alpha \)) such that

\[
C |v|_{\gamma,p,k'} \leq |G_{\alpha-\gamma} v|_{\alpha,p,k} \leq C' |v|_{\gamma,p,k'}.
\]

**Proof.** By Lemma 4.1 we may assume without loss of generality that \( k = \lceil \alpha \rceil + 4 \) and we may choose then \( k' \) so that \( k-k' \geq \alpha-\gamma+1 \) and \( k' \geq \gamma+1 \).

If \( v \in \tilde{\mathcal{R}}_{\gamma,p}^{\gamma} \) then by Young's inequality we get \( G_{\alpha-\gamma} v \in L^p \) and \( \|G_{\alpha-\gamma} v\|_{L^p} \leq \|v\|_{L^p} \). Furthermore, for every \( t \), \( \Delta_t^{k} G_{\alpha-\gamma} v = \Delta_t^{k-k'} G_{\alpha-\gamma} \ast \Delta_t^k v \).

Applying (9.17) (with \( \|\| = 0 \)) we get \( \int_{\mathbb{R}^n} |t|^{-\alpha+\gamma} |\Delta_t^{k-k'} G_{\alpha-\gamma}(x)| dx < \mathcal{K} \) and hence, by Young's inequality

\[
\int_{\mathbb{R}^n} |t|^{-n} \|\|^{-\alpha} \Delta_t^{k} G_{\alpha-\gamma} \|_{L^p}^p dt \leq \int_{\mathbb{R}^n} |t|^{-n} \mathcal{K}^p \|\|^{-\gamma} \Delta_t^k v \|_{L^p}^p dt,
\]

which achieves the proof of the second inequality in (11.11) with \( C' \leq \mathcal{K} \).

Put now \( u = G_{\alpha-\gamma} v \). Hence \( v = G_{\gamma-\alpha} u \). We use the formula (5.22) which at first we know only to be valid in sense of distributions (we replace \( \beta \) by \( \alpha \) and \( \alpha \) by \( \alpha-\gamma \)). By shifting a suitable number of differences from \( G_{\alpha+\gamma} \) to \( u \) (or vice-versa) in the convolutions we can rewrite the formula (still in sense of distributions) as follows
We have here a linear combination with constant coefficients of formal integral transformations. Our aim is to show that when \( |u|_{\alpha, p, k} < \infty \) each of these transforms is in \( L^p(\mathbb{R}^n; dz) \) and when we apply \( |t|^{-\gamma} \Delta_{t_1}^{k_1} \) to them we obtain functions in \( L^p(\mathbb{R}^n \times \mathbb{R}^n; d\mu(z, t_1)) \).

Consider first the transforms in (11.12) in the first sum when \( l + l' \leq k \). Their kernels can be written in the form

\[
(11.13) \quad \mathcal{K}(x, z, t) \, d\omega(t)
\]

with

\[
\mathcal{K}(x, z, t) = \Delta_{t, z-l' t}^{l+l'} G_{\alpha+\gamma}(z-x)
\]

\[
d\omega(t) = |t|^{-n-2\alpha} \Delta_{t, (l-k) t}^{2k-l-l'} G_{2n+2\alpha}(t) \, dt
\]

\[
\beta = \min(l + l' - 1, \alpha)
\]

By (2.11) and in view of the exponential decrease at \( \infty \) of \( G_{2n+2\alpha} \), \( d\omega(t) \) has a finite total mass \( \leq \mathcal{N} \). The kernels \( |\mathcal{K}(x, z, t)| \) are p-ab. -r. for \( (\mathbb{R}^n; dx) \) and \( (\mathbb{R}^n; dz) \) by virtue of Prop. 10.1 and 10.51 with bounds \( \leq \mathcal{N} \) in-
dependent of $t$. Furthermore, the kernels $|t_1^{-\gamma} \Delta_{t_1; z}^{k_1} K(x, z, t)|$ are p-ab. -r. by Prop. 10.2 i) and 10.5 ii) for $(\mathbb{R}^n; dx)$ and $(\mathbb{R}^n \times \mathbb{R}^n; d\mu(z, t_1))$ with bounds independent of $t$. Hence, by Proposition C above, the transforms in the first sum in (11.2) have norms $\int \gamma_p k$ bounded by $c \| u \|_{L^p}$.

Consider now the second sum in (11.2) where $j + l < k + 1$. The corresponding transforms can be written

\begin{equation}
(11.14) \int \int \mathcal{A}(t) K(x, t, z) w(x, t) d\mu(x, t)
\end{equation}

where we put

\begin{align*}
w(x, t) &= |t|^{-\alpha} A^{k_1; x} u(x - t' t) , \\
K(x, t, z) &= |t|^{-\alpha(2k - l - l')} \Delta_{t; z}^{2k - l - l'} G_{2n+2\alpha}(z-x) , \\
\mathcal{A}(t) &= |t|^{-\alpha(2k - l - l')} \Delta_{t, (l - k) t; t}^{2k - l - l'} G_{2n+2\alpha}(t) .
\end{align*}

We have here $\mathcal{A}(t) \leq \mathcal{K}$ (by (2.11)), $K(x, t, z)$ is p-ab. -r. for $(\mathbb{R}^n \times \mathbb{R}^n; d\mu(x, t))$ and $(\mathbb{R}^n, dz)$ (by adjoint Prop. 10.2 i)) for $n' = n$ and $|j| = 0$ and $|t_1|^{-\gamma} \Delta_{t_1; z}^{k_1} K(x, z, t)$ is p-ab. -r. for $(\mathbb{R}^n \times \mathbb{R}^n; d\mu(x, t))$ and $(\mathbb{R}^n \times \mathbb{R}^n; d\mu(z, t_1))$ (by Prop. 10.4 with $n' = n$ and $|j| = 0$). By Proposition B, this finishes the proof of the first inequality in (11.11). By checking on the bounds in all the propositions used in our proof we find the following evaluations for the constants $C$ and $C'$ in (11.11):

\begin{equation}
(11.15) \frac{1}{C} \leq \mathcal{K}(\gamma)^{-2} , \quad C' \leq \mathcal{K} \quad \text{for} \quad 1 \leq p \leq \infty .
\end{equation}

**Theorem 11.4.** If $\alpha$ is not an integer then $\mathcal{C}^{\alpha, p} = W^{\alpha, p}, 1 \leq p \leq \infty$.

If $\alpha$ is an integer then $\mathcal{C}^{\alpha, p} \subset W^{\alpha, p}$ for $1 \leq p \leq 2$ and $W^{\alpha, p} \subset \mathcal{C}^{\alpha, p}$ for $2 \leq p \leq \infty$.

1. On the assumption that $k$ and $k'$ are chosen as they were at the beginning of the proof. For other choices of $k$ and $k'$ the evaluations should be changed by using Lemma 4.1.
Proof. The first part follows directly from Theorems 11.2 and 11.3 and the remark that for $0 < \beta < 1$, $\tilde{W}^{\beta, p} = W^{\beta, p}$, $1 \leq p \leq \infty$. To prove the second part, observe that if $u \in \tilde{W}^{\alpha, p}$, $\alpha$-integer, then $u = G_{\alpha, -\epsilon} f_\epsilon$, $f_\epsilon \in \tilde{W}^{\epsilon, p}$, $0 < \epsilon < 1$, and the norms $|u|_{\alpha, p, k}$ and $|f_\epsilon|_{\epsilon, p}$ are equivalent. By the reproducing formula (5.24) (with $\beta = \epsilon$) and Propositions 10.1, 10.2 i) adjoint, we also have pointwise a.e.,

$$u(x) = \int_{R^n} G_{\alpha, \epsilon} (x-y) f_\epsilon (y) \, dy + \int_{R^n} \int_{R^n} \frac{\Delta_{t} y \, G_{\alpha, \epsilon} (x-y)}{|y|^{\epsilon}} \frac{\Delta_{t} f_\epsilon (y)}{|t|^{\epsilon}} \, d\mu (y, t),$$

Therefore derivatives $D_j u$, $|j| \leq \alpha$ are given by the formula

$$D_j u(x) = \int_{R^n} D^{|j|} x \, G_{\alpha, \epsilon} (x-y) f_\epsilon (y) + \int_{R^n} \int_{R^n} \frac{\Delta_{t} D^{|j|} x \, G_{\alpha, \epsilon} (x-y)}{|y|^{\epsilon}} \frac{\Delta_{t} f_\epsilon (y)}{|t|^{\epsilon}} \, d\mu (y, t).$$

The right-hand side of the last expression can be interpreted as the sum of results of two integral transformations applied to $f_\epsilon$ and $w_\epsilon = \Delta_{t} f_\epsilon (y) / |y|^{\epsilon}$ respectively. By Propositions 10.1, 10.2 i) adjoint, and 10.2 iii), the first transformation is absolutely regular for $|j| \leq \alpha$, the second is absolutely regular for $|j| < \alpha$ and p-s. r., $1 \leq p \leq 2$ if $|j| = \alpha$. Thus $\tilde{W}^{\alpha, p} \subset W^{\alpha, p}$ if $\alpha$ is an integer and $1 \leq p \leq 2$.

To prove the contrapositive inclusion for $2 \leq p \leq \infty$, we remark that if $u \in W^{\alpha, p}_{\beta}$ then by (5.29) (with $m = \alpha$) we have, at first in sense of distributions

$$u = G_{\alpha, -\epsilon} * f_\epsilon$$

where

$$f_\epsilon (y) = \sum_{l=0}^{\alpha} \frac{\gamma_l}{l!} \sum_{|j| = l} \int_{R^n} D^{|j|}_{j} G_{\alpha, \epsilon} (y-z) D_j u (z) \, dz.$$

Applying Prop. 10.1 we prove that this is a bona fide integral representation,
that \( f \in L^p \) and is given by (11.16) a.e.. By Theorem 11.3 it is sufficient to prove that \( f \in \mathcal{S}^\epsilon \), \( 2 \leq p \leq \infty \). We know already that \( f \in L^p \); on the other hand \( \frac{\Delta t f}{|t|^\epsilon} \) can be written as a linear combination of terms \( w_j(y,t) \) given by the formula

\[
w_j(y,t) = \int_{\mathbb{R}^n} \frac{\Delta t; y - D_j(z)}{|t|^\epsilon} G \alpha + \epsilon (y - z) D_j u(z) dz.
\]

By Proposition 10.2, for \( |\xi| < \alpha \), \( w_j(y,t) \) is the result of an absolutely regular integral transformation applied to \( D_j u \); for \( |\xi| = \alpha \) and \( 2 \leq p \leq \infty \) it is the result of a \( p \)-s.r. transformation. Hence \( w_j \in L^p(\mathbb{R}^n \times \mathbb{R}^n, d\mu) \) which completes the proof.

If for fixed \( k_0 > \alpha_0 > 0 \) we choose a norm \( \|u\|_{\mathcal{S}^\alpha_0, p} \) on \( \mathcal{S}^\alpha_0 \) equivalent to \( \|u\|_{\mathcal{S}^{\alpha_0, p, k_0}} \) and then define \( \|u\|_{\mathcal{S}^\alpha, p} = \|G_{\alpha - \alpha_0} u\|_{\mathcal{S}^{\alpha_0, p}} \) for \( u \in \mathcal{S}^{\alpha_0, p} \), \( \alpha \geq 0 \), this norm, by Theorem 11.3 will be equivalent to \( \|u\|_{\mathcal{S}^{\alpha_0, p, k}} \) for \( \alpha > 0 \).

If we restrict the choice of \( \|u\|_{\mathcal{S}^{\alpha_0, p}} \) by the additional requirement that for \( p = 2 \) it coincides with \( \|u\|_{\mathcal{S}^\alpha, 2} \), we shall call the resulting norm, \( \|u\|_{\mathcal{S}^{\alpha, p}} \) a standard norm on \( \mathcal{S}^{\alpha_0, p} \). The simplest such choices of \( \|u\|_{\mathcal{S}^{\alpha_0, p}} \) seem to be the two following norms: the first, for \( \alpha_0 = 1 \), leads to the standard norm:

\[
\|u\|_{\mathcal{S}^{\alpha, p}} = \|G_{1 - \alpha} u\|_{L^p} + \frac{\Gamma(\frac{n}{2} + 1)}{4 \pi^{\frac{n}{2}} \log 2} \int_{\mathbb{R}^n} |t|^{-n - p} \|\Delta t G_{1 - \alpha} u(x)\|_{L^p} dt,
\]

the second, for \( \alpha_0 = \frac{1}{2} \), defined by \( \|u\|_{\mathcal{S}^{\alpha_0, 2}} = \|u\|_{L^2} \), leads to

\[
\|u\|_{\mathcal{S}^{\alpha, p}} = \|G_{\frac{1}{2} - \alpha} u\|_{L^p} + \frac{\Gamma(\frac{n}{2} + 1)}{\pi^{\frac{n}{2}}} \int_{\mathbb{R}^n} |t|^{-n - p/2} G_{\frac{n}{2} + \alpha_0} (t) \|\Delta t G_{\frac{1}{2} - \alpha} u\|_{L^p} dt.
\]
Recapitulating, we can state

**Theorem 11.5.** Consider $\tilde{\mathcal{F}}_{\alpha}^p$ with a standard norm for $\alpha \geq 0$. The potential operator $G$ is then an isometric isomorphism of $\tilde{\mathcal{F}}_{\alpha}^p$ onto $\tilde{\mathcal{F}}_{\alpha+1}^p$. For $p = 2$, $\tilde{\mathcal{F}}_{\alpha}^2 = W^2_2 = L^2_\alpha$, with equality of standard norms in all these spaces.

**Remark.** For any norm $\|u\|_{B_{\alpha,p}}$ as defined above, and function $u(y)$ we can consider the function $\phi(\alpha) = \|u\|_{B_{\alpha,p}}$ ($= \infty$ if $u \in \tilde{\mathcal{F}}_{\alpha}^p$) for $\alpha \geq 0$. Obviously $\phi(\alpha) < \infty$ implies $\phi(\alpha') < \infty$ for $\alpha' < \alpha$. It can be proved without much difficulty that $1^a$ for all $\alpha$, $\phi(\alpha)$ is continuous to the left; $2^a$ if $\phi(\alpha) < \infty$, for $0 \leq \alpha \leq \alpha'$ then $\phi$ is continuous on this interval. If we take for $\|u\|_{B_{\alpha,p}}$ the norm (11.20) or (11.20'), then $\phi(\alpha)$ is non-decreasing.

Consider the inverse potential operator $G_{-\alpha}$ applied to $\tilde{\mathcal{F}}_{\alpha}^p$. This gives a space of distributions $G_{-\alpha}(\tilde{\mathcal{F}}_{\alpha}^p)$ which, by Theorem 11.3, is independent of $\alpha$. We will denote this space by $B_{0}^p$. Hence

$$\tilde{\mathcal{F}}_{\alpha}^p = G_{-\alpha}(B_{0}^p) \quad \text{for} \quad \alpha \geq 0.$$  

Since for $0 < \beta < 1$, $\tilde{\mathcal{F}}_{\alpha}^\beta = W^\beta_\alpha$, we obtain by Theorem 11.3(i) - in view of the fact that $G_{-\alpha}(L^\beta_\alpha) = L^\beta$, we have also

$$B_{0}^p \subset L^p \quad \text{for} \quad 1 \leq p \leq 2, \quad B_{0}^p \supset L^p \quad \text{for} \quad 2 \leq p \leq \infty.$$  

As a consequence, we have also

$$\tilde{\mathcal{F}}_{\alpha}^p \subset L^p_\alpha \quad \text{for} \quad 1 \leq p \leq 2, \quad \tilde{\mathcal{F}}_{\alpha}^p \supset L^p_\alpha \quad \text{for} \quad 2 \leq p \leq \infty.$$

In this section we shall need some results of the theory of pairings and associated norms (c.f. [4]). Let A and B be complex Banach spaces and \(<v,w>\) be a bilinear hermitian complex valued form on \(A \times B\) (i.e. linear in \(v\), antilinear in \(w\)). The system \([A,B,\langle,\rangle]\) is called a pairing. A pairing is proper if \(\langle v_0, w \rangle = 0\) for all \(w \in B\) implies \(v_0 = 0\) and \(\langle v, w_0 \rangle = 0\) for all \(v \in A\) implies \(w_0 = 0\). The norms in A and B are admissible with respect to the pairing \([A,B,\langle,\rangle]\) if \(\langle v, w \rangle\) is a bounded functional on A for every fixed \(w \in B\) and a bounded functional on B for every fixed \(v \in A\).

Let \([A,B,\langle,\rangle]\) be a proper pairing and norms in A and B be admissible.

The correspondence \(v \mapsto f(v) = \langle v, w \rangle\) is a canonical linear continuous mapping \(A \to B^*\) where \(B^*\) is the anticonjugate of B, i.e. the space of antilinear continuous functionals on B. Similarly, \(w \mapsto \langle v, w \rangle\) is the canonical mapping of B into \(A^*\). We say that in this pairing B is canonically isomorphic with \(A^*\) if every linear functional \(\phi\) on A can be represented in the form \(\phi(v) = \langle v, w^\phi \rangle\) with some fixed \(w^\phi \in B\) (since the pairing is proper this \(w^\phi\) is clearly unique). A bounded operator \(P^*:B \to B\) is called adjoint of a bounded operator \(P:A \to A\) with respect to the pairing \([A,B,\langle,\rangle]\) if \(\langle Pv, w \rangle = \langle v, P^*w \rangle\) for all \(v \in A\) and \(w \in B\).

The adjoint may not exist for some operators in some pairings. In the pairing \([A,B,\langle,\rangle]\) every bounded operator on A will possess an adjoint if and only if B is canonically isomorphic to \(A^*\).

If \(A_0\) is a closed subspace of a Banach space A then we say that an operator \(P:A \to A_0\) is a projection of A onto \(A_0\) if P is bounded, \(P(A) = A_0\) and \(P^2 = P\).

If a projection P of A onto \(A_0\) has an adjoint \(P^*\) then \(P^*\) is also a projection.
Theorem 12.1. Let \([A,B,<, >]\) be a proper pairing of Banach spaces, \(A_0,B_0\) be closed subspaces of \(A\) and \(B\), and \(P,P^*\) be adjoint projections of \(A\) onto \(A_0\) and \(B\) onto \(B_0\) respectively. Then

i) The pairing \([A_0,B_0,<, >]\) is proper.

ii) If \(B\) is canonically isomorphic with the conjugate space of \(A\) (in the pairing \([A,B,<, >]\)) then \(B_0\) is canonically isomorphic with the conjugate space of \(A_0\) (in the pairing \([A_0,B_0,<, >]\)).

Proof. i) Let \(v_0 \in A_0\) and \(<v_0,P^*w> = 0\) for all \(w \in B\). Then by definition \(<v_0,P^*w> = <Pv_0,w> = <v_0,w> = 0\) for all \(w \in B\) and since the pairing is proper, \(v_0 = 0\). The proof is similar for \(w_0 \in B_0\).

ii) Let \(\varphi\) be any bounded linear functional on \(A_0\). By the Hahn-Banach theorem \(\varphi\) can be extended to some bounded linear functional \(\tilde{\varphi}\) on \(A\). By assumption there is an element \(w^\varphi \in B\) such that \(\tilde{\varphi}(v) = <v,w^\varphi>\) for all \(v \in A\). Hence for \(v \in A_0\), \(\varphi(v) = <v,w^\varphi> = <Pv,w^\varphi> = <v,P^*w^\varphi> = <v,w^\varphi_0>\), \(w^\varphi_0 = Pw^\varphi \in B_0\). By i) \(w^\varphi_0\) is unique.

We proceed now to apply Theorem 12.1 to the case when \(A = \Lambda_\alpha^{\mathcal{P}}\), \(B = \Lambda_\alpha^{'\mathcal{P}}\) (c.f. §11). For \(\{v_j,w_j\} \in \Lambda_\alpha^{\mathcal{P}}\) and \(\{v'_j,w'_j\} \in \Lambda_\alpha^{'\mathcal{P}}\) and for \(\{v_j\} \in \Lambda_\alpha^{\mathcal{P}}\) and \(\{v'_j\} \in \Lambda_\alpha^{'\mathcal{P}}\), if \(\alpha\) is an integer, the bilinear form \(<,>_{\alpha}\) is defined by the formulas

\[
(12.1) \quad <\{v_j,w_j\}, \{v'_j,w'_j\}>_\alpha = \sum_{l=0}^{m} \sum_{|j|=l} \left[ \int_{\mathbb{R}^n} v_j(x) v'_j(x) dx \right] + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} w_j(x,t) w'_j(x,t) d\mu_{\beta}(x,t)
\]

for \(\alpha\) not integer, \(m = \lceil \alpha \rceil\), \(\beta = \alpha - \lfloor \alpha \rfloor\), and

\[
(12.1') \quad <\{v_j\}, \{v'_j\}>_{m} = \sum_{l=0}^{m} \sum_{|j|=l} \int_{\mathbb{R}^n} v_j(x) v'_j(x) dx
\]

if \(\alpha\) is an integer \(\alpha = m\).
The pairing

\[ (12.2) \quad \langle \Lambda^p_\alpha, \Lambda^{p'}_\alpha \rangle <, >_\alpha \]

is clearly proper, the norms in \( \Lambda^p_\alpha \) and \( \Lambda^{p'}_\alpha \) are admissible and for \( 1 \leq p < \infty \)
\( \Lambda^{p'}_\alpha \) is in this pairing canonically isomorphic to the conjugate space of \( \Lambda^p_\alpha \).

As indicated in §11, for every \( p, 1 \leq p \leq \infty \), the space \( W^\alpha_p \) with norm
\[ \| \cdot \|_{\alpha,p} \]
can be isometrically imbedded in the space \( \Lambda^p_\alpha \), the imbedding \( E_{\alpha,p} : W^\alpha_p \to \Lambda^p_\alpha \)
being given by the formulas

\[ (12.3) \quad v_j(x) = D_j u(x), \quad w_j(x,t) = \frac{\Delta_t D_j u(x)}{|t|^{\beta}}, \quad u \in W^\alpha_p, \quad |\| \leq m = [\alpha], \quad \beta = \alpha - [\alpha], \]
if \( \alpha \) is not an integer, and

\[ (12.3') \quad v_j(x) = D_j u(x), \quad u \in W^m_p, \quad |\| \leq m, \]
if \( \alpha \) is an integer, \( \alpha = m \).

Consider now, for \( \{ v_j, w_j \} \in \Lambda^p_\alpha \) or for \( \{ v_j \} \in \Lambda^m_\alpha \) if \( \alpha = m \) is an integer,
the transformation \( T_{\alpha,p} \) defined by the formula

\[ (12.4) \quad T_{\alpha,p} \{ v_j \} (z) = \sum_{l=0}^{\infty} \binom{m}{l} \int_{R^n} \Delta_t D_j G_{2\alpha}(z-x) v_j(x) \]
\[ \quad + \int_{R^n} \int_{R^n} \frac{\Delta_t,x,x \cdot y_j \cdot z_{\alpha}(z-x)}{|t|^{\beta}} w_j(x,t) d\mu_{\beta}(x,t) \]
for \( \alpha \) not an integer, and

\[ (12.4') \quad T_{m,p} \{ v_j \} (z) = \sum_{l=0}^{m} \binom{m}{l} \int_{R^n} D^{\alpha} D_j G_{2m}(z-x) v_j(x) dx \]
for \( \alpha \) integer, \( \alpha = m \).

If \( u \in W^\alpha_p \) then the reproducing formulas (5.27), (5.29) and Propositions 10.1 and 10.2 give

\[ (12.5) \quad T_{\alpha,p} E_{\alpha,p} u(x) = u(x) \quad \text{almost everywhere.} \]
Using propositions 10.1, 10.2, and 10.4 we conclude that for $\alpha$ not an integer and $1 \leq p \leq \infty$, $\mathcal{T}_{\alpha, p} \{v_j, w_j\} \in W^\alpha_p$ if $\{v_j, w_j\} \in \Lambda_\alpha^p$ and there is a constant $C$ independent of $\{v_j, w_j\}$ such that

\begin{equation}
|\mathcal{T}_{\alpha, p} \{v_j, w_j\}|_{\alpha, p} \leq C \|\{v_j, w_j\}\|_{\alpha, p} \quad \text{for} \quad 1 \leq p \leq \infty.
\end{equation}

On the other hand if $\alpha$ is an integer, $\alpha = m$, then from (5.7) and (6.13) it follows that $\{v_j\} \in \Lambda_m^p$ implies $\mathcal{T}_{m, p} \{v_j\} \in W^m_p$ and there is a constant $C$ independent of $\{v_j\}$ such that

\begin{equation}
|\mathcal{T}_{m, p} v_j|_{m, p} \leq C \|v_j\|_{\Lambda_m^p} \quad \text{for} \quad 1 < p < \infty.
\end{equation}

We easily verify that

\begin{equation}
(E_{\alpha, p} T_{\alpha, p})^* = E_{\alpha, p'} T_{\alpha, p'}
\end{equation}

in the pairing $[\Lambda_\alpha^p, \Lambda_{\alpha'}^{p'}, <, >_\alpha]$.

Taking into account (12.5), (12.6), (12.6') and (12.7) we get

**Theorem 12.2.** If either $\alpha$ is not an integer and $1 \leq p \leq \infty$, or $\alpha$ is an integer and $1 < p < \infty$, then the operator $\mathcal{P}_{\alpha, p} = E_{\alpha, p} T_{\alpha, p}$ is a projection of $\Lambda_\alpha^p$ onto the subspace $E_{\alpha, p}(W^\alpha_p)$. In the pairing (12.2), $\mathcal{P}_{\alpha, p'}$ is the adjoint operator of $\mathcal{P}_{\alpha, p}$.

Pairing (12.2) induces a corresponding pairing of the spaces $W^\alpha_p$ and $W^\alpha_{p'}$,

\begin{equation}
[W^\alpha_p, W^\alpha_{p'}, (, )_\alpha]
\end{equation}

with

\begin{equation}
(u, v)_\alpha = \langle E_{\alpha, p} u, E_{\alpha, p'} v \rangle_\alpha
\end{equation}

for $u \in W^\alpha_p$, $v \in W^\alpha_{p'}$.

Hence, using Theorems 12.1 and 12.2, we get
THEOREM 12.3. If either $\alpha$ is not an integer and $1 \leq p < \infty$, or $\alpha$ is an integer and $1 < p < \infty$, then in the pairing (12.8) the space $W_p^\alpha$ is canonically isomorphic to the conjugate space of $W_p^\alpha$.

Similar results can be obtained for spaces $\widetilde{W}_{\alpha}^{a,p}$. To obtain an isomorphism of $\widetilde{W}_{\alpha}^{a,p}$ with $(\widetilde{W}_{\alpha}^{a,p})^*$ we have to choose a suitable pairing (the isomorphism obviously depends on the pairing). The quickest way is to use the isomorphism $G_{\alpha+1/2}$ between $\widetilde{W}_{\alpha}^{a,p}$ and $W_{\alpha}^{1/2}$ (see theorems 11.4 and 11.5) and take advantage of the pairing $[W_{\alpha}^{1/2}, W_{\alpha}^{1/2}, ( , )_{1/2}]$ (see (12.8) and (12.9)). We obtain thus the pairing

$$[\widetilde{W}_{\alpha}^{a,p}, \widetilde{W}_{\alpha}^{a,p}, (G_{\alpha+1/2}, G_{\alpha+1/2})_{1/2}]$$

and the theorem

THEOREM 12.4. For $1 \leq p < \infty$, $\widetilde{W}_{\alpha}^{a,p}$ is canonically isomorphic to $(\widetilde{W}_{\alpha}^{a,p})^*$ in pairing (12.10).

Remark. In analogy with our procedure in the case of spaces $W_p^\alpha$ it would seem more natural to use the following construction for spaces $\widetilde{W}_{\alpha}^{a,p}$.

Put $X_P = L^P(R^n) \times L^P(R^n \times R^n, d\mu)$. For $[v,w] \in X_P$ define $\|v + w\|_P = \|v\|_P + \|w\|_P$. For $\alpha > 0$, the space $\widetilde{W}_{\alpha}^{a,p}$ with norm $[a,p,k]_{\alpha,p,k}$, $k > \alpha$, is then isometrically imbedded in $X_P$ by the mapping $E_{\alpha,p}^{(1)}$:

$$n \rightarrow \{u, |t|^{-\alpha} \Delta_t^k u\}.$$

The spaces $X_P$ and $X_P'$ are in natural pairing with scalar product $<\{v,w\}, \{v',w'\}> = \int \bar{v} v' dx + \int \bar{w} w' d\mu(x,t)$. We would expect now to find suitable adjoint projections of $X_P$ onto $E_{\alpha,p}^{(1)}(\widetilde{W}_{\alpha}^{a,p})$ and of $X_P'$ onto $E_{\alpha,p}^{(1)}((\widetilde{W}_{\alpha}^{a,p})'$. These will be obtained if we get suitable reproducing formulas for the $\widetilde{W}_{\alpha}^{a,p}$ which would play in the present case the same role
as the formulas (5.27) and (5.29) played in the case of spaces \( W_p^\alpha \) when we constructed the transformations \( T_{\alpha,p} \) and the projections \( E_{\alpha,p} T_{\alpha,p} \). Such reproducing formulas exist; they require the use of the reproducing (or pseudo-reproducing) kernel for the space \( \mathcal{S}^{\alpha,2} \) with the norm \( \| \_{\alpha,2,k} \)

(\text{for } W_p^\alpha \text{ we used the reproducing kernel } G_{2\alpha}(x-y) \text{ of the space } W_2^\alpha \text{ with norm } \| \_{\alpha,2} \text{, this space being essentially the space } P^\alpha \). The required reproducing kernel is the inverse Fourier transform of \( (2\pi)^{-n/2}(1+C|s|^{2\alpha})^{-1} \)

with \( C = \frac{(-1)^{k+1}}{2} C(n,\alpha) \Delta_k^{2\alpha} \). The reason why we did not use this approach is that we would need many properties of this kernel which are not readily available.

CHAPTER III
Perfect completion of \( \mathcal{Y}^{\alpha,p} \) and \( \mathcal{B}^{\alpha,p} \).

§13. The spaces \( \mathcal{Y}^{\alpha,p} \) and \( \mathcal{B}^{\alpha,p} \).

In this section we prove the existence of perfect functional completions of \( \mathcal{Y}^{\alpha,p} \) and \( \mathcal{B}^{\alpha,p} \) which will be denoted \( \mathcal{Y}^{\alpha,p} \) and \( \mathcal{B}^{\alpha,p} \). We give also a description of the exceptional sets of these classes and differentiability properties (in the ordinary sense) of functions in these classes.

We remind the reader that \( \mathcal{Y}^{\alpha,p} \) and \( \mathcal{B}^{\alpha,p} \) are formed by functions in \( C^\infty_0 \) with norms \( \| u \|_{\alpha,p} \) or \( \| u \|_{\alpha,p,k} \) and their imperfect completions (rel. \( \mathcal{A}_0 \)) are \( W_p^\alpha \) and \( \mathcal{S}^{\alpha,p} \) respectively. We also consider the class \( C^\infty_0 \) with the norm \( \| u \|_{\alpha,p} \) as defined in \( L_p^\alpha \). We define its perfect completion, which will be denoted \( \mathcal{F}^{\alpha,p} \) (\( L_p^\alpha \) is its imperfect completion rel. \( \mathcal{A}_0 \)).
Since for \( \alpha \) non-integer the norm in \( W_\alpha^p \) is equivalent to the one in \( \tilde{W}_\alpha^p \) (see Theorem 11.4) we will have
\[
B_\alpha^p = \tilde{W}_\alpha^p \quad \text{for \( \alpha \) non-integer.}
\]

Since for integer \( m \) and \( 1 < p < \infty \) the norm in \( W_m^p \) is equivalent to the one in \( L_m^p \) (see Theorem 11.1) we will have
\[
P_m^p = \tilde{W}_m^p \quad \text{for integer \( m \) and \( 1 < p < \infty \).}
\]

It is therefore enough to prove the existence of \( B_\alpha^p \) and \( B_\alpha^m \) in order to have \( \tilde{W}_\alpha^p \) except when \( \alpha \) is an integer and \( p = 1 \). We will show that \( L^{1,1} \) exists, but the problem of existence of \( L^{m,1} \) for \( m \) integer \( > 1 \) remains open.

For \( p = \infty \) all our incomplete spaces are proper functional spaces and, as mentioned before, have proper functional completions denoted
\[
P_\alpha^\infty < \tilde{W}_\alpha^\infty < B_\alpha^\infty \quad \text{and} \quad B_\alpha^\infty \subset P_\alpha^\infty, \tilde{W}_\alpha^\infty, B_\alpha^\infty \text{ respectively.}
\]

The exceptional classes for \( \alpha_\alpha^p \) and \( \alpha_\alpha^m \) will be denoted \( \alpha_\alpha^p \) and \( \alpha_\alpha^m \) respectively. Since for \( 0 \leq \alpha_1 < \alpha_2 < \alpha_3 \) we have \( L_{\alpha_1}^p \subset \tilde{W}_{\alpha_2}^p \subset L_{\alpha_3}^p \) (see Theorem 11.iii) the corresponding norms, on \( C_0^\infty \) satisfy
\[
\|u\|_{\alpha_1^p} \leq c \|u\|_{\alpha_2^p}, \quad \|u\|_{\alpha_3^p} \leq c' \|u\|_{\alpha_3^p}
\]
with positive constants \( c, c' \). Hence
\[
(13.3) \quad P_{\alpha_1^p} \subset B_{\alpha_2^p} \subset P_{\alpha_3^p} \quad \text{and} \quad \alpha_{\alpha_1^p} \subset \alpha_{\alpha_2^p} \subset \alpha_{\alpha_3^p}
\]
\[
\text{for} \quad 0 \leq \alpha_1 < \alpha_2 < \alpha_3.
\]

Since we will prove the existence of \( \tilde{W}_{1,1}^1 \), the exceptional class of which will be denoted \( \tilde{W}_{1,1}^1 \) we have also
\[
(13.3') \quad P_{\alpha_1^1} \subset \tilde{W}_{1,1}^1 \subset P_{\alpha_2^1} \quad \text{and} \quad \alpha_{\alpha_1^1} \subset \tilde{W}_{1,1}^1 \subset \alpha_{\alpha_2^1}
\]
\[
\text{for} \quad 0 \leq \alpha_1 < 1 < \alpha_2.
\]
The existence of \( \mathcal{F}_{m,1} \) for \( m \) an integer \( > 1 \) not being proved as yet, we will use an "almost perfect" completion of \( \mathcal{F}_{m,1} \) which we will denote here (improperly!) \( \mathcal{K}_{m,1} \) and which will have an exceptional class given by

\[
\mathcal{K}_{m,1} = \bigcap_{\alpha < m} \mathcal{K}_{\alpha,1}.
\]

This class is much smaller than \( \mathcal{K}_0 \). The existence of a completion of \( \mathcal{F}_{m,1} \) rel. \( \mathcal{K}_{m,1} \) is assured by the fact that there exists a completion of \( \mathcal{F}_{m,1} \) rel. \( \mathcal{K}_{\alpha,1} \) for every \( \alpha < m \), hence also rel. \( \mathcal{K}_{m,1} \) (see Prop. 6, § 4 of [1]).

We can therefore write, extending (13.3'),

\[
\mathcal{P}_{m,1} \supset \mathcal{K}_{m,1} \supset \mathcal{P}_{2,1} \supset \mathcal{K}_{m,1} \supset \mathcal{K}_{2,1}
\]

for \( m \) an integer and \( 0 < \alpha_1 < m < \alpha_2 \).

To simplify some statements we will use the notation \( \mathcal{K}_{m,1}^{\alpha_1, \alpha_2, p} \) for the exceptional class of \( \mathcal{P}_{m,1}^{\alpha_1, \alpha_2, p} \) even in cases when \( \mathcal{P}_{m,1}^{\alpha_1, \alpha_2, p} \) coincides with \( \mathcal{P}_{m,1}^{\alpha_1, \alpha_2, p} \) or \( \mathcal{P}_{m,1}^{\alpha_1, \alpha_2, p} \) respectively. (However, \( \mathcal{P}_{m,1}^{\alpha_1, \alpha_2, p} \) will be considered with its own standard norm \( \| \cdot \|_{\alpha_1, \alpha_2, p} \).

We turn now to the proof of existence of \( \mathcal{P}_{m,1}^{\alpha_1, \alpha_2, p} \), \( \mathcal{B}_{m,1}^{\alpha_1, \alpha_2, p} \) and \( \mathcal{K}_{m,1}^{\alpha_1, \alpha_2, p} \).

We will notice first that in all our imperfect completions \( \mathcal{L}_{m,1}^{\alpha_1, \alpha_2, p} \), \( \mathcal{K}_{m,1}^{\alpha_1, \alpha_2, p} \), and \( \mathcal{W}_{m,1}^{\alpha_1, \alpha_2, p} \), if a function \( u(x) \) belongs to one of them, then so do all regularizations \( u_{\rho} = u * e_{\rho} \) with some fixed regularizing function \( e \) and \( u_{\rho} \) converges strongly to \( u \) in the corresponding norm. Furthermore for a function \( \varphi \in C_0^\infty \) such that \( \varphi(x) = 1 \) when \( |x| \leq 1 \), \( \varphi(x) u_{\rho}(x) \) belongs to the same space and converges in norm to \( u_{\rho}(x) \) when \( \sigma \downarrow 0 \). It follows that we can

1. This follows from the fact that there exists a completion rel. \( \mathcal{K}_{0,1} \), namely \( \mathcal{W}_{m,1}^{\alpha_1, \alpha_2, \rho} \), and that there exists a completion of \( C_0^\infty \) with the weaker norm \( \| u \|_{\alpha_1, \alpha_2, \rho} \) rel. \( \mathcal{K}_{0,1} \).
choose \( \rho_k \neq 0 \) and \( \alpha_k \neq 0 \) such that \( \varphi(\sigma_k, x) u_k(x) \) converge in the space to \( u(x) \). Moreover, if \( u(x) \) is continuous \( \varphi(\sigma_k, x) u_k(x) \) will converge pointwise everywhere to \( u(x) \).

To abbreviate, we will denote by \( \tilde{\mathcal{F}} \) any of the imperfect completions \( L^p_\alpha \), \( W^{2, \alpha}_p \), and \( W^\alpha_p \) and by \( \| \| \) the corresponding norm. What has been said above implies

1) A continuous function belonging to \( \tilde{\mathcal{F}} \) must belong to any functional completion of \( C^\infty_0 \) with norm \( \| \| \).

We have furthermore

2) If for each \( u(x) \in \tilde{\mathcal{F}} \) the function \( u'(x) = |u(x)| \) also belongs to \( \tilde{\mathcal{F}} \) and \( \| u' \| \leq \| u \| \) 1. then \( C^\infty_0 \) with norm \( \| \| \) has a perfect functional completion rel. to an exceptional class \( \mathcal{A} \) formed by sets \( A \) for which there exists an increasing Cauchy sequence of positive continuous functions \( f_n \in \tilde{\mathcal{F}} \) such that \( f_n(x) \not\to \infty \) for \( x \in A \).

Proof. By Theorem 1.2 the class \( \mathcal{F} \) of continuous functions belonging to \( \mathcal{F} \) has the same functional completions as \( C^\infty_0 \). Since \( \mathcal{F} \) has the strong majoration property there exists a common perfect completion of \( C^\infty_0 \) and \( \mathcal{F} \). By the theory reviewed in \( \S 1 \) the exceptional sets \( A \) for this completion are those of capacity \( c_1(A) = 0 \). Since the sets of the class \( \mathcal{A} \) are obviously exceptional for any functional completion it remains to show that if \( c_1(A) = 0 \) then \( A \in \mathcal{A} \). In fact, \( c_1(A) = 0 \) means that for every \( k \) there exist sets \( A^{(k)}_n \) and functions \( f^{(k)}_n \in \mathcal{F} \) such that

\[
A \subseteq \bigcup_{n=1}^\infty A^{(k)}_n, \quad \sum_{n=1}^\infty \| f^{(k)}_n \| < 2^{-k} \quad \text{and} \quad |f^{(k)}_n(x)| \geq 1 \quad \text{for} \ x \in A^{(k)}_n.
\]

1. This is a special form of strong majoration property.
The sequence of functions \( f_n(x) = \sum_{i=1}^{n} \sum_{k=1}^{n} f_i^{(k)}(x) \) shows that \( A \in \mathcal{A} \).

**Theorem 13.1.** The perfect completions \( B_{\alpha,p} \) for \( 0 < \alpha < 1 \) and \( \mathcal{D}_{\alpha,p} \) for \( 0 < \alpha \leq 1 \) exist and their exceptional classes \( \mathcal{E}_{\alpha,p} \) and \( \mathcal{D}_{\alpha,p} \) are determined as in Prop. 2).

For \( \mathcal{E}_{\alpha,p}, \alpha < 1 \), we can take the norm \( |u|_{\alpha,p,1} \) and the condition in Prop. 2) is obviously satisfied since for \( u'(x) = |u(x)|, |\Delta_x u'(x)| \leq |\Delta_x u(x)| \). The only remaining case of \( W_1^p \) is settled by noticing that if \( u(x) \) is absolutely continuous in any variable \( x_k \) on an interval, so is \( |u(x)| \) and \( \left| \frac{\partial}{\partial x_k} u(x) \right| = \left| \frac{\partial u(x)}{\partial x_k} \right| \) almost everywhere on the interval.

**Remark 1.** The exceptional class \( \mathcal{E}_{\alpha,1} \) was investigated by W.H. Fleming \([8] \) who proved that it is the class of sets of \((n-1)\)-dimensional Hausdorff measure 0.

We will need the following mean-value theorems for Bessel potentials, similar to Frostman's theorems for Riesz potentials; the theorems were proved in \([2] \).

For any \( g(x) \geq 0, g \in L^1_{\text{loc}} \) we will consider the function

\[ u(x) = G_\alpha g(x) = \int G_\alpha(x-y) g(y) \, dy \]

as defined everywhere by the integral - infinite when the integral is infinite.

**Mean Value Theorems.** There exists a constant \( C \) depending only on \( \alpha \) and \( n \) such that for each sphere \( S(x,r), r \leq 1 \),

1) \[ \frac{1}{|S(x,r)|} \int_{S(x,r)} G_\alpha(z-y) \, dy \leq C G_\alpha(z-x) \quad \text{for every } z. \]
ii) \[ \frac{1}{|S(x,r)|} \int_{S(x,r)} G_{\alpha} g(y) \, dy \leq CG_{\alpha} g(x) \quad \text{for every } x \text{ when } g \in L^1_{\text{loc}} \text{ and } g \geq 0. \]

iii) \[ \lim_{r \to 0} \frac{1}{|S(x,r)|} \int_{S(x,r)} G_{\alpha} g(y) \, dy = G_{\alpha} g(x) \quad \text{for every } x \text{ when } g \in L^1_{\text{loc}} \text{ and } g \geq 0. \]

iv) \[ \lim_{\rho \to 0} \rho \int (e * G_{\alpha} g)(x) = \lim_{\rho \to 0} \rho G_{\alpha} g(x) = G_{\alpha} g(x) \quad \text{for every } x \text{ when } g \in L^1_{\text{loc}} \text{ and } g \geq 0 \text{ where } e \text{ is any regularizing function.} \]

Our next proposition will settle the question of existence of $P^\alpha, P$ and $B^\alpha, P$ in all the remaining cases.

3) Consider two of our imperfect completions $\tilde{\mathcal{F}}$ and $\tilde{\mathcal{F}}_1$ such that for some $\alpha > 0$, $G_{\alpha}(\tilde{\mathcal{F}}_1) = \tilde{\mathcal{F}}$ and $C^{-1} \|f\|_1 \leq \|G_{\alpha} f\| \leq C \|f\|_1$ for every $f \in \tilde{\mathcal{F}}_1$ with a constant $C > 0$. Suppose further that $\tilde{\mathcal{F}}_1$ satisfies the global majoration property in the form

\[(*) \quad \text{For every } f \in \tilde{\mathcal{F}}_1 \text{ there exists } f' \in \tilde{\mathcal{F}}_1 \text{ such that } f'(x) \geq |f(x)| \text{ a.e. and } \|f'\|_1 \leq M \|f\|_1 \text{ with } M \text{ independent on } f. \]

Then: 1°. $\tilde{\mathcal{F}}$ has property $(*)$; 2°. $C^0_0$ in the norm $\|\|$ of $\tilde{\mathcal{F}}$ has a perfect functional completion $\tilde{\mathcal{F}}$ rel. $\mathcal{A}$ where $\mathcal{A}$ is the class of sets $A$ for which there exists a function $g \in \tilde{\mathcal{F}}_1$, $g \geq 0$ with $G_{\alpha} g(x) = \infty$ for $x \in A$;

3°. $\tilde{\mathcal{F}}$ is formed by all functions defined exc. $\mathcal{A}$ by the integrals $\int G_{\alpha} (x-y)f(y) \, dy$ with $f \in \tilde{\mathcal{F}}_1$.

Proof. 1°. For $u \in \tilde{\mathcal{F}}$ take $f \in \tilde{\mathcal{F}}_1$ with $u = G_{\alpha} f$, then $f'$ by $(*)$ and put $u' = G_{\alpha} f'$. Obviously $u' \geq |u|$ and $\|u'\| \leq M C^2 \|u\|$. 

2°. We show first that $\mathcal{O}$ is $\sigma$-additive. If $A = \bigcup A_k$, $A_k \in \mathcal{O}$ and $g_k$ is the corresponding function, then $g = \sum 2^{-k} \| g_k \|_1 g_k$ corresponds to $A$. Next we show that every $A \in \mathcal{O}$ must be an exceptional set for any completion of $C^0_0$ in the norm of $\mathcal{F}$. To this effect consider the function $g \in \mathcal{F}_1$, $g \geq 0$, $G_a g(x) = \infty$ for $x \in A$. As before, we can find a sequence of functions $\varphi(x, e^* g) = C^0_0$ which converge in norm of $\mathcal{F}$ to $G_a g$. By Mean-Value Theorem iv) these functions converge pointwise to $G_a g(x) = \infty$ for $x \in A$.

To finish the proof of 2° and 3° we remark that each $u(x) = \int G_a(x-y)f(y)dy$ in $\mathcal{F}$ is finite exc. $\mathcal{X}$, namely outside of the set $A$ where $\int G_a(x-y)f(y)dy = \infty$ ($f'$ corresponds to $f$ by (*)). It follows that in each equivalence class rel. $\mathcal{A}_0$ of $\mathcal{F}$ there exists one and only one equivalence class of $\mathcal{F}$ rel. $\mathcal{A}$.

Taking $\mathcal{F}$ with the norm of $\mathcal{F}$ we see that $\mathcal{F}$ is a functional class $\subset \mathcal{F}$ forming a Banach space isometrically isomorphic to $\mathcal{F}$. Since $C^0_0 \subset \mathcal{F}$, it remains only to show that $\mathcal{F}$ is a functional space rel. $\mathcal{O}$. In fact, if $\{u_n\} \subset \mathcal{F}$ and $\|u_n\| \to 0$ we choose $u_{n_k}$ so that $\sum \|u_{n_k}\| < \infty$. If $f_{n_k} \in \mathcal{F}_1$ with $u_{n_k} = G_a n_{n_k} f_{n_k}^t$ corresponds to $f_{n_k}^t$ by (*) and $g = \sum f_{n_k}^t$ then $u_{n_k}(x) \to 0$ outside of the set $A$ where $G_a g(x) = \infty$.

Theorem 13.2. The perfect completions $P_{\alpha}^p$ and $B_{\alpha}^p$ exist for all $\alpha > 0$ and $p \geq 1$. The exceptional classes $\mathcal{A}_{\alpha}^p$ and $\mathcal{B}_{\alpha}^p$ are determined as in Prop. 3, 2° by taking in case of $P_{\alpha}^p$ the isomorphism $G_a : L^p \to L^p_{\alpha}$ and in case of $B_{\alpha}^p$ the isomorphism $G_{\alpha, \gamma} : \mathcal{F}^\gamma \to \mathcal{F}^\gamma_{\alpha}$ with any $\gamma$, $0 < \gamma < \alpha$.

1. The simplest way to see this is to write for $u \in C^0_0$, $f = G_a u = G_{2, \alpha} (1-\Delta) f u$ where $\Delta$ is the Laplacian, $f$ an integer $> \alpha/2$; then $f$ is continuous and $G_a f$ defines $u$ everywhere.
A comment should be made in case of $B^{\alpha,p}$. We first use $\gamma < 1$ to be assured of the strong majoration property in $\tilde{\mathcal{B}}^\gamma p$ as in Prop. 2). Then by Prop. 3) we obtain the global majoration property for all $\tilde{\mathcal{B}}^\gamma p$. Obviously, the perfect completion and its exceptional class are independent of the choice of $\gamma$.

Remark 2. The classes $\alpha^{a,2} = \tilde{\alpha}^{a,2} = \mathcal{L}^{a,2}$ were studied extensively in [2]. Classes $\alpha^{a,p}$ for $p \neq 2$ were investigated by B. Fuglede [9].

For a function $u \in L^1_{\text{loc}}$ the Lebesgue set is the set of points $x$ such that there exists a number $u^L(x)$ with

$$\lim_{r \to 0} \frac{1}{|S(x,r)|} \int_{S(x,r)} |u(y) - u^L(x)| \, dy = 0.$$ 

The complement $A_u$ of the Lebesgue set is the Lebesgue exceptional set (L-exc. set) of $u$ on which the functions $u^L(x)$ -- the Lebesgue function of $u$ -- is not defined (see the corresponding developments in [3]).

With an arbitrary bounded function $g$ vanishing outside of a compact and satisfying $\int g \, dx = 1$ define

$$u^g(x) = \lim_{\rho \to 0} \left( \int g \left( \frac{x-y}{\rho} \right) u(y) \, dy \right),$$

wherever the limit exists. The points $x$ where the limit does not exist form the exceptional set of $u^g$ -- the corrected function of $u$ by $g$. The Lebesgue function $u^L$ serves as a "minimal" corrected function since every $u^g$ is an extension of $u^L$. $u^L(x) = u(x)$ a.e. and the L.exc. set $A_u$ has measure 0.

The following fact concerning the Lebesgue function $u^L$ is of importance to us (see [3]): if $u(x)$ is represented a.e. by the integral
\[ \int G_\alpha(x-y)f(y)\,dy \] then the integral represents \( u^L(x) \) at every point \( x \) where the integral exists and is finite.

**Theorem 13.3.** i) If \( u \) belongs to \( L^p_\alpha \) or \( \tilde{G}^\alpha \) then \( u^L \) and every correction \( u^g \) belong to \( p^\alpha,p \) or \( B^\alpha,p \) respectively. ii) If \( \mu \in \mathcal{W}_m \), \( m \) an integer, \( u^L \) and every correction \( u^g \) belong to the almost perfect completion \( \mathcal{F}^m,1 \rel. \bigcap \mathcal{A}^\alpha,1 \).

**Proof.** Part i) follows immediately from the above statement and the representation of the functions in perfect completion, given in Prop. 3). Part ii) follows from i) since \( \mathcal{F}^m,1 \subseteq \bigcap \mathcal{A}^\alpha,1 \). For \( m = 1 \) it is an open problem if actually \( u^L \) is in the perfect completion \( \mathcal{F}_1 \), the \( L \), exc. set being in \( \mathcal{A}^1,1 \).

**Remark 3.** The corrected functions and the Lebesgue function were introduced with the idea of recapturing the "true" values of a function which might be "incorrectly" defined on a set of measure 0. The above theorem shows that there is some factual background in this heuristic idea. The corrections most often used are by spherical means \( (g = \omega_n/n \text{ for } |x| < 1, = 0 \text{ for } |x| > 1) \) or by regularizations \( (g = e) \).

In preceding section we considered several representation formulas which represented functions in different imperfect completions \( \tilde{\mathcal{F}} \) by integrals almost everywhere. It is important to know if these integrals give actually a perfect representation of the corresponding functions in the perfect completion \( \mathcal{F} \). This is true in most cases and the key to this result lies in the following theorem.

**Theorem 13.4.** As in Prop. 3) consider two spaces \( \tilde{\mathcal{F}} = G_\alpha(\tilde{\mathcal{F}}_1) \) where \( \mathcal{F} \) is \( L^p_\alpha \) or \( \tilde{G}^{\alpha+\varepsilon,p} \) and \( \tilde{\mathcal{F}}_1 \) is \( L^p \) or \( \tilde{G}^{\varepsilon,p} \) with...
Suppose further that an integral transform $K$ from some measure space $\{Z, d\omega(z)\}$ to $\{\mathbb{R}^n, dy\}$ transforms $p$-ab. regularly $L^p(Z, d\omega(z))$ into $\mathcal{F}_1$. Then for any function $w(z) \in L^p(Z, d\omega(z))$ the integral

$$ \int \int G_{\alpha}(x-y)K(z,y)w(z)dw(z)dy $$

represents perfectly a function $u(x) \in \mathcal{F}$ outside of a set of the corresponding class $\mathcal{A}$.

Proof. By Prop. 3) it is enough to show that $f(y) = \int |K(z,y)||w(z)|d\omega(z)$ is in $\mathcal{F}_1$. When $\mathcal{F}_1 = L^p$ this follows from $p$-ab. regularity of $K$. When $\mathcal{F}_1 = L^{\infty, p}$ one has also that $|t|^{-\epsilon} \Delta_{t,y} yK(z,y)$ is $p$-ab. and since $|\Delta_{t,y} yK(z,y)| \leq |\Delta_{t,y} yK(z,y)|$, the kernel $|t|^{-1} \Delta_{t,y} yK(z,y)$ is $p$-ab. too.

Remark 4. As examples of formulas to which our theorem applies we note the reproducing formulas (5.21) (especially as rearranged in (11.12)) (5.25), (5.27), (5.29), inversion formulas (5.22) (rearranged as in (11.12)), (5.26), (5.28), the operator (12.4) in the projection $E_{\alpha, p} T_{\alpha, p}$ and many others. However it does not apply to (5.30) or (12.4') since these contain some singular integral operators.

We pass now to differentiability of functions in our classes. There

1. $\{Z, d\omega(z)\}$ may be $\{\mathbb{R}^m, dz\}$ or $\{\mathbb{R}^m \times \mathbb{R}^m, d\mu(x,t)\}$ and so on with dimension $m$ possibly different from $n$.

2. This means when $\mathcal{F}_1 = L^{\infty, p}$ not only that $K$ is $p$-ab. but also that the kernel $|t|^{-\epsilon} \Delta_{t,y} yK(z,y)$ is also $p$-ab. from $\{Z, d\omega(z)\}$ to $\{\mathbb{R}^m \times \mathbb{R}^m, d\mu(y,t)\}$. 
are three basic questions in this connection.

1) **Existence of distribution-derivatives as functions in the right classes.**

We may consider the imperfect completions $\tilde{F}$. The right class for derivatives $D_j$ of functions in $\tilde{F}$ is the class of the same type (L, W or $\tilde{\mathcal{B}}$) with the same exponent $p$ and with order $\alpha$ diminished by $|j|$ units.

   a) **Classes $W^\alpha_p$.** These are the best from the present point of view. Their definition implies that $D_j(W^\alpha_p) \subset W^{\alpha-|j|}_p$ for all $p$, $1 \leq p \leq \infty$ and all $j$ with $|j| \leq \alpha$.

   b) **Classes $\tilde{\mathcal{B}}^{\alpha,p}$.** Practically as good as the preceding. We take the reproducing formula (11.2) (with $\alpha = \gamma$) and apply $D_j$ formally (which has a meaning in the sense of distributions). We proceed as in the proof of Theorem 11.3 (only the kernel $G_{\alpha-\gamma}$ is now replaced by $D_j G_{\alpha}$) and as before obtain the ab.-regularity of all relevant transformations for $|j| < \alpha$. Hence $D_j \tilde{\mathcal{B}}^{\alpha,p} \subset \tilde{\mathcal{B}}^{\alpha-|j|,p}$ for all $p$ and $|j| < \alpha$. With our definition of $\tilde{\mathcal{B}}^{0,p}$ (see §11) the inclusion is true even for $|j| = \alpha$ but $\tilde{\mathcal{B}}^{0,p}$ is a functional space only for $p \leq 2$ and for $p > 2$ it contains distributions that are not functions.

   c) **Classes $L^p_\alpha$.** Everything is right for $1 < p < \infty$. For $u \in L^p_\alpha$ we use the representation $D_j u(x) = \int G_{\alpha-|j|}(x-y) \int D_j G_{|j|}(y-z) f(z) dz dy$ for $f \in L^p$. The inner integral is a singular integral (see (5.7) and (6.13)). Hence $D_j(L^p_\alpha) \subset L^{p-|j|}_\alpha$ for $1 < p < \infty$, $|j| \leq \alpha$. But when $p = 1$, or $p = \infty$, the inclusion is never valid. We have still obviously $D_j(L^p_\alpha) \subset \bigcap_{\beta \leq \alpha} L^p_{\beta}$. 
\[ \bigcap_{\beta < \alpha - |j|} W^\beta_P \] for \(|j| < \alpha\). For \(|j| = \alpha\), \(D_j(L^1_{|j|})\) contains distributions which are not functions, whereas \(D_j(L'^\infty_{|j|}) \subset \bigcap_{1 \leq q < \infty} L^q_{\text{loc}}\).


If the function \(u\) is represented by one of our integral transforms, which, by our theorems, puts it in one of the classes \(L, W, \mathcal{F}\), of order \(\alpha\) at most, then we cannot apply \(D_j\) to the kernel for \(|j| \geq \alpha\) and obtain still a non-singular integral transform. (Sometimes, when \(|j| = \alpha\) we get a singular integral transform of the type (5.7).) Therefore we will assume \(|j| < \alpha\). Our considerations are valid also for \(|j| = 0\).

The case \(1 < p < \infty\). The only relevant classes are \(L^p_\alpha\) and \(\mathcal{F}^{\alpha,p}\). The transform can always be written in the form (\(\ast\ast\)) of Theorem 13.4 (with \(\alpha\) replaced by \(\alpha - \epsilon\) in case of \(\mathcal{F}^{\alpha,p}\)). Replacing in (\(\ast\ast\)) \(G_\alpha(x-y)\) by \(D_jG_\alpha(x-y)\) (or \(D_jG_{\alpha-\epsilon}\) in case of \(\mathcal{F}^{\alpha,p}\)) and remembering that by (9.1), \(|D_jG_\alpha(x-y)| < c[G_\alpha(x-y) + G_{\alpha-|j|}(x-y)]\), we obtain by the same proof as in Theorem 13.4 that the representation of \(D_ju\), as function in \(\mathcal{F}^{\alpha-|j|}\) (or \(B^{\alpha-|j|,p}\)) is perfect.

The case \(p = 1\). If \(u \in \mathcal{F}^{\alpha,1}\) the results are exactly the same as in the preceding case.

If \(u \in W^\alpha_1\), \(\alpha\) an integer, we do not know if the representation is of the kind treated in Theorem 13.4. However, we know that \(D_ju \in W^\alpha_{|j|}\) and the representation is almost perfect, i.e. valid outside of a set in \(\bigcap_{\beta < \alpha - |j|} \mathcal{F}_{1,\beta}^{\alpha,1}\).

If \(u \in L^1_\alpha\) we know that in general \(D_ju \notin L^1_{\alpha-|j|}\). However, if the representation is of the type of Theorem 13.4 (e.g. \(u = G_\alpha f, f \in L^1\)), we get, in
view of inequality (9.1) that $D^j u$ is defined by the integral outside of a set $\epsilon \mathcal{O}_{a-|j|,1}$.

The case $p = \infty$. In this case all functions in our classes and all their derivatives of order $< \alpha$ are continuous and bounded. The derivatives are represented by the corresponding integrals everywhere.

III) Pointwise differentiation. We will introduce a notion of pointwise derivative, somewhat more restrictive than usual. We will say that $u$ defined outside of some exceptional set $A$ has a pointwise derivative in some direction, say the direction of $x_n$-axis, at the point $y$ if in some interval $y_n - a < x_n < y_n + a$, $a > 0$, $u(y',x_n)$ is defined and absolutely continuous and $D^j x_n u(y) = \lim_{h \to 0} \frac{1}{h} \Delta_h; y_n u(y',y_n)$ exists and is finite. If $u \in L^1_{loc}$ and the so defined $D^j x_n$ exists a.e. and $\frac{x_n}{n} \in L^1_{loc}$ then $D^j x_n u$ is the distribution derivative of $u$.

By repeating the operation we obtain any higher order pointwise derivative $D^j u$. It is clear that it is necessary to define $u$ much more precisely than exc. $\mathcal{O}_{0}$ to have the derivatives $D^j u$ exist in pointwise sense.

We will consider the perfect completions $\mathbb{P}^\alpha, \mathbb{P}^\alpha$, and $\mathbb{P}^\alpha$ and prove that for $u$ in any one of them the pointwise derivatives $D^j u$ exist for $|j| \leq \alpha$ outside of a set of the corresponding class $\mathcal{O}_{a-|j|,1}, \mathcal{O}_{a-|j|,1}$, or $\mathcal{O}_{a-|j|,1}$ and belong to $\mathbb{P}^\alpha, \mathbb{P}^\alpha, \mathbb{P}^\alpha$ and $\mathbb{P}^\alpha$ respectively. The only exceptions will be $p = 1$ for all classes and $p = \infty$ for $\mathbb{P}^\alpha, \infty$.

We prove first a few inclusions

(l3.6) For $0 < \alpha' < \alpha$ and $\frac{1}{p} > \frac{1}{q} > \frac{1}{n} - \frac{\alpha - \alpha'}{n}$, $\mathbb{P}^\alpha \subseteq \mathbb{P}^\alpha, \mathcal{C} \subseteq \mathcal{C}, \mathcal{C} \subseteq \mathcal{C}$. $\mathbb{P}^\alpha, \infty \subseteq \mathbb{P}^\alpha, \infty$.

In fact, by Young's inequality (see [2], §10, Prop. 1) we have $G_{\alpha, f} \in L^q$.
if \( f \in L^p \), hence \( G^\alpha f = G^\alpha \ast (G^\alpha \delta_\alpha f) \in L^p \). The inclusion between exceptional classes follows from the one between the spaces.

\[(\text{13.7}) \quad \text{For } p < q, \quad \mathcal{A}^\alpha_{\alpha'}^p \supset \mathcal{O}^\alpha_{\alpha',q}.\]

It is enough to prove this for bounded sets. Suppose \( A \subseteq S(0, R) \) and \( A \in \mathcal{O}^\alpha_{\alpha',q} \). It follows from Prop. 3) for the isomorphism \( G^\alpha : L^q \rightarrow L^q_{\alpha} \), that \( A \subseteq \{ x : G^\alpha f(x) = \infty \} \) for some \( f \in L^q \), \( f \geq 0 \). Let \( \chi(x) \) be the characteristic function of \( S(0, R) \). Put \( f_1 = \chi f \), \( f_2 = (1-\chi)f \). Then \( G^\alpha f_2 \) is a regular analytic function in \( S(0, R) \), and hence \( A \subseteq \{ x : G^\alpha f_1(x) = \infty \} \). Since \( f_1 \in L^p \), (13.7) follows.

**Lemma. 1.** Let \( A \in \mathcal{O}^\alpha_{\alpha',p} \) (or \( A \in \mathcal{A}^\alpha_{\alpha',p} \)), \( \alpha > 1 \). The set of straight lines parallel to the \( x_n \)-axis and meeting \( A \) forms a set \( \in \mathcal{O}^\alpha_{\alpha-1,p} \) (or \( \in \mathcal{A}^\alpha_{\alpha-1,p} \)).

**2.** Let \( A \in \mathcal{O}^\alpha_{\alpha',p} \). The set of straight lines parallel to the \( x_n \)-axis and meeting \( A \) forms a set of Lebesgue measure 0.

**Proof.** 1. By proposition 3) there exists a function \( \varphi \geq 0 \) such that \( A = \{ x : G^\alpha \varphi(x) = \infty \} \) with \( \varphi \in L^p \) or \( A = \{ x : G^\alpha \varphi(x) = \infty \} \) with \( \epsilon = \min[\frac{\alpha-1}{2}, \frac{1}{2}] \) and \( \varphi \in L^\epsilon_{\alpha'} \). Put \( \varphi_1(x',x_n) = \int_{-N}^{N} \varphi(x', x_n + \tau)\,d\tau \) for a positive integer \( N \). We have

\[ \| \varphi_1 \|_{L^p} \leq 2N \| \varphi \|_{L^p}, \quad \| \Delta^\alpha \varphi_1 \|_{L^p} \leq 2N \| \Delta^\alpha \varphi \|_{L^p}. \]

Therefore \( \varphi_1 \in L^p \) or \( \varphi_1 \in \mathcal{O}^\alpha \) respectively. Put \( A_1^{(N)} = \{ x : G^\alpha \varphi_1(x) = \infty \} \) and \( A_2^{(N)} = \{ x : G^\alpha \varphi_1(x) = \infty \} \) (or \( A_1^{(N)} = \{ x : G^\alpha \varphi_1(x) = \infty \} \) and \( A_2^{(N)} = \{ x : G^\alpha \varphi_1(x) = \infty \} \)). Then \( A_1^{(N)} \in \mathcal{O}^\alpha_{\alpha',p} \) and \( A_2^{(N)} \in \mathcal{O}^\alpha_{\alpha-1,p} \) (or \( \mathcal{A}^\alpha_{\alpha',p} \) and \( \mathcal{A}^\alpha_{\alpha-1,p} \) respectively). Consider a point \( y \in A \subseteq A_1^{(N)} \cup A_2^{(N)} \). By (9.1) we have

\[ \left| \frac{\partial}{\partial x_n} G^\alpha (x-y) \right| \leq c [G^\alpha (x-y) + G_{\alpha-1} (x-y)] \] hence for any \( h, \quad \| h \| < N, \)
\[ |G_\alpha \varphi(y', y_n + h) - G_\alpha \varphi(y', y_n)| \leq \int \int_{R^n} \left| \frac{\partial}{\partial x_n} G_\alpha (y' - x', y_n - x_n + \tau) \right| \varphi(x', x_n) d\tau dx \]

\[ \leq c \left[ \int \int_{R^n} \varphi(x', x_n + \tau) d\tau dx + \int \int_{R^n} G_{\alpha - 1} (y - x) \int \varphi(x', x_n + \tau) d\tau dx \right] \]

\[ \leq c [G_{\alpha_1} \varphi_1(y) + G_{\alpha_1} \varphi_1(y)] < \infty \]

(or similarly \( |G_{\alpha - \epsilon} \varphi(y, y_n + h) - G_{\alpha - \epsilon} \varphi(y)| \leq c [G_{\alpha - \epsilon} \varphi_1(y) + G_{\alpha - \epsilon} \varphi_1(y)] < \infty \)).

It follows that for \( y \) outside of the set \( A \cup \bigcup_{\epsilon} (A_1^{(N)} \cup A_2^{(N)}) \in A_{\alpha - 1, p} \) (or \( A_{\alpha - 1, p} \)) the whole straight line parallel to \( x_n \)-axis and passing through \( y \) lies outside of \( A \).

2°. By Prop. 2) there exists an increasing sequence of continuous positive functions \( u_k \) forming a Cauchy sequence in \( W^1_p \) such that \( A \subset \{ x : u_k(x) \not\to \infty \} \). Since the \( u_k \) are continuous we can find a set \( A_1 \) of measure 0 formed by straight lines parallel to \( x_n \)-axis such that

\[ u_k(x', x_n + h) - u_k(x) = \int_0^h \frac{\partial}{\partial x_n} u_k(x', x_n + \tau) d\tau \quad \text{for all } k, h \text{ and } x \text{ outside of } A_1. \]

If there was a set of positive measure of straight lines parallel to \( x_n \)-axis and meeting \( A \) there would be also a set of positive measure of such lines on which

\[ \int_{-\infty}^{\infty} \left| \frac{\partial}{\partial x_n} u_k(x', x_n + \tau) \right|^p d\tau < M^p \]

for some constant \( M \) and all \( k \) (since \( \frac{\partial}{\partial x_n} u_k \) is a Cauchy sequence in \( L^p \)). Also in this last set there would have to be a point \( y \) where \( |u_k(y)| < N \) for all \( k \). On the corresponding line we would have \( |u_k(y', y_n + h)| < N + M|h|^{1/p} \) and the line would not meet \( A \).

**Theorem 13.5.** 1°. The case \( 1 < p < \infty \). If \( u \in P^{\alpha, p} \) (or \( B^{\alpha, p} \)) and
If $|j| < \alpha$ the pointwise derivative $D_j u$ exists exc. $\alpha - |j|, \beta_p$ (or $\alpha - |j|, \beta_1$) and belongs to $\beta^{-|j|, \beta_p}$ (or $\beta^{-|j|, \beta_1}$); if $|j| = \alpha$, $D_j u$ exists exc. $\alpha_0$ and $\epsilon \in L^p$ for $u \in \beta^{-|j|, \beta_p}$ = $\beta^{-|j|, \beta_1}$. The case $p = 1$. If $u \in \beta^{-|j|, \beta_1}$, or $\beta^{-|j|, \beta_1}$, and $|j| < \alpha$, $D_j u$ exists exc. $\cap \beta^{-|j|, \beta_1}$ and belongs to $\cap \beta^{-|j|, \beta_1}$; if $|j| = \alpha = 1$

and $u \in \beta^{-|j|, \beta_1}$. $D_j u$ exists exc. $\alpha_0$ and belongs to $L^1$. The case $p = \infty$. If $u$ belongs to $\beta^{-|j|, \alpha}$, $\beta^{-|j|, \alpha}$, or $\beta^{-|j|, \alpha}$, and $|j| < \alpha$, $D_j u$ exists everywhere and belongs to $\beta^{-|j|, \alpha}$, $\beta^{-|j|, \alpha}$, or $\beta^{-|j|, \alpha}$ respectively; if $|j| = \alpha$, and $u \in \beta^{-|j|, \alpha}$, then $D_j u$ exists exc. $\alpha_0$ and belongs to $L^\infty$.

Proof. 1'. Clearly it is enough to consider the case $|j| = 1$. Suppose first $1 < \alpha$. We confine ourselves to the case $u \in \beta^{-|j|, \beta_1}$ (the case $u \in \beta^{-|j|, \beta_1}$ is slightly simpler, both are similar to the case $p = 2$ treated in [2]).

Since $u(x) = G_{\alpha - \epsilon} f(x)$ exc. $\beta^{-|j|, \beta_1}$ with $2\epsilon = \min(\alpha - 1, 1)$ and $f \in W_p^{\epsilon}$ we can take the set $A \in \beta^{-|j|, \beta_1}$ of straight lines parallel to $x_n$-axis such that $u(x) = G_{\alpha} f(x)$ outside of $A$ as in the above Lemma, then we write

$$
\frac{1}{h} (u(x',x_n+h) - u(x',x_n)) = \int_{R^n} \int_0^h \frac{1}{\eta_h} \frac{\partial}{\partial x_n} G_{\alpha} (x'-y',x_n-y_n) f(y',y_n+\tau) d\tau dy.
$$

The integrand is majorated by

$$
c \frac{1}{h} [G_{\alpha} (x'-y',x_n-y_n) + G_{\alpha-1} (x'-y',x_n-y_n)] f(y',y_n+\tau).
$$

Introducing

$$
\bar{T}(y',y_n) = \sup \frac{1}{h} \int_0^h |f(y',y_n+\tau)| d\tau
$$

we check immediately that

$$
|\Delta_t \bar{T}(y',y_n)| \leq \sup \frac{1}{h} \int_0^h |\Delta_t f(y',y_n+\tau)| d\tau.
$$

Applying Hardy-Littlewood inequality we get $\bar{T} \in W_p^{\epsilon}$, hence outside
the set where \( G_{\alpha-\epsilon} f(x) + G_{\alpha-\epsilon-\frac{1}{2}} f(x) = \infty \) and set \( A \) -- which form a set in \( L^{\alpha-1,p} \), \( \frac{\partial}{\partial x_n} u(x) \) exists and is given by \( (\frac{\partial}{\partial x_n} G_{\alpha}) \ast f \) which is a perfect representation of a function in \( B^{\alpha-1,p} \).

If \( \alpha = 1 \), we use a sequence of continuous functions \( \varphi_k \in C_0^\infty \) converging in \( F^{1,p} \) to \( u \) exc. \( \partial^1 \). For almost all lines \( \frac{\partial}{\partial x_n} \varphi_k \) converges in \( L^p \)-norm. If we assume that \( \sum |\varphi_k - \varphi_{k+1}|_{l,p} < \infty \) the convergence is dominated by \( \sum |\frac{\partial}{\partial x_n} \varphi_k(x) - \frac{\partial}{\partial x_n} \varphi_{k+1}(x)| + \frac{\partial}{\partial x_n} \varphi_1(x) \in L^p \), hence almost everywhere

\[
\lim_{h=0} \lim_{k=\infty} \frac{1}{h} (u(x',x_n + h) - u(x',x_n)) = \lim_{h=0} \lim_{k=\infty} \frac{1}{h} (\varphi_k(x',x_n + h) - \varphi_k(x',x_n))
\]

finishes this part of the proof.

2°. We use the preceding part and the inclusions (13.6) and (13.7) to show that \( D_j u \) for \( |j| < \alpha \) exists exc. \( \bigcap \partial^\beta \) and is represented by any of the relevant representation formulas differentiated under the sign of integral; but such a differentiated formula in all cases represents a function in \( \bigcap \beta \). For \( |j| = \alpha = 1 \) and \( u \in F^{1,1} \) the proof is as in case 1°.

3°. This is obvious except when \( |j| = \alpha \) and \( u \in F^{\alpha, \infty} \) when we proceed as in 1°.

§14. Restrictions and extensions of functions of \( P^{\alpha,p}, B^{\alpha,p} \).

We shall apply here the results of §10 and §13 to characterize the restrictions of functions of \( B^{\alpha,p} \) and \( P^{\alpha,p} \) to hyperplanes and extensions of functions of \( B^{\alpha,p} \) from hyperplanes to the whole space. Results presented here were obtained in a somehow less precise form by Besov [5] (for \( B^{\alpha,p} \)) and Stein [18] (for \( P^{\alpha,p} \)). The corresponding results for \( F^{\alpha,p} \) can be obtained from the ones described here, in view of its inclusion relations with \( B^{\alpha,p} \) and \( P^{\alpha,p} \) (§13).

We begin with the characterization of restrictions of functions of \( B^{\alpha,p} \).
By Theorem 13.2, if \( u \in B^{\alpha,p} \) and \( \gamma \) is a fixed number, \( 0 < \gamma < \min(1, \alpha) \), then \( u = \int G_{\alpha,\gamma}(x-y)f(y)\,dy \) exc. \( L^{\gamma,p} \) with \( f \in L^{\gamma,p} \) (\( = W^{\gamma,p} \)) and the norms \( |f|_{\gamma,p} \) and \( |u|_{\alpha,p,k} \) (\( k > \alpha \)) are equivalent. For almost all \( z \) we have

\[
\begin{align*}
  f(z) &= G_{\alpha,\gamma} * f(z) + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\Delta_{t;\gamma} G_{2\gamma}(z-y)}{|t|^\gamma} w(y,t)\,d\mu_{\gamma}(y,t),
\end{align*}
\]

where \( w(y,t) = |t|^{-\gamma} \Delta t f(y) \), and consequently,

\[
\begin{align*}
  (14.1) \quad u(x) &= \int_{\mathbb{R}^n} G_{\alpha+\gamma}(x-y)f(y)\,dy + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\Delta_{t;\gamma} G_{\alpha+\gamma}(x-y)}{|t|^\gamma} w(y,t)\,d\mu_{\gamma}(y,t),
\end{align*}
\]

the latter formula being valid in view of Theorem 13.4 exc. \( L^{\gamma,p} \). Formula (14.1) is suitable for defining restrictions of \( u \) to hyperplanes. As before, for \( n'-\text{integer}, \quad 0 < n' < n \), \( x' \) will denote the projection of the point \( x \) onto the hyperplane \( x_{n'+1} = \ldots = x_n = 0 \), \( n'' = n - n' \). Assume that \( \alpha > \frac{n''}{p} \), \( 1 \leq p \leq \infty \) and define the restriction of \( u \) to \( \mathbb{R}^{n'} \),

\[
\begin{align*}
  (14.2) \quad u'(x') &= \int_{\mathbb{R}^n} G_{\alpha+\gamma}(x'-y)f(y)\,dy + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\Delta_{t;\gamma} G_{\alpha+\gamma}(x-y)}{|t|^\gamma} w(y,t)\,d\mu_{\gamma}(y,t),
\end{align*}
\]

with \( f \) and \( w \) as in formula (14.1).

Hence \( u' \) is the sum of results of integral transformations of Props. 10.1 and 10.2 applied to \( f \in L^p(\mathbb{R}^n) \) and \( w \in L^p[\mathbb{R}^n \times \mathbb{R}^n, d\mu_{\gamma}(y,t)] \) respectively. By Props. 10.1, 10.2 i), and Remark 2 of §10, we conclude that \( u' \) is defined a.e. on \( \mathbb{R}^{n'} \), belongs to \( L^p(\mathbb{R}^{n'}) \) and \( |u|_{L^p(\mathbb{R}^{n'})} \leq c |f|_{\gamma,p} \) with a constant \( c \) independent of \( f \). Similarly, the difference quotient \( w'(t',x') = |t'|^{-\alpha} \Delta_{t'1}^k u'(x'), \quad k' > \alpha - \frac{n''}{p} \), is the sum of results of the transformations of Props. 10.2 and 10.4 applied to \( f \) and \( w \) respectively, and by

1. We could put \( \gamma = \frac{1}{2} \min(1, \alpha) \).
Props. 10.2 i), 10.4, and Remark 2 of §10, it belongs to $L^p(\mathbb{R}^n \times \mathbb{R}^n \mu'(x',t'))$ and $\left| w' \right|_{L^p(\mathbb{R}^n)} \leq c \left| f \right|_{L^p(\mathbb{R}^n)}$ with some constant independent of $f$. We conclude that $u' \in L^\alpha_{n'/p,p}$ and

$$\left| u' \right|_{L^\alpha_{n'/p,p,k'}} \leq c \left| u \right|_{L^\alpha_{n'/p,p,k}}$$

with $k > \alpha$ and some constant $c$ independent of $u$.

It remains to prove that $u' \in B^{\alpha-n'/p,p}(\mathbb{R}^n)$. In fact, $u(x)$ is a pointwise limit outside of $A \subseteq L^\alpha_{n/p}$ of a Cauchy sequence of continuous functions $u_k \in L^\alpha_{n/p}(\mathbb{R}^n)$. Hence their restrictions $u'_k$ form by (14.3) a Cauchy sequence of continuous functions in $L^\alpha_{n'/p,p}(\mathbb{R}^n)$ converging pointwise to $u'$ outside of $A \cap \mathbb{R}^n$. We must now prove that $A \cap \mathbb{R}^n \subseteq L^\alpha_{n'/p,p}(\mathbb{R}^n)$. By Prop. 3), 2° there exists obviously a Cauchy sequence of continuous functions $v_k \in L^\alpha_{n/p}(\mathbb{R}^n)$ such that $A \subseteq \{ x : \lim v_k(x) = \infty \}$. Their restrictions form a Cauchy sequence of continuous functions $v'_k \in L^\alpha_{n'/p,p}(\mathbb{R}^n)$ and on $A \cap \mathbb{R}^n$, $v'_k(x') \to \infty$, hence $A \subseteq \mathbb{R}^n \subseteq L^\alpha_{n'/p,p}(\mathbb{R}^n)$. We have proved thus

**Theorem 14.1.** If $u \in B^{\alpha,p}(\mathbb{R}^n)$, $\alpha > \frac{n''}{p}$, $1 \leq p \leq \infty$, then the pointwise restriction $u_R$ of $u$ to $\mathbb{R}^n$ belongs to $B^{\alpha-n'/p,p}(\mathbb{R}^n)$ and the restriction mapping is linear and bounded.

We shall prove now that this restriction mapping is a mapping onto.

Let $u'(x) \in B^{\beta,p}(\mathbb{R}^n)$. Similarly as in (14.1) we can write with some
\[ \gamma, \quad 0 < \gamma < \min(1, \beta) \quad \text{and an} \quad f' \in W^\gamma_p(\mathbb{R}^n) \quad \text{(with the norms} \quad |u'|_{\beta, p, k'} \quad \text{and} \quad |f'|_{\gamma, p} \quad \text{equivalent),} \]

\[ (14.4) \quad u'(x') = \mathcal{G}_\beta^{(n')} \ast f(x') + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\Delta_t^{x';y'} \mathcal{G}_\beta^{(n' \gamma)}(x' - y')}{|t|^{\gamma}} u'(y', t') d\mu_{\gamma}(y', t') \]

\[ \text{exc. } \mathcal{Q}^{\beta, p} \text{ in } \mathbb{R}^n \]

where \( w'(y', t') = |t'|^{-\gamma} \Delta_t^y f'(y') \). Observe, that by the definition of the kernel \( \mathcal{G}_\alpha^{(n')} \) we have

\[ (14.5) \quad \mathcal{G}_\alpha^{(n')} (x') = \mathcal{G}_\alpha^{(n' \gamma)} (|x'|) = \frac{(4\pi)^{n'/2}}{\Gamma(\frac{n'+1}{2})} G_{\alpha+n'}(|x'|) \]

\[ = c_{n'', \alpha} G_{\alpha+n'}(|x'|), \]

where \( G_{\alpha+n'} \) denotes the usual n-dimensional kernel.

Define now the extension \( u \) of the function \( u' \) by the formula

\[ (14.6) \quad u(x) = c_{n'', \beta} \int_{\mathbb{R}^n} G_{n'' + \beta + \gamma} (x - y') f'(y') dy' \]

\[ + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\Delta_t^{x';y'} G_{n'' + \beta + \gamma} (x - y')}{|t|^{\gamma}} w'(y', t') d\mu_{\gamma}(y', t'). \]

Clearly \( u \) is a \( C^\infty \) function outside the hyperplane \( \mathbb{R}^{n'} \) and \( u(x') = u'(x') \) exc. \( \mathcal{Q}^{\beta, p} \) (in \( \mathbb{R}^n \)).

Let \( \alpha = \beta + \frac{n''}{p} \) and \( k \) be an integer, \( k > \alpha \). Applying Props. 10.1 adjoint, 10.2 i) adjoint, and Remark 2 of §10, we verify that \( u \in L^p(\mathbb{R}^n) \) and

\[ \|u\|_{L^p} \leq c |u'|_{\beta, p, k'} \quad (k' > \beta), \quad \text{with some constant} \ c \ \text{independent of} \ u'. \]

Similarly, by Prop. 10.3 and 10.4 adjoint, the difference quotient

\[ |t|^{-\alpha} \Delta_t^k u(x) = w(x, t) \quad \text{is in} \quad L^p[\mathbb{R}^n \times \mathbb{R}, d\mu(x, t)] \quad \text{and} \quad \|w\|_{L^p(d\mu)} \leq c |u'|_{\beta, p, k'} \]

with \( c \) independent of \( u' \). Since (14.6) is of type (** of Theor. 13.4, this proves

---

1. We could put \( \gamma = \frac{1}{3} \min(1, \beta) \).
Theorem 14.2. If $u' \in B^\beta P(R^n)$, $\beta > 0$, $1 \leq p \leq \infty$, then $u'$ can be canonically extended by (14.6) to a function $u \in B^{\beta+n'/p} P(R^n)$, the extension mapping being linear and bounded.

We state now the following theorem concerning spaces $P^{\alpha', P}$:

**Theorem 14.3.** i) If $u \in P^{\alpha', P}$, $\alpha > \frac{n'}{p}$, $1 < p \leq \infty$, then the restriction $u'$ of $u$ to $R^{n'}$ belongs to $B^{\alpha-n'/p} P(R^n)$, the restriction mapping being linear and bounded.

ii) If $u' \in B^\beta P(R^n)$, $\beta > 0$, $1 \leq p < \infty$, then $u'$ can be extended to a function $u \in B^{\beta+n'/p} P(R^n)$, the extension mapping being linear and bounded.

**Proof.** Let $u \in P^{\alpha', P}(R^n)$, then by Theorem 13.2, $u(x) = \int \frac{G_\alpha(x-y)f(y)dy}{x}$, exc. $Q^{\alpha', P}$, $f \in L^p$.

Define

$$u'(x) = \int \frac{G_\alpha(x'-y)f(y)dy}{x'}.$$

By Prop. 10.1, $u'$ is defined a.e. on $R^{n'}$, belongs to $L^p(R^n)$ and $\|u'\|_{L^p} \leq c \|f\|_{L^p}$ with a constant $c$ independent of $f$. On the other hand, by Prop. 10.2 ii) for $k' > \frac{n'}{p}$ the difference quotient

$$w'(x',t') = \frac{t'}{p} \Delta_{t'}^k u'(x') = \int \frac{\Delta_{t'}^k G_\alpha(x'-y)}{|t'|^{\alpha-n'/p}} f(y) dy$$

belongs to $L^p(R^n \times R^n, d\mu'(x', t'))$ and $\|w'\|_{L^p(d\mu')} \leq c \|f\|_{L^p}$ with some constant $c$ independent of $f$. This proves that $u' \in \tilde{B}^{\alpha-n'/p} P(R^n)$. To show that $u'$ is actually in $B^{\alpha-n'/p} P(R^n)$ we proceed as in the last part of Theorem 14.1.

ii) Let $u' \in B^\beta P(R^n)$ and let $u$ be given by (14.6). Then $u = G_{\beta+n'/p} f$ with
\[ f(x) = c_n^{n''}, \beta+\gamma \left\{ \sum_{\mathbb{R}^n} G_{\gamma+n'p}(x-y') f'(y') \, dy' \right. \]
\[ \left. + \sum_{\mathbb{R}^n} \sum_{\mathbb{R}^n} \frac{\Delta_{t';y'} G_{\gamma+n'p}(x-y')}{|t'|^\gamma} w'(y',t') \, dt' \right\} , \]

and by Prop. 10.1 adjoint, 10.2 ii) adjoint, and Remark 2 of §10, \( f \in L^p \) and \( \|f\|_{L^p} \leq c |f'|_{\gamma,p} \). In view of the definition of \( f' \) (as in (14.6)) this completes the proof.

We mention finally the case of the spaces \( \mathcal{Y}^{m,1} \) \( m \)-integer, about which no information can be obtained from the theorems proved above. E. Gagliardo proved (c.f. [11]) that restrictions of functions of \( \mathcal{Y}^{1,1}(\mathbb{R}^n) \) to \( \mathbb{R}^{n-1} \) are in \( L^1(\mathbb{R}^{n-1}) \). His reasoning can be extended (by completion of \( C_0^\infty \)) to prove that restrictions of functions of \( \mathcal{Y}^{m,1}(\mathbb{R}^n) \) to \( \mathbb{R}^n \) are in \( \mathcal{Y}^{m-n'',1}(\mathbb{R}^n) \), \( m-n'' \geq 0 \), \( \mathcal{Y}^{0,1} = L^1 \).
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