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MEASUREMENT OF DIFFRACTION FIELDS OF FINITE CONES BY A SCATTERING TECHNIQUE USING LIGHT MODULATION

ABSTRACT

The present investigation perfects a new method for measuring microwave near-fields and applies the techniques thus developed to the measurement of diffraction fields around finite cones.

A small photoconductive scatterer is employed in a light-modulated scattering technique, which is modulated by light pulses at a chosen rate. Complete electrical isolation is achieved and all complications and sources of error due to connection disturbance and scatterer movement are thereby eliminated.

The results of the measurements with a circular aperture and its disk complement were in complete agreement with the data obtained by more conventional methods, thus validating the operation of the system.

Extensive data on the diffraction field of finite cones have been obtained, verifying the advantages and usefulness of this method. Measurements have been largely confined to the principal component of the electric field distributions but not limited to the principal planes. The cross-polarized component of the diffraction field was also measured. In all cases it was insignificant in comparison with the principal component. The results of the principal plane measurements have also been plotted in three-dimensional contours which afford a better perspective.
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I. INTRODUCTION

I-1. Statement of the Problem

The broad field of scattering and diffraction of waves from obstacles in a homogenous medium has been long investigated in the field of optics. The interest in this subject has notably increased during the past decade because of its relevance in the application of more general electromagnetic phenomena to radar, which operates essentially on the basis of the scattering properties of an obstacle, namely, the target, and advanced antenna design.

Diffracted field in an environment where an incident wave impinges on an obstacle is defined as the total field in the presence of the obstacle, and scattered field is the difference between the total field and the field that would exist if the obstacle were absent. The scattering properties of an object are important in two different but related problems. The first of these deals with the determination of the diffraction field in the vicinity (near zone) of an obstacle of any shape; the second relates the properties of the back-scattered waves from a distant (far zone) object to a quantity called the radar cross section. Analytical solutions to both of these problems may be obtained, in principle, by solving the equations governing the problems with suitable mathematical methods subject to appropriate boundary conditions. However, analytical solutions are limited to idealized situations and in many cases, a variety of approximations must be made. The degree of the approximations necessary both in order to formulate the problem and to obtain a numerical result from the solution depends on the class of the problem and on the particular method used. In general, the evaluation
of far-zone fields is relatively easy to handle both analytically and experimentally, although it usually still is a formidable task. Many mathematical techniques and experimental methods have been proposed in recent years, but analytical solutions have been obtained only for a few simple geometric shapes and many of the approximate solutions remain inadequate for more general problems.

In the study of the diffraction of electromagnetic waves from obstacles of complex shapes, an exact analytical approach is usually not possible and approximate mathematical solutions are generally remote from actual physical conditions. In these instances, experimental results obtained with the aid of carefully designed apparatus are of great importance.

The purposes of this project are:

1. To develop a new experimental technique based on the modulation of a photoconductive scatterer for measuring microwave near fields.
2. To check the validity of this technique by measuring a known field for which exact solutions exist and accurate experimental results are available.
3. To apply this technique to the measurement of unknown fields.

1-2. Field Measurements by Modulated Scattering Technique

A complete determination of the diffraction field of an obstacle requires a knowledge of the field distributions at every point in the space surrounding the obstacle. In an experimental study, this can only be
done with the aid of an auxiliary detection device located at the particular points. The existence of this device disturbs the ideal problem. However, this approximation is inevitable. The main difference between the various measurement techniques lies in the principle of operation of the detection device which is generally in the form of a miniature dipole or a receiving loop. In order to correlate experimental results with theoretical predictions quantitative theory of such devices is necessary.

The most common of these experimental techniques is the so-called probing technique, which employs a receiving antenna in the form of a dipole or a loop at the point of observation connected with a transmission line to the receiving system.

To overcome the difficulties involved in this technique due to disturbances caused by the trailing transmission line, a scattering technique was introduced for the measurement of electric field distributions. The principle of this method is to relate the detected signal scattered back from a very short, thin straight wire to the square of the component of the electric field along the wire. Although this system eliminated the transmission line connections, a very high degree of stability and strict tuning requirements limited the usefulness of the system from a practical point of view.

The modulated scattering technique is an extension of the scattering technique to relax the tuning and stability requirements and to increase the sensitivity of the measurements by simply coding the scattered signal from a dipole. The amplitude modulation of the scattered field, which is set up by the induced currents on the scatterer may be achieved in several
ways. The original and most common method, as it was introduced by Richmond, employed the non-linear characteristic of a miniature semiconductor diode fed by an audio modulating signal. The change of the impedance of the diode under the modulating current causes periodic changes of the current distribution induced on the diode by the total field of interest. The amplitude of the scattered field which is set up by these currents, is then modulated at the same rate. This modulated signal is reflected back to the source, separated from the transmitted signal by means of a hybrid junction, and subjected to coherent detection. It may be shown that when the diode satisfies certain requirements, which will be discussed later, the magnitude of the detected signal is proportional to the square of the magnitude of the tangential component of $E$ along the diode and the phase is twice the phase of this component of $E$ within an additive constant.

Recently this system was revised and extended to the independent measurements of magnetic field distributions. The modulated scattering technique employing diode scatterers has gained unique features of application with this latest development. However, the electrical connections to the diodes carrying modulating current still require consideration. In an experiment where it is possible or required to use a conducting ground plane these connections may be located in their major part behind the plane. The disturbances that would be caused by the exposed part may be reduced considerably by using cotton threads coated with highly resistive material. Yet in a more general experiment this would be a questionable problem and also introduce practical difficulties.
Thus a scatterer which is completely isolated in the measurement space with the possibility of being modulated still remain a desirable device.

I-3. Scattering by Light Modulation

In recent years various modulation methods of scattered fields for microwave diffraction field measurements have been proposed. These included mechanically modulated scatterers\(^4\) and small resonant scatterers.\(^5\)

The most common of these methods, from a practical point of view, employs electronic modulation of the impedance of a diode located in the diffraction field as discussed previously. However, the existence of leads connecting the diode to the modulator involved special considerations as well as experimental difficulties.

This report presents another type of modulating mechanism utilizing periodic changes in the conductivity of a photoelectric material located in the field under measurement upon which light pulses shine at a fixed rate. The diffraction field is thus subjected to modulation at the pulse repetition rate. By the use of this system, it is possible to isolate the scatterer completely at any point in the diffraction field, thereby eliminating all the complications due to connection disturbances and scatterer movement.

The principle of the modulation mechanism is much the same as that of the regular diode dipole; only the manner in which modulation is applied to the scatterer is different. A small dipole is centrally loaded by an
element of photoconductive material. Under the influence of the incident electric field a current distribution results on the dipole. When the dipole is illuminated by a light source whose intensity changes periodically, the resistance of the photoconductive material follows this variation. If the magnitude and the level of this resistance variation satisfies certain requirements, to be discussed later, this causes the current distribution on the dipole to vary periodically. In turn, the scattered field which is set up by the current distribution becomes modulated at the frequency of the light pulses.

This feature of the light modulation method has distinct advantages in that it makes possible the use of the isolated scatterer, and that it reduces the error and the effort involved in measurement.
II. THE SCATTERING TECHNIQUE BY LIGHT MODULATION

II-1. Theory of Operation

When an obstacle is placed in the radiation zone of a source, a total field $E$ which is the sum of the incident field $E^i$ and the scattered field $E^s$ results in the space containing the source and the obstacle. The problem is to determine the diffraction field near or at the surface of the obstacle. This involves the determination of the phase, magnitude and the polarization of the electric and magnetic fields at all desired points. As it was mentioned earlier, this can only be done, in an experimental investigation, in reference to an auxiliary small scatterer. Then the operation of the system as a whole is based on the theory of operation of this scatterer.

When the conducting scatterer is placed at some point in the total field to be measured, a current distribution is induced on the scatterer such that the field set up by the current cancels the component of the original field tangent to its surface. Naturally, there is a disturbance of the field caused by the scatterer. If this disturbance is not large in magnitude to affect the original field then the field cancelled by the induced current is the tangential component of the total field at that point in the absence of the scatterer but in the presence of the obstacle. Under this condition the current on the scatterer, and hence the back-scattered signal, can be related to that component of the total field along the dipole.

The formulation of the back-scattered signal is essentially the same as the diode scatterer case except the fact that the resistance change is now a function of modulating light rather than current. With an analysis using the superposition of the back-scattered signals from an open-
circuited dipole and from a radiating dipole, it was shown that the received signal may be expressed as

\[ V = V_0 - K \frac{E_d^2 l_d^2}{Z + Z_L} \]  

where \( V_0 \) is the contribution of the open-circuited dipole, \( E_d \) is the component of the electric field along the scatterer, \( l_d \) is the effective length of the scatterer, \( Z \) and \( Z_L \) are the input and junction impedances respectively. \( K \) is a constant if the source excitation is kept constant. Only the second term in this equation is modulated and detected because the junction impedance \( Z_L \) is the only quantity which is affected by the modulation. This result may be summarized as follows:

a) The magnitude of the detected signal is proportional to the square of the magnitude of the \( E \) component along the scatterer.

b) The phase of the detected signal is equal to twice the phase of the \( E \) component along the scatterer plus a constant phase shift.

It should be noted that this analysis is valid only when the scatterer is small, with respect to wavelength, and thin. Secondly, because of the finite dimensions of the scatterer, however small, the field measured is the average value about the point of interest. The measurement of components of total field is based on this result. When the scatterer is moved through the field with any predesigned orientation, the back scattered signal is proportional to the square of that component of \( E \) parallel to the scatterer which exists in the absence of the scatterer.
II-2 Choice of Photoconductive Devices

Photoelectrical transducers are designed to convert optical impulses into electrical signals. There are three major categories under the title of photoelectrical devices. The first class behaves primarily as variable resistors. A change in the intensity of incident light results in a change in the conductivity of the device. These are called photoconductors. The second class produces an open-circuited voltage which is proportional to the light intensity. Finally, for the last class, the response is in the form of a photocurrent proportional to the light intensity.

The photoelectrical device used in this experiment belongs to the first class, since the modulation mechanism is controlled by the variation of resistance of the scatterer. Photoconductivity is the phenomenon of an increase in the conductivity of a material when it is illuminated by light of sufficiently small wavelength. Although this effect is observed in almost all semiconductor materials and PN junctions, the magnitude and the level of this variation change from material to material. This phenomenon is simply caused by the creation of extra free carriers, hole-electron pairs, upon irradiation. This can only occur if the absorbed photons have sufficient energy, i.e. $hf \geq E$, where $E_g$ is the energy gap between the conduction and valence bands, $h$ is the Planck's constant, and $f$ is the frequency.

By considering the motion of a free electron under the influence of a time-harmonic electric field, the electromagnetic conductivity of a semiconductor material may be expressed as
\[ \sigma = \frac{N e^2}{m(\omega^2 + \frac{1}{\tau^2})} \left[ \frac{1}{\tau} + j \omega \right] \]

where

- \( N \) = Free electron density
- \( e \) = Electronic charge
- \( m \) = Mass of an electron
- \( \tau \) = Time between scattering collisions

Since \( N \) is proportional to light intensity, conductivity changes as the intensity of the exciting light changes.

An extensive study of semiconductor crystals, films and PN junctions has been made to determine the characteristics appropriate for use as a modulated scatterer. Most of these determinations were made from an experimental point of view. The complexity of requirements for a photoconductive material to be used for such a purpose in the experiments included the following:

- Silicon crystals
- Germanium crystals
- Lead-Sulfide films
- Cadmium-Sulfide "
- Cadmium-Selenide "
- PN junctions (silicon and germanium)
- Photo diodes (semiconductor)

Generally, the requirements for materials to be used as a modulated scatterer arise from two distinct considerations.

1. Operation of the device as a dipole. This is primarily related to the geometric shape and size of the object.
   a) The scatterer must be sufficiently small with respect to wavelength to provide a point representation on the average.
This rather constrains the length of the dipole to be short to indicate the field at a point.

b) It must be slender to discriminate against orthogonal polarization. It has been shown that\(^2\) for an unmodulated scatterer a length-to-width ratio of at least 50 must be provided. However, for a modulated scatterer this restriction may be relaxed since the scattered field due to the orthogonal component is not modulated.

c) The perturbing effect of the scatterer to the original field by its existence might be reduced by using detectors made of thin films of photosensitive materials.

d) Finally, the fact that the photodetector in question must be operated under unbiased conditions in order to provide isolation places some degree of restriction on the selection.

2. Factors to be considered from the point of view of modulation and detection. These originate from the physical and electrical parameters used to differentiate between different photoconductive detectors.

a) Spectral response. This must yield a maximum value at or near visible light frequencies. It should also match the effective region of the spectral energy distribution of the light source.

b) Frequency response. The speed of response is related to the time constants of the detector. Good frequency behavior permits the use of higher modulation frequencies which are more desirable for practical purposes.
c) Sensitivity. This is measured in terms of the ratio of dark to light resistance values. A resistance variation of at least 100 Kohm must be provided by the material used upon illumination from a source of variable intensity. What is more important is the level of this resistance variation. Materials with light resistances as small as possible are preferred. This is true since the percentage of modulation depends upon how closely the loaded dipole may be approximated by a short and an open circuit at its center when the incident light is on and off.

d) Noise equivalent power and detectivity. This is defined as the power which produces a signal equal in magnitude to the noise of a detector. As a figure of merit of a detector, the quantity called detectivity might be useful. This is defined as the signal to noise ratio for a 1cps. amplifier bandwidth produced by 1w. ave. power falling onto a detector of 1 cm² area.

e) Behavior at microwave frequencies. This is determined by the change in detector parameters at microwave frequencies.

f) Possibility of tuning the scatterer to the operating frequency. This is desirable if it can be achieved without affecting the operation of the scatterer as a dipole. It has been shown that the scattered field from a resonant scatterer may be in the order of 30 db. stronger than from those which are non-resonant.

A clear understanding of the aforementioned factors makes it possible to develop photoconductive scatterers with desired characteristics.
Experiments were conducted to determine the parameters associated with the listed photoconductive materials. While theoretically all these requirements must be satisfied by the selected material, it is practically impossible to control production techniques to such an extent that all the desired characteristics are obtained. In this case the only approach would be first to select a material satisfying the physical and electrical requirements, then to construct a scatterer from this material having the best possible geometry.

II-3. Spectral Response

Spectral sensitivity is essentially set by the basic material used in the detector. The maximum wavelength to which a photoconductor is sensitive is determined by the minimum photon energy required to free a charge carrier.

The relative spectral response of a detector is determined by measuring the detector signal as a function of wavelength of the incident light. It may be obtained by illuminating the cells with monochromatic radiation from a calibrated monochromator equipped with a tungsten light source.

The ac signal, $S$, across a load resistor, $R_L$, of a series circuit containing the detector and battery, $E$, is determined as follows:

When there is no modulation the voltage across $R_L$ is

$$E_L = \frac{E R_L}{R_D + R_L}$$

(3)
where $R_D$ is the resistance of the detector. By the action of the modulated radiation an ac signal is produced across $R_L$ such that

$$S = N_E = \frac{d}{dR_D} \frac{ER_L}{\Delta R_D}$$

performing the operation one has

$$S = E \frac{R_D R_L}{(R_D + R_L)^2} \frac{\Delta R_D}{R_D} \quad (4)$$

If $\Delta R_D/R_D$ is replaced by $\Delta n/n$, the fractional change in the carrier density, and use is made of the equation $\Delta n = G\tau$ where $G$ represents the rate of generation of charge carriers per unit volume and $\tau$ is the lifetime of a free carrier, then the expression for the signal becomes

$$S = E \frac{R_L R_D}{(R_L + R_D)^2} \frac{G\tau}{n} \quad (5)$$

The spectral responses of different materials used in the experiments are illustrated in Fig. 1., as given in the technical publications of Clairex Corp. and Texas Instruments Inc.

II-4. Selection of Modulation Frequency.

Frequency response is determined by the time constant of the photoconductive material, which in turn is a function of light level.
Fig. 1. Spectral responses of various photoconductive materials
It is essentially limited by the decay time that can be directly related to the recovery time of the semiconductor material. It takes a finite time for charge carriers to recombine after the excitation has been removed.

The speed of response may be determined by subjecting the detector to a square radiation pulse and observing the rise and decay of the signal. The square radiation pulse may be obtained by focusing the energy from a globar source onto a slit which is placed in front of a rotating sector disc. If the decay is exponential the time constant is given by the time taken for the signal to decay from its equilibrium value under exposure to radiation to $1/e$ of this value. Fig. 2. illustrates the behavior of the time constants of CdS and CdSe detectors as functions of light level.

As a more practical experiment the amplitude of the ac signal produced by the detector under the action of different modulation frequencies was determined. Signal was measured across a load resistor in series with a battery and the detector. Amplitude curves for CdS and CdSe detectors are shown in Fig. 3. as functions of modulating frequency. It is clear that in order to obtain large signal amplitudes a reasonably low modulation frequency must be used with these materials. However, considering the overall frequency response of the system a modulation frequency of 300 cps was selected.

II-5. **Summary of Selection Rules.**

Most of the materials listed in Section II-2, except CdS and CdSe, were eliminated in the preliminary experiments because of their poor
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Fig. 2. Time constants of CdS and CdSe materials (plotted from the published data of Clairex Corporation)
Fig. 3. Signal amplitude, $S$, at various chopping frequencies
microwave behaviour. A scatterer made of CdSe material was used in the experiments in consideration of its higher sensitivity and faster speed of response. Resistance curves for commercially available photoconductive cells CI604L (CdSe) and CI605L (CdS) (products of Clairex Corp.) are plotted in Fig. 4. versus light level. As it may be seen from the figure, CdSe has relatively low light resistance. This was the main factor for its selection, as has been emphasized before.

The scatterer was constructed from a combination of very thin CdSe film elements having dimensions of approximately .25 by .02 cm. The electrodes of a CI604L (CdSe) photoconductive cell were used as sensitive elements. Two axial leads of lengths less than \( \lambda/8 \) were attached to the perfectly conducting electrodes connecting the elements at the top and bottom. The elements were hermetically sealed into a glass enclosure. To increase the response a resonant scatterer was later devised. This was accomplished by using two quarter-wavelength leads perpendicular to the axis of the elements instead of axial leads. Then the scatterer was used to tune up to the operating frequency by changing the geometry of the leads. Thus an increase in response of 10 db. was obtained.

It has been shown that\(^7\), in the case of CdS, the expression for conductivity in Eq.2. may be simplified at X-band frequencies. This was done by using the approximation \( 1/r \gg \omega \) due to the calculated value of \( \tau = 2.8 \times 10^{-14} \) seconds. With this approximation, the electromagnetic conductivity of CdS may be expressed as,
Fig. 4. Resistance of CdS and CdSe scatterers as function of light level.
The fundamental nature of CdSe crystals is exactly the same as that of CdS. The mobility of electrons in CdSe is of the same order of magnitude as in CdS. The small difference between the conductivities of CdS and CdSe materials is due to the difference in the value of free electron density, \( N \). This density depends on the amount of doping of the material.

\[
\sigma = \frac{N e^2 \tau}{m}
\]
III. THE OPTICAL SYSTEM

The performance of a photoconductive modulation system once the scatterer has been selected depends upon the design of a proper optical system. The optical system which was specially constructed in accordance with the needs of this experiment consists of three main parts: a light source, a chopper and a focusing assembly.

III-1. The Light Source

A high power concentrated arc lamp (Sylvania, type K-300) was used as the light source. The spectral energy distribution of the lamp is illustrated in Fig. 1. A special feature of this lamp is its essentially point-source characteristic with a brightness of 29,000 candles per square inch. The high-intensity narrow beam emitted by the lamp results in a uniform, compact spot over the surface of the scatterer upon focusing. These characteristics made it possible to relax the focusing requirements to some extent. It was observed that the response of the photoconductive scatterer remained approximately constant over a distance of $\pm 5$ wavelengths ($\lambda=3.2$ cm.) about the focusing point.

III-2. The Focusing Assembly

Concentrated arc lamps usually do not require complicated optics. In this system focusing was accomplished by means of two sets of lenses. The condensing lens was located at the aperture of a ventilated box containing the light source. At this stage the uniform light beam emerging from the condensing lens was chopped by a rotating chopper blade before it reached the focusing lens. A focusing lens of 508 mm. focal length was used to focus the modulated light energy upon the scatterer.
The design of the chopper was based on a Fourier analysis determining the spectrum of the modulating frequency and its harmonics, and relating them to the radiation power emanating from the light source. It has been shown that by this analysis a relationship between the aperture radius-to-chopper wheel radius ratio and the number of notch-tooth pairs may be established to produce a fundamental amplitude equal to the ideal sinusoidal modulation of radiation emanating from the same aperture. The same relationship holds also for the equality of the rms value of the radiation modulated in the assumed manner to the rms value of the radiation modulated in an ideal sinusoidal manner. This relationship between the number of notch-tooth pairs and the radii ratio is plotted in Fig. 5.

The chopper blade was driven by a hysteresis synchronous motor operating at fixed speed of 1800 rpm. A sequence of light pulses of frequency 300 cps resulted from the chopping action of the blade containing 10 notch-tooth pairs. The geometry of the chopper blade is illustrated in Fig. 6.
Fig. 5. The number of notch-tooth pairs, $n$, as a function of aperture radius-to-chopper wheel radius ratio, $z$, that will produce a fundamental equal to that produced by the ideal sinusoidal modulation of radiation emanating from the same aperture.
\[ n = 10 \text{ (number of notch-tooth pairs)} \]

Fig. 6. The geometry of the chopper blade.
IV. PRELIMINARY EXPERIMENTS

IV-1. The Experimental Setup

The experiments were performed in a microwave anechoic chamber. The room was a modification of Emerson and Cumings Inc. eccentric anechoic chamber no. 205 with longitudinal baffles. The obstacles and the scatterer were located in the quiet-zone surrounding the long axis of the chamber. The room was air conditioned for temperature control. The experimental apparatus were located on a stand at one end of the chamber separated from the radiation zone by a wall of eccentric material. A 20 db. horn representing the antenna was used to radiate into the room from an aperture centered on the axis of the chamber. Light illumination was obtained through another aperture in the absorbent wall. The block diagram of the apparatus used in the experiment is shown in Fig. 7. The use of many of the devices in the diagram is self-explanatory. The source was a Varian V-63 klystron immersed in a large oil bath to maintain frequency stability. The frequency of operation was 9375 Mc (λ=3.2 c.m.). System performance was monitored by the frequency meter and the power meter.

Isolation between the transmitted and the back-scattered signal is accomplished by the properties of a transmitter-receiver hybrid junction. If a perfect match is obtained between the antenna and the load, the transmitted power is divided evenly between them and none enters the receiver, the received power is directed to a detector hybrid junction by the same property. This received signal and a reference signal taken from the reference arm of a 20 db coupler are then divided between the two collinear arms (in phase in one arm out of phase in the other arm) of the detector hybrid junction in which the barretters are mounted. Some unmodulated error signal resulting from slight detuning of the transmitter-receiver hybrid junction will also be transferred to the detector junction. These signals
Fig. 7—Block diagram of experimental set-up
are processed in a receiving system consisting of a coherent detector, a
selective amplifier of 4 cps bandwidth about 300 cycles and an output meter.

The output of the coherent detector can be shown to be

\[ V = |E_o| |E_d|^2 \cos (2\gamma - \beta) \]  

(7)

Where \( E_o / E \) is the reference signal, \( E_d / E \) is the component of \( E \) along the
scatterer. The performance of the system depends on a good tuning procedure.
This procedure was explained in detail by Strait previously.

The scatterer was supported by thin nylon threads attached to a large
frame. The disturbance of the field due to the supporting threads was
completely negligible. The motion of the scatterer through the field was
accomplished by the sliding contacts on the frame. Since the signal
scattered back from the frame is not modulated, it does not affect the
accuracy of the experiment. However, the frame was constructed as large
as possible in accordance with the dimensions of the room and was covered
with absorbant material to minimize reflection.

IV-2. Measurement Procedure

The measurements were made relative to a reference point by assigning
an amplitude and a phase angle to the electric field at that point. The
output of the coherent detector was given by Eq. 7. When the phase
shifter in the reference arm is adjusted so that the reading of the output
meter is a maximum (\( \beta = 2\gamma \)) then

\[ V = |E_o| |E_d|^2 \]  

(8)
Since $E_0$ is constant, both the amplitude and the phase of $E_d$ can be determined.

The optical system was located just behind the stand carrying the experimental apparatus. Light was directed to the scatterer through an aperture in the absorbent wall which divided the room. Since it is impossible to focus the same amount of light energy onto a distant small scatterer at each location, light was focused onto a convenient point in the measurement space and the necessary distance corrections were made through the calibrated movement of the optical unit. However, as it was explained in the previous chapter, it is sufficient to make the distance corrections once every five wavelength intervals.

One complication arises in the experiments in which the obstacle is a part of, or related to, a large conducting plane. In such an experiment a standing wave is set up in the space between the radiating horn and the conducting plane. Part of the reflected wave finds its way back into the light unit through the lens aperture. Consequently, this portion of the reflected wave becomes mechanically modulated by the rotation of the chopper blade and detected by the receiving system upon returning into the measurement space. An analytical evaluation of the detection mechanism shows that (see Appendix I) chopper modulation contributes an additive term to the final reading. It is then possible to evaluate the signal resulting from chopper modulation separately and subtract it from the total reading. This may be done by turning off the light and reading the amount contributed by chopper modulation. It was found that this effect was completely negligible in experiments which did not require the use of a large conducting plane.
IV-3. **Determination of Phase Center Location**

The phase center of a scatterer built completely in an axial manner lies on the axis. However, because of the difficulty in constructing small photoconductive scatterers having axial symmetry, a shift in the phase center location from the axis of the sensitive surface may result. For the scatterer used in this experiment such a shift resulted from the existence of the short resonating leads. The location of the phase center was determined by amplitude measurements, in comparison with a current modulated diode scatterer, over a standard configuration.

IV-4. **Diffraction by a Circular Aperture**

To check the validity of the system an experiment was performed to determine the diffraction field of a circular aperture for which exact solutions exist and accurate experimental results are available. Since the theory of diffraction by a circular aperture is not the major concern of this paper only the experimental results will be presented in this section.

The conducting plane having dimensions 80λ by 46λ was located at a distance 63λ from a radiating horn. An aperture of 5λ in diameter was used in the experiments. A plane wave was assumed to exist at 63λ. The electric field was y-polarized and the magnetic field was x-polarized. The geometry is illustrated in Fig. 8.
Three sets of measurements were made for the electric field distribution in relation to the circular aperture:

a) Measurements in the aperture plane

b) Measurements behind the aperture plane ($z < 0$)

c) On-axis measurements

Figs. 9, 10, and 11 show the results of these measurements. A comparison of these results with those obtained previously shows complete agreement, thus validating the operation of the system.
Fig. 9. Amplitude distribution, \( \frac{|E_y|}{|E_1|}^2 \), in the aperture plane \((z=0)\)
Fig. 9. (continued)
Fig. 10. Amplitude distribution, $\left| \frac{E_y}{E_1} \right|^2$, in the H-plane for various values of $z$ (x=0; z<0)
Fig. 10. (continued)
Fig. 10 (continued)

(f) $z = -\frac{5}{2} \lambda$

(g) $z = -3 \lambda$
Fig. 10. (continued)
Fig. 11. Amplitude distribution of $\left| \frac{E_y}{E_x} \right|^2$ versus $z/\lambda$. 

$\frac{E_y}{E_x}$
V. DIFFRACTION BY A CONE

V-1. Discussion of the Analytical Problem

Scattering of electromagnetic and acoustic waves by cones have been investigated in the literature. However, most of the previous efforts on this subject was concentrated on the evaluation of the back-scattered fields in relation to the radar cross sections of semi-infinite cones. Exact solutions originally were obtained by Carslaw and by Hansen and Schiff for the acoustic and electromagnetic back-scattering from the tip of a semi-infinite cone. Even in this simplified problem the difficulty in evaluating numerical results from the solutions which were in terms of infinite series or integrals limited their practical use. To increase the rapidity of convergence of the series special summation techniques and transformation methods were later devised. However, even the rapidly convergent representations introduced difficulties because of the complicated nature of the functions involved. Approximate closed-form solutions were obtained by Siegel and Felsen for the problem of axial plane wave back-scattering from the tip of a semi-infinite cone of large and small angles. Later the problem was somewhat generalized by Felsen to include off-axial incidence on small-angle cones and axial incidence on a cone of any angle. Because of the difficulty in obtaining numerical results from the solutions of scalar or vector wave equations, various approximate methods were employed according to the dimensions of the cone relative to the wavelength. When the wavelength of the incident field is small in comparison with the characteristic dimensions of the obstacle the method of physical optics may be used. Although this method may not be applicable when the scattering body contains a vertex such as
the tip of the cone, the results obtained by Siegel\textsuperscript{13} were in good agreement with the electromagnetic theory in the case of back-scattering from semi-infinite cones. Siegel also employed the method of physical optics to determine the radar cross-section of a finite cone\textsuperscript{13}.

When the wavelength is very small, the method of geometric optics is applicable. Ordinary geometric optics methods were generalized by Keller\textsuperscript{19} to include diffracted rays. Then the diffracted electromagnetic field associated with these rays was constructed from the usual Luneburg's method and from the asymptotic behavior of the field at very small wavelengths near an edge or vertex. Later Keller applied the geometrical theory of diffraction to the problem of plane wave back-scattering from a finite cone\textsuperscript{20}.

All of these results pertained to the back-scattering fields and a majority of them were formulated under the assumption of a semi-infinite cone. The numerical results are fair approximations only for a limited range of values of obstacle parameters. Near-zone diffraction field due to finite cones are not available. One of the aims of this project was to apply the photoconductive modulation technique to near-field measurements around a scattering obstacle chosen to be a conducting finite cone.

V-2. Scattering by a Semi-Infinite Cone

In this section, a short formulation of the electromagnetic scattering problem from a semi-infinite cone is presented. The formulation is similar to some published work\textsuperscript{21}, but it helps the understanding of the problem. The semi-infinite cone problem is easier to solve, and it is a good approximation to the solutions of certain bodies of revolutions.
which do not contain sharp edges like the ogive.

Consider a plane wave incident on a perfectly conducting semi-infinite cone located with its tip at the origin of a spherical coordinate system as indicated in Fig. 12.

![Diagram of a plane wave incident on a semi-infinite cone.](image)

Fig. 12. A plane wave incident on a semi-infinite cone.

It is assumed that the incident plane wave is linearly polarized in y-direction and travels along the (-z) direction.

A series solution in terms of angular modes (transmission in radial direction) has been shown to be rapidly convergent\textsuperscript{16} when either the source point or the observation point is located near the cone tip. To represent an arbitrary electromagnetic field in spherical coordinates as the superposition of components TM and TE to r the vector potentials are chosen as

\[
\vec{A} = \hat{\Omega}_r A_r = \hat{\Omega}_r r \psi_a \\
\vec{F} = \hat{\Omega}_r F_r = \hat{\Omega}_r r \psi_f
\]  

(9)
Where \( \hat{\mathbf{r}} \) is a unit vector in \( r \)-direction and the scalar potentials \( \psi_s \) and \( \psi_r \) are solutions to the Helmholtz equation:

\[
(\nabla^2 + k^2) \psi = 0
\]

subject to the boundary conditions which have to be satisfied by \( \mathbf{E} \). Then the components of the field are given by

\[
\begin{align*}
E_r &= \frac{1}{r} \left( -\frac{\partial^2}{\partial r^2} + k^2 \right) A_r \\
E_{\theta} &= -\frac{1}{r \sin \theta} \frac{\partial F}{\partial \varphi} + \frac{1}{\tilde{r} r} \frac{\partial^2 A_r}{\partial \varphi \partial \theta} \\
E_{\varphi} &= \frac{1}{r} \frac{\partial F}{\partial \varphi} + \frac{1}{\tilde{r} r \sin \theta} \frac{\partial^2 A_r}{\partial \varphi \partial \theta} \\
H_r &= \frac{1}{\tilde{z}} \left( -\frac{\partial^2}{\partial r^2} + k^2 \right) F_r \\
H_{\theta} &= \frac{1}{r \sin \theta} \frac{\partial A_r}{\partial \varphi} + \frac{1}{\tilde{z} r} \frac{\partial^2 F_r}{\partial \varphi \partial \theta} \\
H_{\varphi} &= -\frac{1}{r} \frac{\partial A_r}{\partial \varphi} + \frac{1}{\tilde{z} r \sin \theta} \frac{\partial^2 F_r}{\partial \varphi \partial \theta}
\end{align*}
\]

where \( \tilde{r} = j \omega \epsilon \) and \( \tilde{z} = j \omega \mu \).

The boundary conditions of the problem are:

1) \( E_r = E_\varphi = 0 \) when \( \theta = \theta_0 \)

2) \( E_y \to e^{jk r \cos \theta} \) as \( r \to \infty \)
At large distances from the cone the total solution must have the character of an incoming plane wave plus an outgoing spherical wave which appears to diverge from the scattering body. Then the second boundary condition implies that

\[ \Psi = \Psi^i + \frac{e^{-ikr}}{r} \Phi(\theta, \phi) = \Psi^i + \Psi^s \]

where \( \Psi^i \) denotes the incident field, (A time variation of \( e^{jut} \) is assumed throughout) and the scattered wave, \( \Psi^s \), must satisfy the Sommerfeld radiation condition

\[ \lim_{r \to \infty} r \left[ \frac{\partial \Psi^s}{\partial r} + jk \Psi^s \right] = 0 \]

The general solution to the Helmholtz equation in spherical coordinates will be

\[ \Psi = \begin{bmatrix} \sin m \phi \\ \cos m \phi \end{bmatrix} \begin{bmatrix} \left[ P_{n_1}^m(\cos \Theta) \right] \\ \left[ Q_{n_1}^m(\cos \Theta) \right] \end{bmatrix} \begin{bmatrix} b_{n_1}(kr) \end{bmatrix} \]

where \( b_{n_1}(kr) \) represents any one of the spherical radial functions \( j_{n_1}(kr) \), \( n_{1,2}(kr) \). \( P_{n_1}^m(\cos \Theta) \) and \( Q_{n_1}^m(\cos \Theta) \) are associated Legendre polynomials of the first and second kind respectively. The functions \( Q_{n_1}^m(\cos \Theta) \) have to be eliminated from the solution because of their singularities at \( \Theta = 0, \pi \). Similarly the Neumann's and Hankel's functions may not be used on account of their singularities at the origin. The radial functions are not orthogonal. But the functions \( P_{n_1}^m(\cos \Theta) \) and
P^l_1(\cos \theta) are orthogonal in \((0, \theta_o)\). The unperturbed incident field has a limited \(\theta\) variation and since the cone does not disturb the symmetry in \(\theta\), the total field must have this variation as well. This constraints the index \(m\) to be taken as unity.

With this argument solutions for \(V_a\) and \(V_f\) may be synthesized as

\[ V_a = \sum_{i=1}^{n_1} B_i \cdot j_{n_i}^1(kr) \cdot P_{n_i}^1(\cos \theta) \cdot \sin \phi \]  \hspace{1cm} (11)

\[ V_f = \sum_{i=1}^{n_1} C_i \cdot j_{1_i}^1(kr) \cdot P_{1_i}^1(\cos \theta) \cdot \cos \phi \]  \hspace{1cm} (12)

It may easily be checked from the field eqs. (Eqs. 10) that the boundary conditions at \(\Theta = \Theta_o\) are satisfied if \(n_1\) and \(l_1\) are solutions to the equations

\[ P_{n_1}^1(\cos \theta)|_{\theta=\Theta_o} = 0 \]  \hspace{1cm} (13)

\[ \frac{\partial}{\partial \Theta} \left[ P_{1_1}^1(\cos \theta) \right]_{\Theta=\Theta_o} = 0 \]

Equations 11 and 12 are total solutions consisting of the sum of incident and scattered fields. To determine the expansion coefficients \(B_i\) and \(C_i\) the implication of the second boundary condition may be utilized to recognize the incident part of these solutions as the incoming plane wave at very large \(r\). Then an expansion of the incident field in terms of orthogonal \(P_{n_1, l_1}^1(\cos \theta)\) functions is in order.
The potential functions for the incident field will be of the same form as total field

\[
\psi_{a}^{i} = \sum_{n_{1}=1}^{\infty} U_{n_{1}}(kr) P_{n_{1}}^{l}(\cos \theta) \sin \phi \\
\psi_{r}^{i} = \sum_{n_{1}=1}^{\infty} V_{n_{1}}(kr) P_{n_{1}}^{l}(\cos \theta) \cos \phi .
\]

The spherical radial functions \(U_{n_{1}}(kr)\) and \(V_{n_{1}}(kr)\) may be determined by finding \(E_{r}^{i}\) and \(H_{r}^{i}\) from Eqs. 14 and 15 using field relations and comparing them with the radial components of the incident field:

\[
E_{r}^{i} = \sin \theta \sin \phi E_{y}^{i} = E_{0} \sin \theta \sin \phi e^{jkr \cos \phi} \\
H_{r}^{i} = \sin \theta \cos \phi H_{x}^{i} = \frac{E_{0}}{\gamma r} \sin \theta \cos \phi e^{jkr \cos \phi}
\]

Making use of the differential equation

\[
\left[ \frac{d^2}{dr^2} + k^2 - \frac{n_{1}(n_{1} + 1)}{r^2} \right] (kr) n_{1}(kr) = 0
\]

d the result for \(E_{r}^{i}\) becomes

\[
E_{r}^{i} E_{0} e^{jkr \cos \theta} \sin \theta = \frac{1}{\gamma r} \sum_{n_{1}} n_{1}(n_{1} + 1) U_{n_{1}}(kr) P_{n_{1}}^{l}(\cos \theta)
\]
Multiplying both sides by $P_{n_1}^1(\cos \theta) \sin \theta \, d\theta$ and integrating over $(0, \theta_0)$, one has

$$\frac{1}{yr} U_{n_1}(kr) \frac{1}{n_1(n_1+1)} \int_0^{\theta_0} \left[ P_{n_1}^1(\cos \theta) \right]^2 \sin \theta \, d\theta$$

$$= E_0 \int_0^{\theta_0} \frac{J_{kr} \cos \theta}{\left[ P_{n_1}^1(\cos \theta) \right]^2 \sin \theta} \sin \theta \, d\theta$$

$$\rightarrow - \frac{E_0 e^{rkr}}{(kr)^2} n_1(n_1+1) \quad r \rightarrow \infty$$

but

$$\int_0^{\theta_0} \left[ P_{n_1}^1(\cos \theta) \right]^2 \sin \theta \, d\theta = - \frac{(\nu_0^2 - 1)}{(2n_1 + 1)} \frac{dP_{n_1}^1(\nu_0)}{d\nu} \frac{dP_{n_1}^1(\nu_o)}{d\nu}$$

if $n_1$ are determined from $P_{n_1}^1(\nu_0) = 0$, and where $\nu = \cos \theta, \nu_0 = \cos \theta_0$.

Then $U_{n_1}(kr)$ is given by

$$U_{n_1}(kr) = \frac{\sqrt{\nu E_0} \, e^{(2n_1 + 1)}}{kr (1 - \nu_0^2) \left[ \frac{dP_{n_1}^1(\nu_0)}{d\nu} \right] \left[ \frac{dP_{n_1}^1(\nu_0)}{d\nu} \right]}$$

Substitution into the eq. (14) gives

$$\psi_a = \frac{\nu E_0 \sin \theta}{k^2} \left[ \frac{e \nu}{r} \right] \sum_{i=1}^{(2n_1 + 1)} \frac{P_{n_1}^1(\nu)}{(1 - \nu_0^2) \left[ \frac{dP_{n_1}^1(\nu)}{d\nu} \right] \left[ \frac{dP_{n_1}^1(\nu_0)}{d\nu} \right]}$$
The asymptotic form of $\Psi_a$ may be obtained by making use of the asymptotic form of the spherical Bessel's functions

$$j_{n_1} (kr) \to \frac{1}{kr} \cos \left( kr - \frac{n_1+1}{2} \pi \right) \quad kr \gg n_1$$

$$\Psi_a \bigg|_{r \to \infty} = \frac{\sin \phi}{2k} \left[ \frac{\sin k r}{r} \right] \sum_{l} B_l e^{i(n_1+1) \frac{\pi}{2}} p_l^1 (\nu)$$

$$+ \frac{\sin \phi}{2k} \left[ \frac{\sin k r}{r} \right] \sum_{l} B_l e^{i(n_1+1) \frac{\pi}{2}} p_l^1 (\nu)$$

Comparing the incident part of this equation with Eq.(16), one obtains

$$B_1 = \frac{2 \tilde{Y}_E (2n_1+1) e^{j(n_1+1) \frac{\pi}{2}}}{k l - v_0^2} \left[ \frac{dP_{n_1}^1 (\nu_0)}{d\nu} \right] \left[ \frac{dP_{n_1}^1 (\nu)}{d\nu} \right]$$

The potential $A_r$ now becomes:

$$A_r = \frac{2 \tilde{Y}_E r \sin \phi}{k} \sum_{l=1}^{\infty} \frac{j(n_1+1) \frac{\pi}{2}}{p_{n_1}^1 (\nu) j_{n_1} (kr)} \left[ \frac{dP_{n_1}^1 (\nu_0)}{d\nu} \right] \left[ \frac{dP_{n_1}^1 (\nu)}{d\nu} \right]$$

(17)
The expression for $F_r$ may be obtained in much the same way except for a different normalizing factor for Legendre polynomials.

$$F_r = -2 j E_o r \cos \phi \sum_{i=1}^{\infty} \frac{J^i_{l+1}(\frac{\pi}{2}) P^l_1(v) J^l_1(kr)}{(2l+1) e^{j(2n_1+1)e^{2} P^l_1(v_0)}} \frac{\partial^2 P^l_1(v_0)}{\partial \delta_1^2 l_1}$$

The components of the total electric field in the space may be computed from Eqs. (17) and (18) using field relations.

Let

$$H_{n_1} = \frac{J^i_{l+1}(\frac{\pi}{2}) P^l_1(v_0)}{(1-v_0^2) \frac{dP^l_1(v_0)}{dv} \frac{dP^l_1(v_0)}{dn_1}}$$

Then

$$E_r = \frac{1}{y} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) A_r$$

$$= \frac{2 E_o \sin \phi}{kr} \sum_{i} H_{n_1} n_1(n_1+1) P^l_{n_1} v_{l_1} j^l_{n_1}(kr)$$
\[ E_\theta = - \frac{1}{r \sin \theta} \frac{\partial F_r}{\partial \phi} + \frac{1}{r \frac{\partial^2 A_r}{\partial \theta \partial \phi}} + \]
\[ = - \frac{2 j E_o \sin \phi}{\sin \theta} \sum \frac{G_{1_1}}{P_{1_1}}(v) J_{1_1}(kr) \]
\[ + \frac{2 E_o \sin \phi}{k r} \sum \frac{H_{n_1}}{P_{n_1}} \frac{d}{d \theta} \left[ P_{n_1}(v) \right] j_{n_1}(kr) \]
\[ + \frac{2 E_o \sin \phi}{k r} \sum \frac{H_{n_1}}{P_{n_1}} \frac{d}{d \theta} \left[ P_{n_1}(v) \right] \frac{d}{dr} \left[ j_{n_1}(kr) \right] \]

\[ E_\phi = \frac{1}{r} \frac{\partial F_r}{\partial \theta} + \frac{1}{r \sin \theta} \frac{\partial^2 A_r}{\partial \phi \partial \theta} + \]
\[ = - 2 j E_o \cos \phi \sum \frac{G_{1_1}}{P_{1_1}} \frac{d}{d \theta} \left[ P_{1_1}(v) \right] j_{1_1}(kr) \]
\[ + \frac{2 E_o \cos \phi}{k r \sin \theta} \sum \frac{H_{n_1}}{P_{n_1}} \frac{d}{d \theta} \left[ P_{n_1}(v) \right] j_{n_1}(kr) \]
\[ + \frac{2 E_o \cos \phi}{k \sin \theta} \sum \frac{H_{n_1}}{P_{n_1}} \frac{d}{d \theta} \left[ P_{n_1}(v) \right] \frac{d}{dr} \left[ j_{n_1}(kr) \right] \]
An expression for the $y$-component of the total electric field, $E_y$, may now be computed from

$$E_y = E_r \sin \theta \sin \phi + E_\theta \cos \theta \sin \phi + E_\phi \cos \phi$$

$$E_y = \frac{2E_0 \sin \theta \sin^2 \phi}{kr} \sum_i H_{n_i}^1 n_i(n_i+1) P_{n_i}^1(v) J_{n_i}(kr)$$

$$- \frac{2jE_0 \cos \theta \sin^2 \phi}{\sin \theta} \sum_i G_{l_i}^1 P_{l_i}^1(v) J_{l_i}(kr)$$

$$+ \frac{2E_0 \cos \theta \sin^2 \phi}{kr} \sum_i H_{n_i}^1 \frac{d}{d\theta} [P_{n_i}^1(v)] J_{n_i}(kr)$$

$$+ 2E_0 \cos \theta \sin^2 \phi \sum_i H_{n_i}^1 \frac{d}{dr} [P_{n_i}^1(v)] J_{n_i}(kr)$$

$$- 2jE_0 \cos^2 \phi \sum_i G_{l_i}^1 \frac{d}{d\theta} [P_{l_i}^1(v)] J_{l_i}(kr)$$

$$+ \frac{2E_0 \cos^2 \phi}{kr \sin \theta} \sum_i H_{n_i}^1 P_{n_i}^1(v) J_{n_i}(kr)$$

$$+ \frac{2E_0 \cos^2 \phi}{\sin \theta} \sum_i H_{n_i}^1 P_{n_i}^1(v) \frac{d}{dr} [J_{n_i}(kr)]$$

(19)
Equation (19) gives the \( y \)-component of the total electric field in space arising from the so-called tip diffraction of the semi-infinite cone. Although no specialization to the back-scattered field has been made during the derivation of Eq. (19) the accuracy of the result as applied to the region near the cone tip requires some consideration. This results from the asymptotic evaluation of certain integrals in order to synthesize the solution. Nevertheless the series involved in Eq. (19) converges very rapidly near the cone tip and it may be used to approximate the field there if the eigenvalues and the corresponding eigenfunctions and normalizing integrals could be obtained numerically. In relation with the previous work on the cone problem some data have already been computed at the Institute for Numerical Analysis; however, they are limited to the certain range of values of the cone parameters. The Bessel's functions of small arguments may be computed directly from their power series expansion.

On the axis of the cone the total solution for the electric field vector, \( \vec{E} \), should reduce to the \( y \)-component only, as required from symmetry conditions. To check this, let

\[
\vec{E}(r) = \hat{r}_r E_r + \hat{\theta}_\theta E_\theta + \hat{\phi}_\phi E_\phi
\]

and making use of the relations

\[
P_{n_1}^l (1) = 0
\]

\[
\frac{P_{n_1}^l (v)}{\sin \theta} \bigg|_{\theta=0} = \frac{1}{2} n_1 (n_1 + 1)
\]

\[
\frac{d}{d\theta} P_{n_1}^l (v) \bigg|_{\theta=0} = \frac{1}{2} n_1 (n_1 + 1)
\]

\[
J_{n_1} (kr) = \frac{1}{kr} J_{n_1} (kr)
\]
one has

\[ \frac{E(x)}{E_0} \bigg|_{\theta=0} = \hat{u} \frac{E_0}{y} \left[ \sum_i \frac{H_{n_i}}{n_i(n_i+1)} J_{n_i}'(kr) + \frac{j}{j} \sum_{l_1} G_{l_1} J_{l_1}(1+1)J_{l_1}'(kr) \right] \]

(20)

Hence for an axial plane-wave incidence the total field on the axis has only a \( y \)-component as expected. Eq. (20) is in agreement with the result derived by Felsen\(^{16}\) from the spherical transmission line theory.

In the actual case of a finite cone the total field results from both tip and base scattering. However, if the base does not contain a sharp edge and is rounded in an unsymmetrical manner the main contribution comes from the tip\(^{13}\).

In summary, the near-field distributions of a flat based finite cone may be approximated in different regions by specializing to the different problems. Near the tip the series solution of a semi-infinite cone is useful. A wedge solution may be employed in the vicinity of the base edge. In the regions away from the tip and the edge the solutions using the geometric optics methods may be used.
VI. EXPERIMENTAL RESULTS

VI-1. Cone Design Considerations

Three different cones were employed in the experiments having half apex angles $\gamma = 20^\circ$, $45^\circ$ and $67^\circ$ respectively. All the cones were right circular cones with the same base diameter of $5 \lambda$ ($\lambda = 3.2 \text{ cm}$). The cone angles were chosen in an arbitrary manner to represent typical small, average and large angle cones. If it was intended to extract some numerical results from the analytical formulations more suitable angles might have been chosen for which some numerical data already have been computed. The equality of base diameters for the different cones permits a comparison between tip and base scatterings at small and large cone angles. The corresponding heights of the cones were $6.86\lambda$, $2.50\lambda$ and $1.04\lambda$. In addition, some experiments were conducted on a thin circular plate of the same diameter for the limiting case of $\gamma = 90^\circ$. This also provided a check on the validity of the experimental data by comparing the results with the ones obtained previously\textsuperscript{23}.

Cones were machined from 2024T aluminum with a surface finish of 13 micro-inches RMS.


Most of the measurements concerning electric field distributions were made for the $y$-component of the total electric field around the scattering cone. The experimental set up was the same as described earlier in relation to the circular aperture experiment. Cones were placed in the field as their axis coincides with the axis of the radiating antenna, a 20 db horn and $68\lambda$ away from the horn aperture.
The geometry of the measurement space is illustrated in Fig. 13.

Measurements began at $z = 5\lambda$ in front of the cone tip and extended back as far as $2\lambda$ behind the cone base in discrete steps. At each step the scatterer was moved along the $x$-axis over a distance of $5\lambda$.

Figs. 14-17 show the results of measurements for 20, 45, 67 and 90 degree cones along the $x$-axis in the principal $H$-plane ($y = 0$). Results are plotted as normalized squares $\frac{E^2}{E_1}$.

The results of the principal $H$-plane measurements of the electric field distributions are also summarized in the 3-dimensional plots of Figs. 18-20 for 20, 45 and 67 degree cones.

Some data were also taken for distributions in the planes of constant $y$ in parallel with the principal $H$-plane. Fig. 21 shows the results of these measurements.
Fig. 14. Distribution of \( \left| \frac{E_{Y}}{E_{1}} \right|^2 \) for 20° cone at various values of \( z \) in the principal H-plane (\( y=0 \)).
Fig. 14 (continued)
Fig. 14. (continued)
Fig. 14. (continued)
Fig. 14. (continued)
Fig. 15. Distribution of $\left| \frac{E_Y}{E_0} \right|^2$ for 45° cone at various values of $z$ in the principal H-plane ($y=0$).
Fig. 15. (continued)
Fig. 15. (continued)
Fig. 15. (continued)
Fig. 16. Distribution of $\left| \frac{E_Y}{E_1} \right|^2$ for 67° cone at various values of $z$ in the principal H-plane ($y=0$).
Fig. 16. (continued)
Fig. 16. (continued)
Fig. 16. (continued)
Fig. 17. Distribution of \( \left| \frac{E_y}{E_1} \right|^2 \) for 90° cone (circular plate) at various values of \( z \) in the principal H-plane (\( y=0 \)).
Fig. 17. (continued)
Fig. 19—Three-dimensional plot of $\left| \frac{E_y}{E_1} \right|^2$ in principal H-plane (45° cone)
\[ y = 20^\circ; z = 0 \text{ (Cone tip)} \]

Fig. 21. Distribution of \( \frac{|E_y|}{E_1} \) for 20°, 45°, 67° cones, at various values of z, in the planes \( y = 1 \, 1/4 \lambda, 2 \, 1/2 \lambda, 3 \, 3/4 \lambda \) parallel to the principal H-plane.
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\[ \gamma = 45^\circ; \ z = -2 \frac{1}{2}\lambda \ (Cone\ base) \]
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\[ \gamma = 67^\circ; z = 0 \text{ (Cone tip)} \]
Fig. 21. (continued)
In the derivation of Eq. 20 in section V-2 it was shown that the total electric field along the cone axis has only a y-component due to symmetry. At field points away from the axis the electric field has also an x-component. However, as might be suspected from a physical argument, this component is very weak in comparison with the y-component. Fig. 22 shows this comparison between the normalized squares of x and y components in the case of a 20-degree cone. At most places the magnitude of the x-component was below the noise level of the receiving apparatus so that variation of this component could not be determined.

VI-3. On-Axis Field Measurements

To determine the behavior of the electric field on the cone axis, a set of measurements were performed for the different cones. Fig. 23 shows the results of these measurements.

In the case of axial incidence the cone axis is the caustic of the geometrical optic rays diffracted from the edge. The effect of this interference on the amplitude of the variation becomes more emphasized as the cone angle gets larger. This may be seen from the plots of axial distributions.

VI-4. Discussion of Results

Near-zone electric field distributions for finite conducting cones have been obtained. These curves have not hitherto been available. Only the y-component of the \( \overline{E} \) field was found to be of significance in the study of cone diffraction patterns.

The study of the diffracted fields near the tip and the edge show that the base scattering is more important for small-angle cones. However, as
Fig. 22. Comparison between $\left| \frac{E_Y}{E_i} \right|^2$ and $\left| \frac{E_X}{E_i} \right|^2$ for $20^\circ$ cone at various values of $z$ in the principal $H$-plane.
Fig. 22. (continued)
Fig. 23. The distribution of $\frac{E_2}{E_1}$ on the axis of the cone for different values of the cone angle.
Fig. 23. (continued)
the cone angle gets larger the scattering is dominated by the contribution from the tip when the base diameter is held constant. The same argument was concluded in the study of radar cross sections of finite cones\textsuperscript{13} in the case of axial plane wave incidence. It was shown that for large values of $kz_0$, where $z_0$ is the height of the cone, the cross section is dominated by scattering from the base and when $kz_0 > 10$ a relative error of less than 10% results if only the base contribution was accounted for. This indicates the existence of a close correlation between the near-field distributions and the radar cross sections under identical situations.

The near-field measurements in the neighborhood of a circular plate using the photoconductive modulation system checked very well with previously obtained results using other methods. Fig. 24 shows a comparison of the results using the light-modulated scattering techniques with those obtained by Ehrlich and Silver\textsuperscript{23} under the same conditions using the conventional probing technique.
Fig. 24. A comparison of the results obtained for the near-field distribution of a circular disk.
VII. CONCLUSIONS

A new method for measuring microwave diffraction fields has been described. It employs a small photoconductive scatterer in a light-modulated scattering technique which dispenses with connecting circuits to the scatterer entirely. Since the scatterer is now completely isolated electrically, all complications and sources of error due to connection disturbance and scatterer movement are eliminated.

Measurements with the circular aperture and the circular disk using light-modulation method checked very well with the published data of Strait and Ehrlich et al.

The scattering technique using light modulation was adapted to measuring the diffraction fields of finite conducting cones. Near-zone electric field distributions for three cones (half apex angles 20°, 45° and 67°) and a circular disk of the same diameter were mapped in detail. The experimental results verified the advantages and usefulness of this method.

No measurement of the near-zone magnetic field distribution was made in this study. This was due to the difficulty in constructing a small loop scatterer of photoconductive material having accurate geometry. However, the extension of the light-modulation principle to independent measurements of microwave H-field distributions is straightforward.
APPENDIX

Effect of the Chopper Blade Modulation

The coherent detector used in the experiments is illustrated in Fig. A-1.

Fig. A-1  Basic diagram of the coherent detector

If a signal is modulated from the rotation of the chopper blade it arrives at the detector hybrid junction together with a signal from the scatterer and an error signal.

Let the different signals be denoted by
\[ E_d \cos (\omega t + \gamma) = \text{Modulated signal from scatterer} \]
\[ E_c \cos (\omega t + \alpha) = \text{"" from chopper blade} \]
\[ E_u \cos (\omega t + \eta) = \text{Un modulated error signal} \]
\[ E_0 \cos (\omega t + \beta) = \text{Reference signal} \]
\[ m(t) = \text{Modulation function} \]

As a result of the properties of the hybrid junction the signals \( E_1 \) and \( E_2 \) arrive at barreters 1 and 2 in phase in one arm and out of phase in the other arm of the junction.

\[ E_1 = E_0 \cos (\omega t + \beta) + E_u \cos (\omega t + \eta) + [E_d \cos (\omega t + \gamma) + E_c \cos (\omega t + \alpha)] m(t) \]
\[ E_2 = E_0 \cos (\omega t + \beta) - E_u \cos (\omega t + \eta) - [E_d \cos (\omega t + \gamma) + E_c \cos (\omega t + \alpha)] m(t) \]

These signals are squared by the square law barreters 1 and 2 respectively. Since the power is proportional to \( E^2 \), the modulated components of the powers arriving at detectors 1 and 2 are given by

\[ P_{1,2} = [E_d^2 \cos^2(\omega t + \gamma) + E_c^2 \cos^2(\omega t + \alpha) + 2E_u E_d \cos (\omega t + \gamma) \cos (\omega t + \alpha) \]
\[ + 2E_u E_c \cos (\omega t + \beta) \cos (\omega t + \eta) + 2E_o E_c \cos (\omega t + \beta) \cos (\omega t + \alpha) \]
\[ + 2E_u E_c \cos (\omega t + \eta) \cos (\omega t + 2) + 2E_u E_c \cos (\omega t + \gamma) \cos (\omega t + \alpha)] m(t) \]

where upper sign belongs to \( P_2 \). The audio response \( V_1 \) and \( V_2 \) are found by averaging \( P_{1,2} \) over one cycle:

\[ V_{1,2} = \frac{1}{2} E_d^2 + \frac{1}{2} E_c^2 + E_u E_d \cos (\gamma - \eta) + E_u E_c \cos (\gamma - \beta) \]
\[ + E_o E_c \cos (\alpha - \eta) + E_u E_c \cos (\alpha - \gamma) \]

The audio transformer takes the difference of these signals. Hence the
output of the coherent detector becomes

\[ V = E_0 E_d \cos (\gamma - \beta) + E_0 E_c \cos (\alpha - \beta) \]

Hence, the amount contributed by chopper modulation is an additive term to the final reading.


12. C.E.Schensted, "Application of Summation Techniques to the Radar Cross Section of a Cone," Symp. on Microwave Optics, McGill University, Montreal, Canada; June, 1953.
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