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Investigation of the application of computer techniques to the analysis of the syntactic and semantic structure of natural language was begun in February 1960 under Air Force Contract AF 30(602)-2185. The project began with an investigation of the structure of an artificial language suitable for storage and retrieval of information (see First Quarterly Report, May 1, 1960), but turned immediately to the development of routines for the analysis of English preparatory to any translation of natural language materials into an artificial language. Since it was deemed an essential feature of any artificial language that each sentence should consist of a single subject and a single predicate, work was started early on clause boundary marking routines, work which has continued until the present; many successive routines have been hand-tested, and several programmed (currently for the IBM 709). In order to test such routines a taped corpus was essential; for this purpose the book *Planet Earth* by Karl Stumpff (Ann Arbor, 1950) was completely key-punched and taped. For further work on scientific English, an additional corpus of 45 articles (five each for the fields of Mathematics, Physics, Astronomy, Agriculture, Geology, Chemistry, Engineering, Biology, and Medicine), totaling about 120,000 words, was selected by standard randomizing procedures under the direction of Professor Douglas Elson of the Indiana University Psychology Department. A list of these articles is presented in Appendix XVII. Since the routines have not yet been adequately checked out on the preliminary corpus, this random corpus has not yet been punched.

Since any syntactical routines (including clause bracketing) required detailed form-class information on all words in the text, a complete dictionary of *Planet Earth* was prepared with form-class information coded for each entry.
As the routines have changed, the coding requirements have also been revised, and we are not prepared to state that our present coding is even yet all that is needed.

Since two of the requirements of an artificial language was originally judged to be minimum vocabulary (elimination of synonyms and derivatives) and automatic coding of as many words as possible, work was also begun early on a suffix-stripping routine which would automatically convert such words as "inclusion" into "include + N abstract" with all the codings automatically attachable to words formed with this suffix. (See Third, Fourth, and Fifth Quarterly Reports.) Work on this portion of the project has been temporarily shelved to deal with higher-priority projects; but it is hoped that eventually this can be taken up and prefixes (such as un-, re-, etc.) also dealt with in a similar manner. A much reduced and altered version of the affix routines has, however, been developed for use with the clause routines and the ambiguity routines. The need for these latter routines was also seen very early; since form-class assignments are required for clause-bracketing, and since many such assignments are ambiguous in English, routines were developed, and have been constantly improved, for eliminating such ambiguities.

To prepare the way for improvement of our suffix routines, the need was felt for a more complete reverse-alphabetized dictionary than was available in Walker's Rhyming Dictionary (the only published lexicon with this arrangement) and a program was written (and is available) for the reversing of Merriam-Webster's New Collegiate (1959), and five print-outs of this alphabetization were made (of which two have been forwarded to RADC). This work was done before the similar project carried on at the University of Pennsylvania, and it is believed that the two dictionaries in large measure complement each other.
Some hope was felt at the outset that part of the laborious hand-coding of dictionary entries might be avoided if a type of "machine learning" procedure could be adopted in place of algorithms, and so Douglas Wilson conducted an experiment (see Appendix XVIII which showed (in our opinion, conclusively), that, while machine performance in syntactic analysis could be quickly improved up to a certain point, this part fell far below the requirements of information retrieval, at least with published dictionary coding only.

Work on semantic analysis has taken two different directions at various periods, and only very tentative preliminary results are available as yet. The first approach was to consider the dictionary coding of certain semantic relationships (other than those conveyed by affix routines), such as synonymy, antonymy, hypernymy, etc. The most recent approach has confined its attention to devising mathematical measures of the degree of synonymy, using such available reference works as Royt's Thesaurus, Bartleby's Vocabulary Builder, and Merriam-Webster's Dictionary of Synonymy and Antonymy; future work is envisaged using such larger dictionaries as Merriam-Webster's New International (Third Edition).

Closely linked with the synonymy measure is the development of the syntactic agreement measure derived from the special arrangement and ranking of sentence words called FLEX, which is fully described in this report. Much of the work on FLEX and synonymy measure is due to Mason V. Cook and Donald McCabe.

Work was done for a time (largely by J. P. Teixeira, George Wooley and Jan Stewart) on the possibilities of artificial languages having specific logical properties (see the Sixth Quarterly Report). This was temporarily shelved when work of FLEX seemed to prove it a more interesting tool for information retrieval.
Most of those who have contributed in one way or another to this report have been named above; some portions have been written by Fred Householder, Jr. Many parts of the report are indebted in various ways to work done by all the workers named in the various quarterly reports. The arduous task of preparing the appendices accompanying this report has been largely carried out by R. V. Cook.
Abstract

Under the title *Automatic Language Analysis* (originally *Automation of General Semantics*) research has been directed towards the development of a device which would process and store completely unedited English language texts and print out answers to questions regarding these texts presented to it in their natural language form. The approach followed requires that the computer itself syntactically analyze input text in order to convert it into a special form called FLIX, which preserves only that syntactic information which is useful for data retrieval purposes. In their FLIX forms sentences can be compared to determine the degree of their relationship to each other in respect to both word-meaning and propositional meaning. A high correlation between a text sentence and a question indicates that the text sentence is a relevant answer.

The problems of construction a device of the kind proposed are discussed in some detail. The report also describes an approach to the mechanical analysis of language. It also contains an account of a version of FLIX and of certain preliminary experiments in weighting syntactic information. The fourth section briefly lists the conclusions and recommendations, both positive and negative, which may be drawn from the work of the project.
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General Discussion

The work reported upon here is intended as a contribution to the study of the problem of direct communication between men and computers through the medium of natural language. It deals with the design of a device which would efficiently store a large body of data fed into it in the form of completely unedited natural language texts, and answer any question posed to it in natural language regarding these texts. The construction of programs to carry out certain procedures which would form a necessary part of the operation of such a device are described in some detail. It could be agreed that, as they stand, these procedures - indeed, the choice of certain of these procedures for development rather than others - represent fairly drastic compromises when compared with what might be regarded as the ultimate goal in this field of research. This is true. The model described here is intended to satisfy the minimum requirements that a priori can be demanded of such a device if it is not to produce insignificant results. Its purpose is mainly heuristic.

Lacking such a device it seems difficult, if not impossible, to see how better results could be obtained. Its realization would establish a context in which empirical experiments could be conducted. Examination of the results of these experiments would suggest the best ways in which improvements could be made.

The approach followed differs in certain important respects from other information retrieval experiments. While obviously having much in common with mechanical document retrieval systems it differs from them in aiming at entirely dispensing with the human abstracter who prepares a specially organized text which is then translated into a machine language for transmission to the computer; documents are retrieved through the recognition of certain key words or of a combination of key words occurring in the stored abstract and the information request.
Although sharing many of the problems encountered in developing techniques for the production of mechanical abstracts it differs from this work particularly in the matter of scope. The intention here is to enable the machine not to select from a text those parts which, in accordance with certain built-in criteria, are rated as most significant, but to handle the whole text. This would remove the risk of the total loss of some information due to the machine having to act under the limitation of restrictive pre-judgments concerning what is to be considered important in certain kinds of texts—something which must obviously change with different people and different times. It also means that a very much higher standard of precision can eventually be expected. The computer will not merely supply a list of references to documents which contain data relevant to a particular request for information. If problems of storage space can be overcome the machine should be able to print out the actual data itself. Failing this it should be able to provide something as precise as page and line references.

Without ceasing to be useful for information retrieval purposes the computer can become a "question-answerer".

An automatic question-answerer, *Baseball*, is already in operation at M. I. T. The computer stores information from a restricted field (the date, place and score of every game played in the American League in 1959) fed into it in the form of a special machine language. Questions regarding this data, phrased in natural language (English) and ranging over a fairly wide degree of lexical and syntactical variety, are automatically answered. The outstanding feature of the device is its capacity to carry out quite complex procedures which enable it to answer questions of a considerable degree of complexity.

A question like, "Is it true that every team played at least once in each ball-park during the month of August?" for example. In this particular case, the answer is no. If you have a different question in mind, please let me know!
respect Baseball goes beyond the kind of device proposed here. It differs from it also in two other respects. First, although the machine automatically processes the questions put to it, the date it stores is fed into it in an already processed form. Second, the data it operates upon is of a very special kind. The model for the device appears to be a quiz-competitor. The machine answers rightly or with "don't know". The device we propose is modelled upon more usual human behavior. Under ordinary circumstances the giving of a direct answer to a question is fairly unusual. More typical is the phenomenon psychologists call "answer by elaboration". That is to say, when questioned one tends not to answer the questioner directly but by presenting him with the information at one's disposal which seems most germane to his query. It is this facility that we wish the computer to simulate. The advantages of building this capacity into an information-retrieval device and the difficulties of accomplishing this aim are now discussed.

Consider the case of a computer with the following sentences stored in its memory: (i) The boy hits the ball and (ii) The girl drinks the coffee. It is desired to program the computer in such a way that in response to the question Does the boy hit the ball? Sentence (i) and not Sentence (ii) will be printed out. It is assumed that no system of labeling sentences is to be employed. The machine is to interpret the question itself as an instruction to search the memory for the sentence which matches it most closely. The question provides a pattern the elements of which are the individual words. A search is initiated for patterns which coincide with that contained in the question. This is the simplest information retrieval situation involving a natural language text and a natural language question. Notice that already we have to allow for a certain degree of tolerance in matching patterns. If
only exact matches are to be accepted then Sentence (i) will not be retrieved since it contains one less word (also a different punctuation mark if these are to be counted). This must obviously be allowed for. We would wish sentences like (iii) The boy hits the ball hard and (iv) The boy hits the ball every time to be retrieved in response to this question if they formed part of the corpus. Notice also that the sentences (v) The boy never hits the ball and (vi) The boy did not hit the ball would also be considered significant answers. In matching patterns the occurrence of negative elements can be ignored. Negative answers are as likely to be relevant as positive answers. A failure to retrieve any answer at all is to be interpreted as "don't know", not "no".

Now consider a slightly more complicated situation. We substitute for Sentence (1) Sentence (vii) The boy strikes the ball. The same question is posed. If we specify that it is the sentence which offers the closest match that is to be chosen Sentence (vii) will be printed out and not Sentence (ii). But now the notion of tolerance has to be considerably extended. The match is made on the recognition of the common pattern The boy—the ball. This would mean that the sentence (viii) The boy kicks the ball (ix) The boy avoids the ball and (x) The boy recognizes the ball if added to the corpus would be retrieved at exactly the same time as Sentence (vii). More disturbing still, if (xi) The boy enjoys the ball is added to the corpus it too will be retrieved as a relevant answer.

It seems then that The boy—the ball cannot be regarded as a sufficiently well-defined pattern for its occurrence in the question sentence and the corpus sentence to be taken as a criterion for the retrieval. This decision prevents the noise sentences being printed out. It still leaves the problem of retrieving Sentence (iii) which on all counts is a relevant answer to the question.
The solution adopted demands that strike be considered as being an element of the same type as hit. There is, of course, strong intuitive motivation for this. The notion is reflected, though perhaps not very precisely, by an entry in a thesaurus - a list of words all substitutable for at least one other word in the list in some context or other. We have postponed discussion of the important question of the construction of a thesaurus for purposes of information retrieval from natural language. For the moment we assume that the computer is also supplied with a dictionary and that against each entry is a list of numbers corresponding to those heading thesaurus entries in some standard work like Roget’s Thesaurus. A look-up routine now reveals that hit and strike have an identical entry. The question sentence and Sentence (vii) are now treated as sharing the same three-element pattern. Sentence (vii) is chosen and the rest rejected.

Identical listings in a thesaurus are rare and in an ideal thesaurus probably non-existent. On the other hand partial overlappings are frequent. It is reasonable to suppose that the words hit and kick, for example, would occur together in at least one thesaurus cluster. An extension of the present method would interpret the detection of this overlap as indication that kick also fills out the pattern but in a less exact manner. So that The boy kicks the ball is printed out in response to the question Does the boy hit the ball? but only after The boy strikes the ball has already been retrieved. These machine responses can be equated to the replies “Yes” and “No, but he kicked it”. The point is that the second of these might be relevant information. Whether it actually is or not can only be decided by the operator, not the machine.

A further improvement is suggested by the observation that in Roget’s Thesaurus the principle of arrangement is such that a list of terms comprising
one entry is likely to be immediately followed by one made up of a list of their opposites. The fact that a negative answer is likely to be as relevant as a positive one suggests that in some cases adjacent clusters should be merged. This would bring *hit* and *miss* together in the same cluster, and since it can be assumed that *miss* and *avoid* also occur in the same list, this extension of the notion of negative responses means that Sentence (ix) will also be printed out.

Let us assume that each time the machine recognises a match between the lexical items in a question and those in a stored sentence it makes a simple computation. Let us say that it scores 1 for a full match *hit: Hit* or *hit: strike* and $\frac{1}{2}$ for a partial match *hit: kick, hit, avoid*. The search for matches now produces a rough kind of ordering of the sentences in the corpus in terms of their relevance to the question. Ignoring words such as definite articles which occur in no thesaurus entries Sentences (i) and (vii) score 3, Sentences (viii) and (ix) $2\frac{1}{2}$, Sentences (x) and (xi) 2 and Sentence (xi) 0. If the program were designed in such a way as to ensure that the sentences were printed out in descending order there would be no need to decide beforehand on a cut-off point, i.e. a score below which no sentence is printed out. Once the operator observes one sentence in the print-out that he regards as irrelevant he can stop the production of output on the assumption that the rest of the information contained in the corpus is irrelevant to his particular need.

Increasing the number of potential matches by associating with each word a list of thesaurus entries does not remove all the problems. In fact it introduces new problems. Consider the Sentences (xii) *The well-behaved girl sips her coffee* and (xiii) *Coffee is good to drink* and the question *Does the young lady drink coffee?* Computing matches in the way previously suggested
we find that both text sentences make the same score (xii) (young) lady; girl=½, sips: drink½ coffee: coffee 1 Total 2, (xiii) coffee: coffee=½ drink: drink=½ Total 2. Thus although the system enables (xii) which has only one exact match to score the same as the irrelevant (xiii), which has two, it fails to establish any priority for its retrieval. It also means that the noise sentence (xiv) A taste for liquid honey is characteristic of immature female bears, where taste, liquid, immature and female all score ½ points, would also be retrieved. The difficulty cannot be overcome by making a rule that matching patterns must not only contain the same words but the same words in the same order. One would obviously want to retrieve (xv) Coffee is drunk by all well-bred young ladies, which would be rejected by such a rule.

To overcome this difficulty we advance the hypothesis that the lack of discrimination in the information-retrieval systems so far developed arises from the fact that they utilize only semantic information and fail completely to make use of syntactic information. They fail to recognize that (to put it the simplest fashion possible) Sentence (xiii) is "about" coffee and its relationship to drinking. It is reasonable to claim that this is reflected in the statement that (to use the most neutral grammatical terminology available) the subject of (xii) is girl, while the subject of (xv) is coffee. Sentences which have words, or words from the same thesaurus cluster, in common are more closely related from our point of view than those which do not. But the factor which controls how closely these sentences are related is the extent to which the common elements share the same places in their syntactical pattern. Matching procedures based on syntactic information can be made extremely comprehensive. A match between the subject of Sentence (a) and the subject of Sentence (b) is obviously more significant than a match between the subject of Sentence (a) and
the object of Sentence (b), but this second match is still important. It is more important than say a match between the subject of Sentence (a) and a modifier of the object of Sentence (b). Yet this fact too might not be without significance and provision for it can be made in the system.

The question of the explanatory power of grammars has only recently begun to interest linguists. Its importance is a direct outcome of the decision taken by certain linguists to make the goal of syntactical studies not the elaboration of procedures by means of which linguistic data can be classified, but the construction of grammars which are their theories of sentence structure. Since the observable data such a theory has to cover is infinite it must be generative. A grammar of this kind is structured as a calculus which generates all and only the well-formed sentences of a language. Given a complete grammar of a language, for any well-formed sentence of that language there should exist in it an ordered set of formulae which would generate this sentence. This is expressible as an ordered (bracketed) string of syntactic symbols and constitutes a syntactical analysis of the sentence. Since there is no limit on the number of generative grammars that can be constructed for a language the question of choosing between competing grammars becomes crucial. It has been suggested that the most powerful grammar is that which produces analyses which most fully explain the native speaker's intuitions about the relationships (sameness and differences) between sentences. Preliminary investigations into the account of syntactic information

necessary for efficient data retrieval from natural language texts suggest that, since only relatively coarse distinctions between the syntactic functions of matching words appear to be significant, a comparatively weak grammar will prove adequate.

The adequacy of weak grammatical models for information-retrieval purposes is important for two reasons.

(i) The complete grammar which linguists regard as the ultimate goal is unlikely to come into existence for a considerable time. At the moment we do not possess a single grammar for a natural language which comes anywhere near to satisfying demands of completeness that might reasonably be made of it when no other purpose underlies its construction than the study of language itself.

(ii) The linguist who constructs a generative grammar is interested in data only in so far as it tests his theory. Given a sentence which a native speaker agrees is well-formed he is concerned only that his grammar should contain an ordered set of formulae that will generate that sentence. The question of how he decides which set of formulae in the grammar satisfies this condition is of no interest to him. It is not part of the theory. A grammar does not tell one how to recognize the analysis of sentences. The process of checking an "ideal" sentence generated by the grammar and the actual sentence observed affords no difficulty to human beings. Human beings have intuitions about language anyway and an illuminating grammar is illuminating precisely because it in some sense incorporates these intuitions. We want to enable the machine to make use of grammatical information because it does not have intuitions about language. The problem of how a machine is to determine the syntactic analysis of any sentence, is, therefore, crucial. The application of
computers to the task of data-retrieval from natural language demands the construction of a heuristic device which will enable it to derive from any sentence an analysis which (a) corresponds to an ordered set of formulae in a grammar (b) meets the strong intuitive demands of fitness when applied to the sentence from which it has been derived. A similar device is essential to machine translation. Machine translation demands reference to an extremely powerful grammar. A characteristic of the weak models useful for information retrieval purposes is the relatively small number of formulae they contain. The problems of construction of a recognition device for this grammar are thereby greatly eased.

Any really significant reduction in the complexity of syntactic analyses, however, is not as easy to obtain as it might seem. It is an inescapable fact that if a recognition device is to work at all efficiently it will almost certainly produce analyses containing more information than can be used for data retrieval purposes. The reason for this is simple. Even if all that is demanded of a recognition device is that it should indicate nothing more than the subject, verb and object of a sentence, it can only do so as the result of first assigning labels to all, or almost all, the elements in the sentence. The problem here is not just that certain words can be either nouns or verbs, or verbs or adjectives, etc., but that any noun can be either a subject or an object or the modifier of a subject or object, or the modifier of a modifier, etc. The last difficulty arises out of the recursive tendencies of natural language. Sequences of the kind, the boy with the dog with long ears with white spots, etc. are possible. Generative formulae for this might be Subject → Nominal Group → Nominal Group + Nominal Group → Nominal Group + Nominal Group + Nominal Group. We may be concerned only with the identification of the element
that enters into the first of these formulae, but this is impossible until the structure of the whole string has been established.

To avoid the danger of being weighed down by redundant information we propose that the initial processing both of data and questions consist of a translation into an artificial language in which only those syntactic relationships which prove significant in information retrieval occur. The analyses produced by the recognition device are not stored but interpreted as a set of instructions for rewriting the sentence into the equivalent form in the artificial language. In this way we are relieved of the problem of constructing a complete grammar for English. It is only necessary to ensure that every analysis will contain sufficient information to enable the sentence for which it has been produced to be rewritten as a well-formed sentence in the artificial language. To ensure the completeness of the grammar of the artificial language is a relatively simple matter. The artificial language will contain only a small number of sentence types to which the large number of English sentence types will have to correspond. Artificial languages for information-retrieval differ, therefore, in a very important respect from those created by logicians. Instead of reducing ambiguity they promote it. Certain forms (actives and passives for example: The boy hit the ball, The ball was hit by the boy) are related syntactically: a fact that can be incorporated into a grammar, but only at the cost of some added complexity. In the "collapsed" grammar of English we propose, it is merely necessary to ensure that both forms are rewritten identically in the artificial language.

Marching procedures are carried out on sentences in their translated forms. For ease of reference the artificial language has been given the name FLEX. Since its vocabulary consists of thesaurus clusters rather than words it is characterized by minimum syntactic organisation and maximum semantic organization. It differs most noticeably from natural languages in not dis-
playing any of the syntactic variations which prevent the development of what Yngve calls "depth." In its present form nearly the whole grammar of FLEX is contained in the formulae.

1. Subject + Predicate
2. Subject → Noun
3. Noun → (modifier) + Noun
4. Predicate → Verb + Object
5. Verb → (Modifier) + Verb
6. Object → Noun

The formulae (3) and (5) are recursive, it being possible to add an infinite number of modifiers to subjects, verbs and objects though in practice a limit is set at four. The rules are not ordered; (3) is applied again after (6).

This particular language is almost certainly too simple to promote efficient data retrieval. Its usefulness at the moment consists in producing a context in which hypotheses concerning the adequacy of various types of thesauri and the weighting of syntactic information can be readily tested. Some experiments in testing various functions for weighting syntactic matches are described in Part III.

From another point of view FLEX may be regarded not as a language, but as a device for (a) splitting each (simple) sentence of a natural language into two parts, "Subject" and "Predicate", and (b) assigning weights to each word in each part according to their "importance". The assumption is made that, in general, words which are grammatically superordinate, or "head" words, will be more important for information, and modifiers will be less so, while such items as conjunctions, particles, prepositions, articles, and the like are of no importance whatever.


The need for a device which will assign a significant syntactical analysis to any English sentence was explained in part I. A syntactical analysis is defined as an ordered sequence of symbols, all of which occur in the same grammar, and in which each symbol corresponds to one word in the

A grammar is defined as a calculus of formulae which generates all and only all the well formed sentences of a language. A correct syntactical analysis is defined as an ordered string of symbols which would be generated by a grammar. A significant analysis of a sentence is one which is correct and which meets strong intuitive demands of fitness when assigned to that sentence.

An idea of the problems encountered in developing such a program can be gained by considering the simple three word sentence *These points stand*. The sentence is syntactically unambiguous (Demonstrative Adjective + Noun) + Verb, being the only significant analysis. A computer analysis, however, is the output of look-up routines operating with a dictionary which lists for each word in it all the syntactic roles that can be undertaken by that word. (An account of the structure of this dictionary and the look-up routine will be found in Section 2 or this report and associated appendices.)

Since it is uneconomical to enter both *boy* and *boys*, *jump* and *jumped*, *jump* and *jumping* etc., in the dictionary, and since also these suffixes contain essential syntactic information, it is necessary for the look-up routine to work in conjunction with a routine which recognizes *boys* as *boy + s* and interprets the *s* as indicating plurality in the noun. This routine is also described in Section 2. In the present case the look-up routine would find two entries for each word. *These* -- Demonstrative Adjective and Demonstrative Pronoun, *Points* -- Noun and Verb, *Stand* -- Noun and Verb. Applying a rule which states that each word can fulfil only one syntactical function at a time in an analysis results in a total output of eight different unranked strings.
The demand that the machine should select only the significant analyses imposes too strong a condition. It is sufficient if it retains only those which are correct. In practice it can be assumed that any output that can be shown to be a correct analysis will also be a significant analysis of the sentence from which it is derived. A maximum program, therefore, would guarantee the correctness of all analyses printed out. The difficulties of attaining such an objective are perhaps insurmountable. In its place we offer an approach which has as its objective the recognition of nearly all incorrect analyses. In this connection we offer the tentative hypothesis that we select one syntactical analysis of a sentence over all other possible analyses not so much because it is the right one as because it is the only one that is not wrong. In the case where there are two right analyses the sentence is syntactically ambiguous. In the same way if the machine could recognize incorrect analyses then it could be assumed that any not rejected on this count would be correct.

It is impossible to supply the machine with a list of incorrect analyses. There is no reason to suppose that such a list would be any shorter than a list of correct analyses. Probably both are infinite. The solution we adopt arises out of three observations:

(1) The most frequent and intractable cases of ambiguity of form class assignment seem (at least in English) to occur when one of the assignments is verb.

(2) A study of analysed sentences indicates that an operational definition of a clause as that part of a sentence which contains one and only one verb (excluding auxiliaries and modals when these are followed by other verbs) is quite workable.
(3) In the course of constructing a generative grammar many of the greatest problems are encountered in the area covering the generation of sentences comprising more than one clause. It is here that problems of selection — that is problems of deciding how far the individual strings making up each clause should be developed before they are associated in the course of generating the complete sentence — appear to be particularly troublesome. The difficulty of finding the simplest theoretical statement indicates that there are a large number of specific features to be taken into consideration. This in turn suggests that a list of incorrectly juxtaposed clauses, described in terms of these features would provide criteria for rejecting nearly all incorrect analyses. This would also cover one-clause sentences since the number of clauses which can combine with the null class is strictly limited.

The procedure we propose for mechanical recognition of syntactical analysis consists of six parts.

1. Formation of a list of syntactic symbols for each sentence by dictionary look-up.

2. Resolution of ambiguous assignments where one of the assignments is verb. Accepting the operational definition of clauses given above, this will mean that at the conclusion of this operation the analysis will contain sufficient information for

3. Ordering into clauses to be imposed on the string.

4. Checking against a list of incorrect clause combinations. Detection of an error here must, by definition, mean that a mistake has been made earlier in the resolution of an ambiguous assignment involving the form class verb. In this case we enter

5. The rules employed for resolving form class ambiguities in 2

-15-
are arranged in descending order according to their efficiency. The number of the rule used to resolve an ambiguous assignment is carried forward with its output. In this way once a mistake has been detected at the clause level candidates for re-assignment are easily recognized. In cases where there is more than one candidate the one with the highest rule number is changed first. The process is continued until a legitimate result is obtained.

This simplified scheme may be improved through re-entry into the resolution cycle. At this level we may discover that a word group taken as an idiom by the phrasification does not in a particular instance operate as a unit. Such a phase would have to be dismantled before re-entry. Also prepositional phrases which act as adverbs can be so noted; and all words resolved by "perfect" rules can be noted as unambiguous. Such information would obviously strengthen the verb resolution of phase 2.

6. Ordering into phrases within the clause and the resolution of the remaining ambiguous assignments are carried out.

The number of rules need in 2 is kept down to a comparatively small number by adopting the strategy of giving all uncertain cases the assignment "verb." This means that in the instances where this is wrong an extra clause is interpolated into the sentence, making the chances that a correct analysis will be formed very slight and ensuring a later correct re-assignment.

Programs for Parts I and 2 have been written and tested. Work on part 3 is nearly complete. Work on part 4 has been postponed until all the earlier ones are fully operational. The reasons for this are partly that the results obtained from the earlier routines are so good that it is
possible that certain incorrect juxtapositions of clauses can be ignored as impossible outputs of the earlier routines. Investigations so far made indicate that the hypothesis, that, if a description (even though partial) of the clause level stages in the generation of a sentence can be derived from it, then this will contain sufficient information to cause most incorrect analyses produced by the look-up routine immediately to be rejected, is a valid one. So far only a handful of cases have been discovered where wrong analyses would be derived which would not produce clause juxtapositions that one would expect to find in the list of incorrect combinations proposed above. An example of how this will work is provided by the sentence:

'One of the most satisfactory laboratory *experiments* in the field of mechanisms is the measurement of surface tension by means of a Du Nouy tensiometer.'

The look-up routine would produce the following string

Adjective/Pronoun + Preposition + Definite Article + Adjective/Adverb
+ Adjective + Noun + Noun Plural/Present Tense Verb + Preposition
+ Definite Article + Noun/Present Tense Verb + Preposition + Noun

The ambiguity routines would resolve all the ambiguous assignments correctly except in the case of the word *experiments* which was wrongly assigned as a verb. The resultant string is now

(Adjective/Pronoun + Preposition + Definite Article + Adjective/Adverb
+ Adjective + Noun + Verb + Preposition + Definite Article + Noun)
The routines for dividing the sentence itself into clauses would break up the string into two clauses in the manner indicated. Routine 4 would indicate that the juxtaposition of a clause containing a present tense verb and no marker of subordination (which, who, etc.) and a clause headed by an auxiliary verb is incorrect. Routine 5 would reveal experiments, field, surface and means as possible candidates for re-assignments. Experiments is the one resolved by the highest numbered (i.e. weakest) rule. Its assignment is changed to noun. Clause analysis on the new string now produces only one clause. Since this clause can stand by itself to form a whole sentence, no listing for clause containing present tense verb and no marker of subordination with the null class is found by Routine 4 and the new analysis is allowed to stand.

2

Construction of a Routine to Resolve Ambiguous Form Class Assignments.

For reasons already explained it was decided in the first instance to construct routines to resolve only those ambiguities involving the possible assignment verb. This meant the construction of five separate sets of rules for the resolution of the ambiguities; noun/present tense verb (point, stage, face etc.), adjective/present tense verb (clean, complete, close etc.) noun/past participle (and sometimes present tense also) (cut, set, felt, thought), adjective/past participle (fixed, interested, given, etc.) and present participle/adjective/noun (meaning, using, running, etc.)
(See Appendix XIV, the Ambiguity Routines). It was subsequently decided to add a sixth set of rules in which the ambiguities involved in words of such idiosyncratic distribution as *like, except, might, can, will, even, still, well,* and a few others would be resolved.

A rule is an instruction to search the environment of an ambiguous item for the presence of another item or items which are diagnostic in this context. For example, in each set of rules one of the first to apply is that which initiates a search for a definite article immediately in front of the ambiguous item. If this is found the ambiguous symbol in the output of the look-up routine is rewritten as noun. If the particular diagnostic item cited in the rule is not discovered the next rule is applied and the search for another diagnostic item started. Since the input for these routines consists of the form class assignments for each word in the sentence read from left to right, the machine resolving each ambiguity as it comes to it, most rules direct searches to the left hand side of the environment; the right hand side being likely to contain only information which itself ambiguous. In the interests of a simple machine solution very few rules demand a search extending over more than three items in either direction. Since the distribution of adverbs in English is exquisitely wide they rarely serve any diagnostic junction and most rules include the instruction not to count adverbs as part of the environment of an ambiguous item.

The ordering of the rules is important for two reasons. First, certain items are diagnostic only in the absence of some other diagnostic items. The rules must, therefore, be arranged in such a way as to ensure that a search
for the first set has already been undertaken and failed before the others are looked for the the environment. Second, since the general routine demands that a decision be made of each case, and since the rules will sometimes produce wrong results it is important that information as to how likely it is that the criteria used as a basis of a particular decision will produce mistakes should be readily available. In particular this provision enables us to exploit the strategy of resolving most uncertain cases as verbs. This in turn means that the number of rules in each routine can be kept down to a bare minimum.

Many items are used in more than one set of rules. The definite article, for example, is diagnostic when it occurs in the environment of an item designated by the look-up routine as noun/present tense verb, or an item designated adjective/present tense verb, or as adjective/past participle, as noun/past participle, or as present participle/adjective/noun. Many items regularly fulfill the same diagnostic functions as others. The discovery of an indefinite article in the environment of an ambiguous item nearly always leads to exactly the same result as the discovery of a definite article. A great economy is attained in the set of the machine solutions by assigning to each word an indicator code which indicates all the diagnostic functions it can fulfill. As each word enters the routine it is considered from two points of view; first to see if it is ambiguous and, if so, which kind of ambiguity it displays, second to see if it can play any part in the resolution of the ambiguous form mass assignments of other words, i.e. which indicator codes belong to it. A description of the programming of these routines follows. The full set of the rules in the forms most convenient for programming and hand checking will be found in Appendix XIV to this section.
Computer Technique for the Solution of Form Class Ambiguities

**Data Preparation**

The raw material used in the computer solution to the word ambiguities problem can be divided into two categories: dictionary data, and scientific text data.

**Dictionary Data**

The former category was originally prepared as a tape file for use with the IBM 650 computer programs. This dictionary tape file has been converted by an IBM 7090 routine to a format which is suitable for the IBM 1401 and 709. At the time of its conversion, the dictionary file was modified both in content and in structure to its present format. (See Appendix II, File 1.) The preparation of this category of data is, therefore, complete. Additions, deletions or changes to the file will hereafter be made through the updating program which will be described in a later section.

**Text Data**

The initial scientific text, *Planet Earth* was also prepared as a tape file for use with the IBM 650 Computer programs and it also has been converted by the above-mentioned routine. See Appendix II, File 2. A special IBM 709 program is being written which will be used for assigning to words of this text only the text identification described below.

The preparation of scientific text data is a continuous part of this data processing system developed for this project. A description of the manner in which this data is prepared follows.

Text data preparation is carried out in two stages: the conversion of the printed material to punched cards; and the conversion of the punched card to tape files.

4. D. E. Flanigan, IBM. *Tape Conversion Routine for the IBM 7090.*
Text-to-card

The text is punched (See Appendix I, Format 2) in much the same way as it is typed. The following conventions are observed in the key-punch operation.

1. Words and punctuation are separated by blanks.
2. Every paragraph and every page begins a new card.
3. When a new word begins a card, the first column is blank.
4. When a new paragraph begins a card, the first two columns are blank.
5. When a new page begins a card, the first three columns are blank.
6. When both (3) and (5) occur, the first four columns are left blank.
7. When both (4) and (5) occur, the first five columns are left blank.
8. A sentence or a paragraph may be continuous over many cards.
9. The last 8 columns are reserved for card sequencing.

Card-to-tape

The primary purpose of the card-to-tape conversion operation is to provide an efficient form of input to the data processing system. Its function is to provide each text item with an identification number corresponding to its place in the text.

The conversion is to be done on the IBM 1401. The logical records produced contain the text time, with the capital marker moved to a convenient location, the identification of the text and the identification for each item in the text. Punctuation is moved over one character in its record.
The format of the 10-character text identification number is:

PPP P SS C U II

where

PPP is the page number in the text,

P is the number of paragraph beginning on the page,

SS is the sentence number within the paragraph,

C is the clause number within the sentence,

U is the analysable unit within the sentence,

II is the item number in the sentence.

The convention is followed that a paragraph is considered as being all on the page on which it begins. If a paragraph is more than a page long the beginning of the next paragraph has a page number which is greater by (at least) two than the page number of the preceding paragraph.

Unit numbers are assigned later by the unit analysis routine. Clause numbers will be assigned by the clause analysis routines.

File Standards

For purposes of uniformity within the data processing system, all files conform to the following standards:

1. Tapes are written at low density;
2. Logical record length within any file is fixed;
3. Block (physical tape record) length within any file is fixed;
4. Data files are all BCD files;
5. In addition to its data blocks, each data file contains one header record and one trailer record as described in the DDOS manual.6

Each blank tape mounted for use as output of the 709 computer programs contains the Blank Tape Label described in the IDCS Manual.7

**File Maintenance**

The data processing system for resolving word ambiguities required two types of maintenance programs: sort programs and update programs.

Sorting is carried out by means of the standard IBM 709 Sort.8 Sort sequences are designated both in the file descriptions (Appendix II) and in the block diagrams (Appendix III).

Updating of all files of the system may be carried out by means of a single IBM 709 program which is currently being written.9

**Update Program**

The particular function which the program performs at any one time depends upon the specifications stated by the user. These specifications include a general description of the characteristics of the file to be modified and of the manner of modification (Appendix I, Formats 4).

Specifications are punched on cards and converted to tape by a standard IBM 1401 program in which each card becomes one fourteen-word record. (See Appendix II, File 3). This "change" tape and the tape file to be modified are the two inputs to the file update program. The primary output of the program is the modified file. A secondary output file can be produced if requested in the specifications.

---

9. Instruction files are being updated by standard Comptrand package update.
Data Files

Data files are updated by means of cards #3 and #4. Depending on the use of the parameters in these cards the program may be directed to:

1) Locate a logical record by its position in the file, and add N logical records immediately after the one located.

The actual records added follow immediately behind the specification card #4. Each of the N records must begin in column 1 of a card; the record may be continued from card to card (76 columns per card) until the full size of the record has been punched. Continuation cards are identified by a "c" in column 79. Final $ padding of records need not be punched. Since the record and block size are both stated in card #3, a full record will always be added.

2) Locate a record by its position in the file, and delete--beginning with that record or the following one--N records. No records need follow this specification card #4.

It is possible in updating data files to delete certain records and to add others at the same point in the file. This must be done by means of two specification cards #4, each referring to the record after which records are to be added. The specification card with the "Add" parameter and the records to be added must precede the specification card with the "Delete" parameter.

3) Locate a record by its position, and change that record of the file with the match field stated on the specification card #4. When a record is found in which the two fields agree, delete or add N records, or change that record by the replacement field of the specification #4.
4) Locate a specified field in every record of the file. Whenever the field specified matches the field stated on the specification card #4, change the record by the replacement field of the specification card #4.  

The dictionary file (See Appendix II, File 1) may be updated by record in any of the above-mentioned ways. However, in addition, the logical records within the dictionary file which contain the count of the number of other records within an alphabetic grouping are modified in accordance with the addition or deletion of records during updating.

Data files may also be examined by means of the specification cards #3 and #4. When used for this purpose, the specification cards direct the program to locate a specified field in every record of the file. Whenever the record field matches the field specified in card #4, the record is placed on the secondary output file.

All specification cards #4 except those using the "Add" parameter may request secondary output. When requested in connection with deletions, the secondary output file will contain all records which have been deleted from the modified file.

When requested in connection with changes, the secondary output file will contain all records which have been modified on the primary output file.

10. Neither the matching field nor the replacing field may exceed the size of the record. The match field must always be completely stated on the specification card but may continue from card to card until it is completely stated. No characters - including zeros - may be omitted from the field statement.

11. By this direction all specification cards #4 are applied to each record of the file. This makes possible a change which is universal to all records of the file, or, if no change is requested, the selection of all records which have some common characteristic.
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Data Modification

There are two simple types of text which prepare it for further language analysis. The first allows the removal of obvious parenthetical expressions from the middle of a sentence for separate analysis. The second allows us to consider simple groups of words which normally function as one to be treated as a single item.

Separation into Analyzable Units

This routine (See Appendix IV) is to set off pairs of parentheses and dashes and the items inclosed by them so that the item immediately following such a unit may be considered as immediately following the item which precedes this unit. This is done by assigning unit (analyzable unit) numbers to each item.

Such units can then be placed at the end of the sentence by a standard I.B. sort routine. Sorting on digits 1-6 and 8-10 sequences the file into "analyzable unit" order. Sorting on digits 1-6 and 9-10 would sequence the file into original text order. For example:

"It is necessary (for purposes of this analysis) to consider these items together." will be analysed:

<table>
<thead>
<tr>
<th>It</th>
<th>Is</th>
<th>Necessary</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID0011010001</td>
<td>0011010002</td>
<td>0011010003</td>
<td>0011010104</td>
</tr>
<tr>
<td>for</td>
<td>purposes</td>
<td>of</td>
<td>this</td>
</tr>
<tr>
<td>0011010105</td>
<td>0011010106</td>
<td>0011010107</td>
<td>0011010108</td>
</tr>
<tr>
<td>analysis</td>
<td>)</td>
<td>to</td>
<td>consider</td>
</tr>
<tr>
<td>0011010109</td>
<td>0011010109</td>
<td>0011010100</td>
<td>0011010109</td>
</tr>
<tr>
<td>these</td>
<td>items</td>
<td>together</td>
<td></td>
</tr>
<tr>
<td>0011010111</td>
<td>0011010012</td>
<td>0011010013</td>
<td>0011010104</td>
</tr>
</tbody>
</table>
and this can be sorted, as above, into:

"It is necessary to consider these items together. (for purposes of
this analysis)"

**Phrasification**

To allow such phrases as "of course" to be treated as preposition + noun is to complicate the grammatical analysis of the sentence, and reduce the range of application of some of the rules. Such phrases have word functions in larger language units and fall into word-form classes. The Phrasifying Routine (Part I) (see Appendix V, Phrasification Flow) makes such treatment possible by accomplishing the recognition of the several word-records of the words in the phrase with a single word-record for the entire phrase. Recognition is done by comparison of a phrase entry prepared from input word-records with a list of phrase entries. If the constructed phrase entry is identical with one on the list, a phrase has been found. The list is prepared in advance by linguists. The routine, then, serves an entirely mechanical function, albeit somewhat complicated.

The mechanical aspect is complicated by two conditions of the problem: (1) the possible overlapping in the texts of phrases on the list and (2) the necessity of considering all combinations of words in the text not ruled out by certain practical and linguistic limitations from being possible phrases. The first condition necessitates a decision about what sequence of words is to be taken as the phrase in the various possible cases.
The general rule followed is (a) where the phrases begin with the same word, the longest and (b) where phrases overlap, the one which ends last is taken as the phrase. A practical limitation laid down is that phrases are no longer than twenty-four characters (including breaks between words). A linguistic limitation is that we do not look for phrases which include punctuation.

Information Gathering

With data files prepared, updated and maintained in various sort sequences, the next stage in the data processing system is one of information gathering. A single program, the Affix-Dictionary program, has been written to gather information from the dictionary file and append it to the text file.

For the purposes of grammatical analysis, it is necessary to have preliminary assignments of words to form classes. Since the same word, however many times it occurs, will have the same preliminary word class assignments, it is most efficient to make this assignment by a mechanical dictionary look-up after the text word has been coded.

In addition, there are rules in English correlating regularities in word structures with correct form class assignments. Several words are often such that they can be thought of as "complex" words formed from one stem by the addition of prefixes and/or suffixes. These "complex" words often can be given a correct preliminary form class assignment on the basis of their affixes alone. This allows the number of words in a dictionary designed to provide word form-class information to be reduced radically. It is necessary to leave in only those words for which a preliminary word form-class assignment cannot be made on the basis of affixes alone. With
such a dictionary, if a dictionary lookup is performed and then affixes are noted and the rules assigning form-classes on the basis of them are applied, all words for which adequate provision has been made will receive their correct preliminary word form-class assignments.

It will, moreover, be useful to include the stems of the lawful "complex" words in the dictionary and to perform a lookup for them also provided there are items of information common to the words formed from a stem which are of use in grammatical analysis. The value of the rules of form-class assignment on the basis of affixes will be primarily the reduction in the length of the dictionary. In the mechanical table look-up, the length of the table is almost never a negligible consideration. Where a table the size of a dictionary is in question, any systematic reduction in size is bound to be important.

As it turns out there are items of information common to words whose form-class assignment depends upon affixes being added to the same stem. The reduction in dictionary length when only stems of these words are listed is still significant. So, a dictionary including incorrigibles and stems is used in the mechanical assignment of preliminary form-classes. The other dictionary information available in this way includes form subclass (see Appendix VI, Sub-Class codes) information which is not predictable from affixes. As would be expected from the above, which rule is applied to produce the preliminary form-class specification of a particular "complex" word depends upon the structure of the word. But it also turns out that if the additional dictionary information about the stem is utilized and the rules are made functions of items in that information.
the rules can be made more effective. This type of rule reduces the
number of incorrigibles in the dictionary. Another pragmatic decision
leads us to employ rules about suffixes only. We employ therefore, in our
mechanical analysis of tests a Suffix-Dictionary routine for the production
of dictionary information about words in a text.

**Affix-Dictionary Program**

Input files to the Affix-Dictionary Program (see Appendix VIII,
Affix-Dictionary Flow) are two: the dictionary file (Appendix II, File #1)
and the text file (Appendix II, File #2). The program uses a binary look-up
to avoid sorting and resorting. Since punctuation marks have been placed so
that they have a zero in initial position, these are first. However, in
these cases, dictionary information is zero and the main program is
bypassed.

Output from the program is an appended text file (Appendix II, File #4)
and an Error File (Appendix II, File #5). The Error File is produced when
there is no matching dictionary entry for a word of the text or for its
stem after affix removal. When this situation arises, additional entries
must be made to the dictionary file by means of the Update Program. The
Affix-Dictionary Program must then be repeated with the updated dictionary
file as input.

By means of this program the 10-word record (Appendix II, File #2)
representing a word of text increases to a 20-word record. The Affix-
Dictionary Program inserts into the expanded record (Appendix II, File #4)
codes representing all the form classes to which the word of text may
belong, including a special code indicating a preferred form class, if any.
Subclassifications of form classes and another special code to indicate that an item is an "absolute breaker" (i.e. the item is the first word of a clause) are inserted. Coded representations of affixes either removed (before locating in the dictionary) or not removed (because the item was found) but indicated nevertheless, as well as the dictionary code which directs the program to test the ending of the dictionary word itself are included in the expanded record. Codes for irregular plurals, irregular past tenses, irregular superlatives and comparatives, past participles, and past forms which are always main verbs are also included (see Appendix VII, Dictionary Codes).

Although more information must be known about each text word before ambiguities can be resolved, the remaining information can be gathered in the Resolution of Ambiguities program which will be described in the next section.

Once the appended file has been produced it is sequenced into the analysable unit order (Text Identification) in order that the ambiguities may be resolved sequentially from left to right.

Resolution of Word Ambiguities

The resolution of word ambiguities within an analysable unit is carried out on the IBM 709 Computer in a manner which imitates the method employed by the linguist. The procedure in its simplest form might be stated as follows:

1) Within an analysable unit (left to right), note all words which are members of only one form class, i.e. never ambiguous;

2) Within the same unit (left to right), resolve the ambiguities of certain words of unusual distribution, as mine or like. (This step involves the application of one of a group of rules designed specifically for the
resolution of ambiguities of words in this class. Examination of the immediate environment of the words is required.

3) Within the same unit (left to right), determine the particular type of ambiguity, such as noun/verb present tense or adjective/verb past tense. (The ambiguity is resolved by applying a suitable rule from a group designed for the resolution of this type of ambiguity. The application of the rule requires testing the immediate environment of the ambiguous word.)

The program written to follow this procedure consists of a control routine (See Appendix IX, Control Program) and a group of subroutines.

Control Routine

The control routine reads the analyzable unit from the appended text file into the computer memory, noting (step 1 above), as it reads, the words which are unambiguous. For each of these words the control routine places the appropriate English word, i.e., NOUN, into a specified part of its memory record.

When the unit has been completely read into the memory, the control routine begins its second pass. In this pass it determines the words belonging to the class defined as "words of idiosyncratic distribution" and transfers to a subroutine which applies rules sequentially until it resolves the ambiguity of the word. The subroutine then supplies the English word for the form class and the resolving rule number to the specified part of the memory record for this word of text. Control returns again to the control routine which proceeds in this fashion until it again reaches the end of the unit.

When all such words have been resolved, the control routine makes its third and final pass through the unit. In this pass it determines the particular type of ambiguity of all other ambiguous verbs and transfers them to the appropriate subroutines for resolving them. These subroutines function in the manner described in the preceding paragraph.
When all words of the unit have been resolved, the control program writes the unit whose records (Appendix II, File #6) now show the resolved form class and the resolving rule number.

The procedure is repeated until all the units of the text have been analyzed.

**Indicator Subroutine**

Omitted from the above description of the control routine is reference to a special subroutine, the Indicator Subroutine. (Appendix X, Indicator Flow Chart). This subroutine completes the information gathering process begun in the Affix-Dictionary program and provides the control program and the remaining subroutines with sufficient facts for determining the type of ambiguity and for applying the specific rules for its resolution.

Resolution of form-class ambiguities depends upon the analysis of regularly recurring environments (indicator situations). First these indicator situations were broken down into parts; characteristics of the ambiguous item itself (for example, being the first word in the sentence, capitalization, etc.), characteristics of immediately preceding words, characteristics of preceding word + 1, characteristics of preceding word ignoring non-prepositional adverbs, and do on. **Indicator categories** were then set up and codes were given to each of these, **indicator codes**, which could be used in the machine. For example, one part of the indicator situation for several rules among the six rule set is the presence of a modal, copulative, or auxiliary verb. For one situation a member of this class is required to be immediately in front of the ambiguous item; for another, non-prepositional adverbs may be ignored. Again, for others, a member of this class must immediately follow the ambiguous item, in one case immediately following a word belonging to another category which itself follows the ambiguous item; in another adverb and adverb/adjectives may be ignored. Finally in one rule it
is only required to be the next verb. Nevertheless there is only one indicator code for this class - a "1" in the 10th position of the first indicator word. This means that each word in the sentence is tested to see if it is a member of this class, and if it is, a "1" is placed in the arbitrarily determined position of the arbitrarily chosen indicator word; otherwise there is a "0" in this position. Since this class is a subclass of a slightly larger indicator category a "1" would be put in the predetermined place indicating that the word is a member of this larger class also. Since both modals and auxiliaries are themselves members of other indicator categories, "indicators" must be placed in several places for such an item. Before any attempt is made to resolve the verbal ambiguities every word in the sentence must be tested with regard to these indicator classes (see Appendix XI, Indicator Codes).

On first consideration the task, performed by the control routine, of determining the type of ambiguity of a word seems relatively straightforward. It can be shown, however, to be quite complex, involving many computer instructions. For this reason the control program transfers to the Indicator Subroutine. The Indicator Subroutine performs the necessary tests and classifies each word by inserting a number in the Ambiguous Word Code (Appendix II, File #6). The control routine need then make only a single bit test to determine which type of ambiguity exists and, thereby, determine which subroutine must be entered.

In providing sufficient information for the subroutines to operate efficiently, the Indicator Subroutine is even more valuable. An illustration of a rule from one of the subroutines will serve to illustrate its value.

Is the preceding item to? If yes, does the ambiguous item have s as affix? If yes, take as noun. If no, see if the item before to is a nominal = the ambiguous item or according, alien, amenable, antagonistic, attributable, basic, complementary, contradictory, contrary, equivalent, foreign, hostile, inimical, liability, opposite, proportion(al), regard(s), resistant.
respect(s), sensitive, similar or supplementary, or if previous verb or adjective is part of ascribe, attack, attribute, belong, attain, cling, commit, convert, oppose, pertain, reconver, relate, or subject. If yes, take as NOUN. If no, take as VERB.

Obviously the rule is complex even in the number of questions it asks before a resolution can be made. Each of the subroutines has between 20 and 40 rules of varying complexity. The additional complication of determining, for example, if the word in question is a member of one of the groups mentioned above increases the rule's complexity from a programming standpoint and decreases its flexibility.

Flexibility is a most important feature of this entire data processing system. It is especially important in the program for resolving ambiguities.

There have been changes both in rules and rule ordering. There have also been insertions, deletions, and changes in word groupings such as the groups underlined in the above illustration. It is anticipated that when the results of the computer programs are studied, more changes are inevitable. A decision was made, therefore, that in order to maintain maximum flexibility the rules performed by the subroutines should be stated simply and directly in terms of computer instructions and that the determination of "belonging" to classes should be separated from the rules.

In the example above, the Indicator Subroutine "indicates" that a word of the unit does or does not belong to the group of words -- give, etc. by simply storing a "1" or "0", respectively, in a certain position of computer word in the memory record. The "1" and "0" are known as indicator codes, the computer word in the memory record is known as indicator code word. There are about 195 indicator codes. The groups which can be classified by means of indicator codes are varied. Among them are the following:

1) All words which are either object pronouns, or indefinite pronouns.
2) all words which are either possessive adjectives, or ambiguous precisely as adjective/pronouns, or ambiguous nouns.

3) all words which are either past participle adjectives or words which end in ing.

The control routine calls upon the Indicator Subroutine at several different times. By so doing, the information recorded in the indicator code words of the memory records is maintained in its most precise form for use by the subroutines. Instead of testing a word against a long list, for example, to determine whether or not a rule is suitable for resolving a word's ambiguity, the subroutine need test only a single bit position of an indicator code word.

Other Subroutines

It is by means of the subroutines that the computer resolves the ambiguous words of the text. There are six subroutines which correspond to the six types of ambiguities which are to be resolved. Each subroutine is made up of a) a control program, b) a rule table, and c) coding which represents, in computer terms, each of the rules in the set for resolving the specific ambiguity.

The subroutine control program is standard for all the subroutines. It may be stated as follows:

1) Advance a rule counter C.

2) Locate from a rule table the starting address of the coding corresponding to Rule C.

3) Transfer to the coding for Rule C.

The coding for Rule C either resolves the ambiguity or returns to step 1) above. If the ambiguity is resolved, the resolved part of speech
and the resolving rule number C is supplied to the specified portion of the
text word in memory. The counter is reset to zero and the subroutine returns
to the main Control Routine.

The rule table consists of a list of symbolic addresses corresponding
to the entry points to coding for each rule in the set. The subroutine
executes the rules by transferring in sequence to the symbolic addresses in
this table.

The use of a rule table adds another feature of flexibility to the
system. By rearranging the sequence of the symbolic addresses in the table
it is possible to rearrange the order in which the rules of the set are
applied. It is further possible to eliminate the application of certain
rules by simply omitting their symbolic addresses from the table. Rules may
also be added by supplying the necessary coding for the rule, assigning it a
symbolic address, and inserting this address in the desired place in the
table. These changes are made by reassembling the program. The rule number
is not actually attached to any piece of coding, but corresponds to the order
of rule application.

The coding for a rule in the set may require the examination of the
indicator codes, the form classes, and other characteristics of the ambiguous
word or of the words which precede or follow it. When examination of words
other than the ambiguous word is required, the subroutine gains access to
these words by means of special "search" routines.

The search routines (see APPENDIX XIII - The Search Routines) were developed
to meet the common need of all the subroutines. There are eight search
routines: four to locate words preceding the given word and four to locate
words following.
The Absolute Breaker Subroutines

In addition to absolute breaker items which always begin a clause, there are simple situations, involving only two or three words, which always indicate that at least one of the items begins a clause. These situations normally indicate that any search must stop there. They may also serve to limit the possibilities for an ambiguous item which precedes one of them. This program has been written to place the breaks as indicated in the appendix (see APPENDIX IV, Absolute Breaker Lists).
Construction of a Routine to Mark Clause Divisions in a Partially Analysed Sentence.

A syntactical analysis was defined as an ordered sequence of syntactical symbols. The device to produce syntactical analysis for any English sentence, which we are describing, treats the processes of assigning syntactic symbols to words and of ordering these symbols as being interdependent. Sufficient information is derived for a string of symbols produced by the look-up routine to allow a partial ordering into clauses to be imposed upon it. This partially ordered string in its turn contains sufficient information to enable either a proper assignment of symbols to be made for all words and ordering into phrases within the clauses to be carried out, or corrections in previous wrong assignments of syntactic symbols to be made resulting in a re-ordering into clauses, in which items improperly labeled can then be assigned an ambiguous symbol and ordering into phrases completed.

Division into clauses is carried out in many cases on improper strings of symbols, i.e., strings containing ambiguous symbols. Since the ambiguity routines described above have already been called in there are no improper strings containing the element verb. A search is initiated at the end of the string and continued forward to the beginning until either a verb or an absolute breaker is found. An absolute breaker is a word like which, what, because or a phrase like just as though, in order to which regularly stands at the beginning of a clause. These words and phrases are contained in the dictionary and are marked as absolute breakers. The members of another set of absolute breakers are identified by a search routine. They are either juxtapositions of items which are impossible within the same clause such as Verb + Subject Pronoun or items which can occur together within the same phrase.
and whose juxtaposition indicates that the first element is joining two clauses, such as that + definite or indefinite article. Present participles, infinitives and past participles ending in -en like given, written, etc., when not preceded by auxiliary verbs are also absolute breakers. Lists of absolute breakers currently recognised by the routine are given in Appendix 0. The beginning of a sentence counts as an absolute breaker.

In the case where the search finds an absolute breaker, the beginning of a clause is marked as occurring there and a new search is initiated at this point. In the case where the search finds a verb before coming to an absolute breaker this fact is registered. If, after this, an absolute breaker is found before another verb, a clause division is marked at the absolute breaker and a new search starts. If another verb is found before an absolute breaker the situation becomes somewhat more complicated. It is certain that somewhere between the two verbs a clause division has been crossed since no clause can contain more than one verb (unless one of them is an auxiliary or a modal).

In order to discover where this division lies it is necessary in most cases to examine the characteristics of the two verbs involved. For this it is necessary to make use of the sub-class information contained in the dictionary. Particularly relevant is the sub-classification of verbs: transitive, intransitive and transitive/intransitive. The term transitive here is given a special interpretation. It is applied not to verbs which must always take an object (i.e., must be followed by a nominal group not headed by a preposition) but to those which always do so when they are the main verb of a sentence. The verb fill for example is marked in the dictionary as transitive, since it will only occur without an object when it occurs
as a passive participle or in a passive phrase (Cf. He filled the sack with flour, He lifted the sack filled with flour, The sack was filled with flour). This provides the basis for a rule for determining clause boundaries.

In a situation in which a clause boundary has to be established between two verbs (what we shall call from here a redistribution situation) if the right hand verb is transitive and has an -ed suffix, and is not followed by an object then the clause boundary is to be drawn immediately in front of it as in He lifted the sack/filled with flour. It doesn’t matter which sub-class the left hand verb belongs to; nor what tense it is. In these cases it will always form part of a degenerate clause, functioning as a post-nominal modifier of the preceding noun. The importance of the sub-classification transitive and intransitive provides the rationale for beginning the clause division routine at the end of the sentence. Once the end of a clause has been established (and in nearly all cases the end of the last clause is the end of the sentence), then to discover whether the verb in that clause has an object is a comparatively simple procedure. It is only necessary to establish that somewhere before the end of the clause there occurs a noun or some element of a nominal group such as a definite or indefinite article, or adjective, or a demonstrative pronoun, or an object pronoun, etc. which does not have a preposition immediately in front of it.

Another important sub-class as far as its usefulness in clause determination is concerned, is that to which all verbs that can take a full clause as their object belong. Examples include verbs like believe, hope and notice (I believe that he will come tomorrow, I hope she is not ill). The first of these examples suggests another rule (though in point of fact both that + he and hope + she - (verb + subject pronoun) - are absolute breakers so there is
no redistribution situation in these sentences). If in a redistribution situation the left hand verb belongs to this sub-class and somewhere between the two verbs there occurs the item that, the clause break occurs there. I noticed that one of the students was asleep.

Certain important points arise out of this example. The only information we need about the left hand verb is that it belongs to the sub-class in question. It does not matter to what other sub-classes it also belongs. (Few English verbs fit into only one sub-class. Any attempt to arrange English verbs - or nouns - into classes in such a way that the maximum amount of information about their behavior is utilized results in considerable cross-classification. Schemes indicating the combinations of sub-class membership of verbs and nouns now recognized by the look-up routine will be found in Appendix F). As long as the look-up routine reveals that the verb in question can function in this way the rule applies.

But notice that in the case of a sentence like I noticed that sack filled with flour our present rule conflicts with the previous one. It produces a wrong answer whereas the previous rule would produce a right answer. As was the case with the ambiguity rules the rules for clause division must be ordered. It is essential that our first rule is applied before this one.

A correct solution can often be established on the evidence of tense alone without any use of sub-class information. Take the sentence The man opening the door works in my office. In any redistribution situation where the left hand verb is a present participle and the right hand verb is present tense the break must come immediately in front of the right hand verb.
Notice that since a present participle is also an absolute breaker the final ordering will be The man/opening the door/works in my office. In these cases provision must be made associating the two parts of the interrupted clause.

In certain redistribution situations a solution can be reached without reference to the verbs at all. The simplest case of this kind occurs when the two verbs are only separated by adverbs or prepositions, as in, He dined well/read a book/ and went to bed early (note and + verb is an absolute breaker). Notice that in this case the rule must stipulate that only these items occur between the verbs. The occurrence of a noun, for example, would produce wrong answers when the left hand verb belonged to the sub-class of verbs which can take a clause as their object. In order to keep the rules as general as possible many of them refer to items whose presence makes the rule inapplicable. In each case the situation produced by the presence of such an item is resolved by a later, and usually a general, rule.

Another redistribution situation which can be analysed without reference to the characteristics of the verbs involved is illustrated in the sentence, The thought that he had been treated in such a cruel fashion shocked... It will be noticed that if no nominal group that can be a subject occurs between the two verbs (this is marked by the same criteria as object, i.e., a noun or element of a nominal group must be found not preceded by a preposition)

12 There is a problem here with certain time and space expressions which are formed like nominal groups but structure like adverbs, e.g., Drink a pint of milk a day. He came last summer. He went home. It is hoped that this problem can be overcome by listing these phrases in the dictionary with the assignment Noun/Adverb. A word or phrase with this assignment would not afford an exception to this case.
then the cut must come immediately in front of the right hand verb. The sentence The thought he had treated his children in such a cruel fashion shocked them shows that the rule can be extended by making the condition that there should be only one nominal group after the first preposition found searching from right to left. The rule can be still further extended by making the more specific restriction that the nominal group after the preposition must not contain two or more nouns if the second is either a plural noun or an uncountable noun (by which is meant a noun which can occur immediately in front of a verb without either an article, demonstrative adjective or possessive adjective before it, or a plural suffix e.g. milk, envy). The sentence The thought his guests had behaved in such a cavalier manner shocked him will now be correctly handled by this rule. The new restriction prevents the second noun being taken as a separate nominal group. In the case of a sentence like He talked in a manner men tended to dislike since the second noun after the preposition is plural the rule is inapplicable.

This kind of situation is dealt with by another rule which makes no use of verbal information. This rule lists all the juxtapositions of elements indicating the coincidence of two nominal groups and commands that a clause boundary be marked between them. The sequence indefinite article + singular noun + plural noun which occurs in the sentence above is just one of many examples. Others include noun + subject pronoun - He saw the book he wanted, noun + definite or indefinite article - He saw the book the girl wanted, plural noun + noun - He saw the books John wanted. Notice that these combinations cannot be made absolute breakers because they only mark the occurrence of a clause division when they occur in a redistribution situation. In cases like In the garden the flowers were blooming there is, of course, no clause break between the noun and the article. An absolute breaker, on the other hand always
indicates a clause division. Notice also that none of these combinations can be taken as diagnostic if the left hand verb belongs to the sub-class of object verbs (give, bring, select, etc.) and the right hand verb is transitive and has an -ed suffix. In all these cases there seems to be an irreducible syntactical ambiguity. Compare:

He showed the group the operators/selected
and
He showed the group/the operators selected.

Here one needs a rule which states that under these circumstances two analyses must be provided; though it is still doubtful whether this distinction is necessary for information-retrival purposes.

In some cases it is necessary to look in front of the redistribution situation. If the left hand verb has certain absolute breakers such as who or which immediately in front of it then the break comes immediately in front of the right hand verb. The woman who bought this house last summer has recently married. This rule must come after the rule discussed in the preceding paragraph if the routine is to handle correctly sentences like The woman, who patted the dog the little boy had with him, was very fond of animals.

So far all the redistribution situations we have discussed arise when a clause division is sought between two verbs. This is a result of the decision to adopt the operational definition of a clause as that part of a sentence containing one and only one finite verb. There are, of course, clauses which do not contain verbs. (These are transformed by deletion of full clauses.) Examples would be, The professor, while still a young man, had studied in many universities. The figures though inexact were still useful. To deal with these cases we add to the redistribution rules two special rules applied before all others. The first states that if between an absolute breaker and a verb, there occurs one and only one comma then a clause division is to be marked as occurring at that comma. The second states that if between an absolute breaker and a verb...
there occurs an adjective but no noun then a break occurs before the right
verb. Probably more rules will need to be added to this group.

The rules are structured in such a way as to make them as flexible as
possible. Each contains the minimum of information needed to establish
the existence of a context in which a particular decision can be made. The
only other information given is a list of those elements whose presence
changes the context. A schematic representation of the rules is presented in
appendix P. The list is not yet complete. There are two outstanding omissions.
First, in the present rules no account is taken of the special circum-
stances arising when the left verb is an object verb except to mark those
cases where its occurrence makes one of the present rules inapplicable. Second,
the rules presented here are not designed to cover those cases where clauses
are joined together by conjunctions like and or but. Considerable problems
arise in these cases since these conjunctions can join either two words or two
clauses. Cf. I like coffee and John likes tea and I like coffee and tea made
with milk. Most of these have been solved and rules that establish which
function the conjunction is fulfilling (and when it can fulfil both as in I
noticed the boy and the girl saw me) drawn up. This work however, is not yet
ready for publication.
III

1. **FLAK: A Propositional Form for Informational Retrieval**

   The basic structure of FLAK is represented in the following diagram.

<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>...</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td>Qualifiers</td>
<td>Qualifiers</td>
<td>Verb or Qualifiers</td>
<td>Qualifiers</td>
<td>Predicated of $p_1$</td>
<td>Qualifiers</td>
<td>Predicated of $p_2$</td>
<td>noun or adjective</td>
</tr>
</tbody>
</table>

   Consider a standard sentence, which can take one of the following forms:

<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noun</td>
<td>Adjective</td>
<td>Adverb</td>
<td>Noun</td>
<td>(obj.)</td>
<td>Adjective</td>
<td>Adverb</td>
</tr>
<tr>
<td>Verb</td>
<td>Adverb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

   Note, in passing, that the scheme as shown is incomplete, since an adverb can be qualified by an adverb, which may in turn be qualified by a further adverb. This is accommodated in the natural way by entering, as usual, the new qualifier in the column to the right of the word which it qualifies. Thus the following sentence is essentially of the standard form: 

   *A quite exceptionally drunk man offered a violent affront to a really stupendously slowly moving onlooker.* 

   and is written:

   -48-
We now deal with clauses and phrases, according to the following rules:

For a given clause ascertain the FLEX rating of the word for which it substitutes. Thus, in the sentence "to be quite exceptionally drunk offers an affront, which can scarcely be overlooked, to what we are pleased to call the moral fabric of our way of life," the clause "to be quite exceptionally drunk" substitutes for a noun standing as subject of the sentence. This noun would have been rated $S_1$. A second clause "which can scarcely be overlooked" standings in the same relation to "affront" as does the adjective violent rated $P_3$ in the earlier sentence. Finally, the clause "what we are pleased to call the moral fabric of our way of life" substitutes for a noun (cf. "onlooker" in the earlier sentence) which would receive the rating $P_2$.

Representing the FLEX rating of a word as $I_n$, where $I$ stands for $S$ or $P$ and $n$ stands for the numerical suffix, enter the clause according to the following format:
Comparison with the standard arrangement on page 10 will make clear that the leading words in the clause (i.e., those which would be rated \( S_1 \) or \( P_1 \) if the clause were a main clause) have simply been given the rating due to the word for which the clause substitutes, and that the remaining words have been anchored to these in precisely the same fashion as was done for the standard sentence.

The treatment of phrases is simpler, the formula being

\[
\begin{array}{c}
  X_n \\
  \text{Noun} \\
  X_{n+1} \\
  \text{Adjective} \\
  X_{n+2} \\
  \text{Adverb} \\
\end{array}
\]

The sentence given earlier appears in FLEX as follows:

<table>
<thead>
<tr>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
<th>( P_5 )</th>
<th>( P_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>drunk</td>
<td>exceptionally</td>
<td>quite</td>
<td>offers</td>
<td>affront</td>
<td>overlooked</td>
<td>scarcely</td>
<td>moral</td>
<td>our</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>call</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>pleased</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>way</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>life</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>in</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>fabric</td>
</tr>
</tbody>
</table>

The procedure as described is sufficiently general to extend in an obvious fashion to clauses within clauses, phrases within clauses within phrases, etc.
Determination of the relevance of a store sentence to the input sentence.

This is based on word-by-word matching. The goodness of match between a store word and an input word is treated as a function of two variables:

1. similarity of FLEX rating.
2. semantic proximity.

To illustrate the use of criterion (1), consider the two sentences

A. Socrates as a young man ran to Athens.
B. A young man from Athens ran Socrates into debt.

The words belonging to the major form classes, i.e., those to be subjected to the matching process, have been italicized. In five cases out of six there is perfect matching both for form class and for semantic content. Yet the mutual relevance of the two sentences is practically nil, and should become clear as soon as any kind of linguistic analysis is applied.

The FLEX versions are as follows:

<table>
<thead>
<tr>
<th></th>
<th>S₁</th>
<th>S₂</th>
<th>S₃</th>
<th>P₁</th>
<th>P₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Socrates</td>
<td>man</td>
<td>young</td>
<td>ran</td>
<td>Athens</td>
</tr>
<tr>
<td>B</td>
<td>Man</td>
<td>young</td>
<td>ran</td>
<td>Athens</td>
<td>Socrates</td>
</tr>
</tbody>
</table>

Successful use of FLEX depends upon the numerical system whereby the FLEX ratings of the two words being matched are made to contribute to the overall score for goodness of match. The system gives weight to the importance of the words in relation to the rest of their sentences: a perfect match between words which are making an unimportant contribution to their sentences will in general have less bearing on sentence-relevance than an imperfect
match between two important words, e.g. the two subjects, or the two main verbs. FLEX gives a rough guide, the categories being ranked for importance as follows:

\[ S_1 \ S_2 \ S_3 \ldots \ \text{and} \ P_1 \ P_2 \ P_3 \ldots \]

The system we propose gives due weight not only to importance in itself but also to degree of cross-correspondence between the FLEX ratings of the two words. This is shown in detail in a later section.

**Semantic matching.**

Our basis of semantic matching is the use of a thesaurus. By a thesaurus we simply mean a list of clusters of words, each cluster bearing an index number. Words are assigned to the same cluster if their mutual semantic relationship exceeds some threshold. A given word may, and indeed often does, appear in many different clusters, reflecting the variety of shades of meaning which one and the same word may bear when used in different contexts. An extreme example might be the word induction which has technical meanings in such diverse fields as electromagnetism, biology, and logic, in addition to a range of more loosely defined connotations when used in ordinary speech. Ideally the next phase of the project should include the construction of a thesaurus suitable for modern information-retrieval.

Proposed methods for constructing ab initio a more suitable thesaurus will be explained in a later section. For testing the numerical procedures under discussion we have been content to use Roget's Thesaurus.

The basis of our approach to semantic matching is the principle that the more closely related semantically two words are, and the more frequent the occasions on which they can be used interchangeably, the greater the number of clusters which they will have in common in any rationally constructed thesaurus. Thus, the word diet has three clusters listed in Roget's index,
with index numbers 298, 662, and 696, and the word *nutritional* has four clusters with index numbers 298, 662, 656, and 707. (In using the thesaurus we treat all derivatives of the same root, e.g. *nutritional*, *nutrition*, *nutrition*, *nutritive*, *nutrient*, etc. as being variants of one and the same word.) There are two clusters in common, indicating a rather high degree of overlap in view of the fewness of the total number of clusters involved. A serviceable measure of semantic correlation based on cluster overlap, is given by the formula

\[
\frac{n_{ab}}{\sqrt{n_a \times n_b}}
\]

where \(n_{ab}\) is the number of clusters common to both words, \(n_a\) is the number of clusters indexed under word \(a\) and \(n_b\) is the number under word \(b\). The total number of clusters involved is automatically allowed for. Applying the expression to the example just given, we have

\[
\frac{2}{\sqrt{3 \times 4}} = 0.58
\]

Note that the highest value attainable is 1.00, indicating that the two words share all their clusters, and that the lowest value is zero.

Measuring mutual relevance of two sentences on semantic criteria alone.

We are now in a position to illustrate the use of the above measure in an actual comparison of sentences in a stored text with the input sentence.

We suppose that there are present in the stored text the following two sentences:

1. Vegetables is suitably prepared can provide all the nutritional constituents necessary for growth.

2. It is essential to ensure transport facilities for the supply of components to the installation.

Let us consider the following input sentence:
Do plants supply the essential components of a balanced diet?

The FLEX versions of these three sentences are given below.

<table>
<thead>
<tr>
<th>S₁</th>
<th>S₂</th>
<th>S₃</th>
<th>P₁</th>
<th>P₂</th>
<th>P₃</th>
<th>P₄</th>
<th>P₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Vegetables prepared suitably provide constituents nutritional necessary growth</td>
<td>ensure facilities transport supplying components installation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
<td>Input: Plants supply components essential diet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We now prepare a sentence correlation table, preserving the FLEX format, as in table 1.
<table>
<thead>
<tr>
<th></th>
<th>( S_1 )</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
<th>( P_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>plants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>supply</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>components</td>
<td></td>
<td></td>
<td>0.09</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>essential diet</td>
<td></td>
<td></td>
<td>0.20</td>
<td>0.13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>balanced</td>
<td></td>
<td></td>
<td>0.23</td>
<td>0.58</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>necessary</td>
<td></td>
<td></td>
<td>0</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>growth</td>
<td>0.15</td>
<td>0</td>
<td>0.09</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ensure</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>facilities</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>transport</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>supplying</td>
<td></td>
<td></td>
<td>0</td>
<td>0.12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>components</td>
<td></td>
<td></td>
<td>0.09</td>
<td>1.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>installation</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Upper sentence, semantic correlation = \( \frac{0.17 + 0.20 + \ldots}{\sqrt{8 \times 6}} = 0.32 \)

Lower sentence, semantic correlation = \( \frac{0.14 + 1.00 + \ldots}{\sqrt{6 \times 6}} = 0.43 \)
The semantic correlations between the words of the input sentence and the words of the store sentence, calculated according to the formula previously given, are entered in the corresponding cells of the table. It will be noted that the sum of the individual correlations is scaled down in the final expression, by a factor derived from the total number of words involved, thus allowing for the influence of sentence length on the expected number of matches.

This example was concocted in order to illustrate the nature of the limitations of a retrieval method based purely on semantic correlation. Sentence 2 of the stored text was deliberately designed to show heavy semantic overlap with words of the input sentence, in spite of bearing little or no relevance to it. This is reflected in the final score of 0.43 as compared with 0.32. Using semantic criteria alone, the wrong sentence would be retrieved. Information retrieval systems which depend purely on semantic matching without recourse to syntactic analysis, have to accept an irreducible load of such errors as a basic limitation of their approach.

The use of FLEX as a simplified syntactic system offers at least a partial remedy for this shortcoming, as will now be illustrated by the introduction of FLEX correlation into the foregoing worked example.

**Numerical use of FLEX for measuring relevance**

Before proceeding to detailed illustration, one or two comments on points of detail are called for.

1. It may seem surprising that in addition to the disappearance from the FLEX format of subsidiary words such as prepositions, connectives, etc., the entire clause *it is essential* has vanished from sentence 2, and the noun clause, of which this was the predicate, now appears in the predicate section of the FLEX format. This is a consequence of one of several sophistications
with which FLEX has recently been endowed, following from the discovery that certain syntactic patterns mark "dummy" constructions which are regularly used as equivalent to an active statement with absent or vaguely defined subjects.

(2) The FLEX version of sentence 2 has wrongly assigned the word *installation* as a modifier of *components* instead of *supplying*. This arises from an imprecision in our current routines for assigning word groups which we hope to remedy.

In constructing numerical measures for the goodness of match between one FLEX category and another we have been guided by two principles, both of which must receive due expression in the final measure of correlation. They are,

(1) The relative importance of the category. Words appearing, for example, in \( S_1 \) or \( P_1 \) are likely to contribute a much greater weight to the relevance of the sentence to some other sentence than words appearing, for example, in \( P_5 \).

(2) The degree of correspondence between the categories of the two words which are being compared. Thus if we are comparing a word in \( P_1 \) with a word in \( S_1 \), the final score for the match should plainly be less than that derived from a comparison between a word in \( P_1 \) with a word in \( P_1 \), or from an \( S_1 - S_2 \) match. In the same way, let us contrast a \( P_1 - P_3 \) match with a \( P_2 - P_2 \) match: although the average level of importance is the same in the two cases, it is obvious that the latter should receive the higher score.

The numerical values at which we finally arrived are those set out in table 2.
Table 2. FLEX correlations (Note that the upper right corner duplicates the lower left, and lower right equals upper left.)
They were derived from a geometric model which is appended in figure 1.

The quantities shown in table 2 are applied as multipliers in the correlation table, as shown in table 3. The products are summed and converted into revised scores. It will be observed that the relative ordering of the two sentences in the stored text with respect to relevance has been reversed. In other words, the high level of fortuitous semantic overlap between the input sentence and the "wrong" sentence of the stored text has been efficiently counteracted by the use of FLEX correlation. We have not yet performed the extensive texts on specimen passages of stored text which will be necessary before we can say just how effective and versatile the method will prove to be, but the preliminary indications have been highly encouraging. Various improvements have already suggested themselves, but it would take us too far into technicalities to detail them here. (See Appendix XIX - Concerning the Matching Formulae).
Fig. 1. Geometric model from which the FLEX correlations were constructed. 
$S_1, P_1$ etc. represent words of stored text, and $S'_1, P'_1$ etc. represent input words. The radii of successive circles are $\frac{1}{\sqrt{2}} \cdot \{1, 2, 4, 8, 16\ldots\text{etc.}\}$. 
The FLEX correlation is given by the reciprocal of the distance between any two points.
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<table>
<thead>
<tr>
<th></th>
<th>$S_1$ vegetables</th>
<th>$P_1$ supply</th>
<th>$P_2$ components</th>
<th>$P_3$ essential diet</th>
<th>$P_4$ balanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$ vegetables</td>
<td>0.17x1.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>= 0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_2$ prepared</td>
<td>0</td>
<td>0</td>
<td>0.09x0.35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>= 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_3$ suitably</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_1$ provide</td>
<td>0</td>
<td>0.20x1.00</td>
<td>0.06x0.63</td>
<td>0</td>
<td>0.14x0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>= 0.20</td>
<td>= 0.04</td>
<td></td>
<td>= 0.05</td>
</tr>
<tr>
<td>$P_2$ constituents</td>
<td>0</td>
<td>0</td>
<td>0.23x0.50</td>
<td>0.13x0.32</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>= 0.11</td>
<td>= 0.04</td>
<td></td>
</tr>
<tr>
<td>$P_3$ nutritional</td>
<td>0</td>
<td>0.20x0.34</td>
<td>0</td>
<td>0</td>
<td>0.58x0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>= 0.07</td>
<td></td>
<td></td>
<td>= 0.15</td>
</tr>
<tr>
<td>$P_3$ necessary</td>
<td>0</td>
<td>0</td>
<td>0.17x0.25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>= 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_4$ growth</td>
<td>0.15x0.16</td>
<td>0</td>
<td>0.09x0.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>= 0.02</td>
<td></td>
<td>= 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_1$ ensure</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_2$ facilities</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_3$ transport</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_3$ supplying</td>
<td>0</td>
<td>1.00x0.34</td>
<td>0.09x0.32</td>
<td>0</td>
<td>0.12x0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>= 0.34</td>
<td>= 0.03</td>
<td></td>
<td>= 0.02</td>
</tr>
<tr>
<td>$P_4$ components</td>
<td>0</td>
<td>0.09x0.18</td>
<td>1.00x0.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>= 0.02</td>
<td>= 0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_5$ installation</td>
<td>0.15x0.08</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>= 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Upper sentence, composite correlation $= \frac{0.17 + 0.03 + \ldots}{\sqrt{5 \times 6}} = 0.14$

Lower sentence, composite correlation $= \frac{0.02 + 0.24 + \ldots}{\sqrt{5 \times 6}} = 0.10$
Fully mechanized construction of a thesaurus suitable for numerical methods.

Existing scholarly compilations such as Roget's are unsuitable on grounds of vocabulary for mechanized information retrieval. They also lack any consistent quantitative basis for the assignment of words to clusters, or for the delimitation of cluster boundaries. More objective methods exist whereby clusters could in principle be constructed on the basis of a common underlying scale of measurement. These, however, take as their starting point our ability to give semantic proximities between pairs of words at least a rough-and-ready ranking order. Since the meaning of words can only be defined in terms of their significance to human beings, it would seem that we are forced back upon our own subjective judgment, and that the mechanization of thesaurus-making is in principle unattainable. The enormous labor of making and arranging judgments of this type has however already been done by generations of lexicographers, and there is no reason why the text of an existing large dictionary should not be used as input for a thesaurus-making computer program. We have made preliminary hand tests of an extremely simple procedure for ordering the semantic proximities between pairs of words, using Webster's Third New International Dictionary. The method is again based on overlaps, this time on the degree of overlap between the words occurring in the definitions of the two words concerned. It has surprised us to find that the results seem as reliable as those achieved by the subjective judgment of professional linguists. We envisage that the fully mechanized procedure would require the following steps:

1. The edited text of a suitable dictionary to be punched on cards,

2. A computer program to be written which computes the overlapping between words taken pairwise,
(3) A computer program to be written, or an existing one utilized, which uses the measures obtained by (2) to pack the words into a "semantic space" of minimum dimensionality and to assign them coordinates within this space.

(4) A computer program to be written which will "sweep" the semantic space, gathering the words up into clusters.

In order to reduce the above procedures to easily manageable proportions it would be necessary to make a prior coarse grouping of words into superclusters using an existing thesaurus. Our main retrieval project is in no way critically dependent on the preparation of such an ideal thesaurus; the proposed work can go ahead on the basis of a compilation such as Roget's until a refined and improved version becomes available to replace it.

*R. M. Shepard of Bell Telephone Laboratories has written a program designed for other purposes which could readily be adapted to our needs.*
2. Outline of Information Retrieval Process

A. Four tables are used.

(1) Dictionary with thesaurus-concordance. This table consists of a list of word stems and phrases. Against each item is entered a string of numbers referring to the clusters in the thesaurus in which the word appears. We refer to these numbers as thesaurus references.

(2) Thesaurus with text-concordance. This table consists of a numbered list of clusters. Against each cluster is entered a string of numbers referring to the text in the corpus containing a word of the cluster having high absolute information content. (See Appendix XIX - Concerning the Matching Formulae.)

(3) Text to tape concordance.

(4) Table of FLEX correlations (as in Table 2).

B. The corpus from which it is desired to retrieve information has its FLEX assignments and thesaurus references in each item record.

C. The machine assigns the proper FLEX labels to the items of the question sentences.

D. The corpus sentences are brought in and matched with the question sentence.

E. The answer paragraphs with their identification numbers are printed out in the order of their matching scores.

The sentence matching procedure could be as follows.

Each question sentence item undergoes whatever affix stripping is necessary to find a stem (with the same thesaurus references) in the dictionary. Information content, the number of thesaurus references, and the thesaurus references are noted for each word.

A composite list of thesaurus entries is made in thesaurus order. From this list, the pertinent texts are listed in corpus order. (If necessary the needed tape numbers could be printed out for the librarian to put on the tape...
readers.) The text sentences are then matched word for word with the input question and a list of paragraphs, their identification numbers, and the corresponding sentence matching numbers then generated.

This list of paragraphs can then be ordered by means of their highest sentence matching numbers for printing out.
IV. Conclusions and Recommendations

a. On the utility of logically structured languages. Although this portion of the investigation was never pushed intensively, enough was done to suggest the following: (1) that coding information in an artificial language suitable for logical manipulations is suitable for certain special kinds of data only, and not for the main mass of information in most relatively discursive fields; (2) that in the very restricted areas where it is suitable, further investigations are warranted.

b. On complete tape storage of all data. Here it is obvious that present hardware is inadequate to permit fast access to information which is merely known to be somewhere in a tape file containing material in the order of billions of words of text. If the hardware problem can be solved (e.g. by improved photoscopic discs or the like), it may become economical to develop searching techniques such as those presented in this report.

c. On machine "learning" programs for syntax. Ellson's experiment shows conclusively that these cannot be made to reach a useful level of accuracy if the only form-class information available is that given in standard published monolingual dictionaries of English. However, if dictionaries containing a much more elaborate form-class breakdown (into 100 or more sub-classes instead of eight or ten) ever become available, it will probably be well worth while to redo the experiment.

d. On semantic digital coding of vocabulary. Here again the research was insufficient for firm conclusions, but it does appear that considerable economies of storage might be achieved by such means if translation programs could ever be rendered fully automatic.
e. On the value of a randomly selected corpus for testing. Here only guesses are available; a priori such a corpus ought to show up any deficiencies in MT or IR programs, but we have no evidence to prove this.

f. On the key-punching bottleneck. It is obvious that no efficient machine program is possible without a really fast and accurate print-reading device.

g. On dictionary codes. One of the most immediate and urgent needs is a large fully coded dictionary, i.e. one in which every potentially useful fact of syntax and co-occurrence possibilities is indicated for every word, except those for which the full range may automatically be determined from a consideration of the affixes present.

h. On affix analysis. As implied in the preceding paragraph, affix analysis routines have at least two strong utilities, both of which should ultimately be used in any efficient IR program: (1) for reduction of the dictionary, both in total entries and in need for separate hand coding; (2) for automatic association of semantically linked words. The present project has not fully exploited either of these as yet. Our reverse-alphabetised dictionary and all other present and future reverse-alphabetised dictionaries will be of essential utility in further work on such programs.

i. On FLEX. Here, again, we have only begun. So far, it appears (1) that elements which are syntactically marked as heads are generally also of more informational importance, and (2) that the grammatical subject has a distinctly different informational role than the grammatical predicate. It is possible, however, that for some types of transitive verbs (including phrase-verbs consisting of intransitive verb plus prepositions the object is informationally indistinguishable from a subject. For example, the sentence "We enjoy spaghetti" may be equivalent to "Spaghetti pleases us". Furthermore, it is obvious that FLEX cannot be put to use until an automatic
routine is available for determining the antecedents of all pronouns, other than interrogative pronouns (here, e.g., interrogative "who" will be considered to be a perfect synonym for any personal name or description). Other projects have so far not come up with a solution for this problem, but it must be solved.

j. On semantic matching. The need for more than indexes of synonymy is illustrated by a sentence-pair like this: "This cobbler does poor work" and "The shoes made by this man are inferior." Here we need to show that "cobbler" somehow contains simultaneously elements which match both "shoes" and "made". Work has hardly begun on this point, and much more is needed.
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### APPENDIX I -- Card Formats

<table>
<thead>
<tr>
<th>FORMAT #</th>
<th>FORMAT NAME</th>
<th>COLUMNS</th>
<th>FIELD NAME</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dictionary</td>
<td>1-25</td>
<td>Alphabetic Item</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26-40</td>
<td>Dictionary Code</td>
</tr>
<tr>
<td></td>
<td></td>
<td>51-55</td>
<td>Dictionary Order #</td>
</tr>
<tr>
<td>2</td>
<td>Text</td>
<td>1-71</td>
<td>Text Items</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72-80</td>
<td>Card Sequencing</td>
</tr>
</tbody>
</table>

Best Available Copy
### APPENDIX II — File Descriptions

<table>
<thead>
<tr>
<th>FILE #</th>
<th>NAME</th>
<th>CHARACTERISTICS</th>
<th>FIELD NAME</th>
<th>WORD</th>
<th>CHARACTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dictionary</td>
<td>Block = 500 Words</td>
<td></td>
<td>1</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Record = 20 Words</td>
<td>Alphabetic Item (Zero Padding)</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header/Trailer</td>
<td></td>
<td>5</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dictionary Code</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Text</td>
<td>Block = 500 Words</td>
<td></td>
<td>1</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Record = 10 Words</td>
<td>Text Item (Zero Padding)</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header/Trailer</td>
<td></td>
<td>5</td>
<td>1-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Identification of Text</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Capitalization</td>
<td>6</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Text Item Identification</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Appended Text</td>
<td>Block = 500 Words</td>
<td></td>
<td>1</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Record = 20 Words</td>
<td>Text Item</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header/Trailer</td>
<td></td>
<td>5</td>
<td>1-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Text Identification</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Capital Letter Code</td>
<td>6</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Item Identification</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Affix Code</td>
<td>7</td>
<td>5-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dictionary Match</td>
<td>9</td>
<td>1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>FILE &amp; NAME</th>
<th>CHARACTERISTICS</th>
<th>WORD</th>
<th>CHARACTER</th>
<th>FIELD NAME</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>Adjective/Preposition</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1=Adjective</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2=Preposition</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$=neither</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>Adverb Code</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1=Adverb</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0=not an Adverb</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5-6</td>
<td></td>
<td>Noun/Pronom Subclass</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1-2</td>
<td></td>
<td>Verb/Conjunction Subclass</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td></td>
<td>Adj./Preposition Subclass</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td></td>
<td>Adverb Subclass</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1-5</td>
<td></td>
<td>Dictionary Code</td>
<td></td>
</tr>
</tbody>
</table>

4 Error
Block = 20 Words
= Record Format 1, File #2
Record = 10 Words
Header/Trailer

5 Resolved
Text (1)
Block = 500 Words
Record = 20 Words

1 1- Same as Record Format 1, File 3
14 6
15 1-
17 6
18 1-6 Resolved Part of Speech
19 1-3 Resolving Rule #
20 1-5 Dictionary Code
20 6 Ambiguity Code
1=N/ Present Tense
2=-ins
4=Adj./ Past Tense
6=Adj./ Present Tense
16=N/Past Tense
32=Idiosyncratic
Distribution
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APPENDIX -- File Development

Block 1

Text Cards -> Convert
1. Separate
2. Identify
3. Position -> Text File #2

-> Phrasification -> Text File #3

-> Text File #2

Unit Anal. -> Text File #2

Block 2

Dict. File #1 -> Update -> Text File #2

Dict. File #1

Change File -> Dist. File #1 -> Affix Dict.

Text File #1

Appended Text File #1

Error File #1

Block 3

Appended Text File #3 -> Amb. Verb -> Resolved Text (1) File #5
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APPENDIX IV: Analyzable Unit Schema

Unit Analysis Rules

Note:  I = item under consideration.
P = item preceding I.
#I and #P = unit numbers of I and P.

Two dashes are said to be paired if there are no colons, semi-colons between them and no parenthesis (or an even number of parenthesis) between them.

0. In the rules which follow, if I is the 1st item in the sentence assume #P = 0.
1. If I is a left parenthesis, #I = #P + 1.
2. If P is a right parenthesis, #I = #P + 1.
3. If I is the 2nd of paired dashes, #I = #P + 1.
4. If P is the 1st of paired dashes, #I = #P - 1.
5. Otherwise, take #I = #P.

Pictures

1. I = ( -> #I = #P + 1
2. P = ) -> #I = #P - 1
3. I = 2nd of paired dashes -> #I = #P + 1
4. P = 1st of paired dashes -> #I = #P - 1
5. #I = #P.
**APPENDIX VI -- Form Subclass Codes**

**Noun Subclass Codes**

If an item belongs to the noun form class, then 03, 10, 17, 22, 23, and 25 indicate that the item is a non-countable item. The following table shows what noun subclasses are indicated by 01, 03-20, and 22-25. An "X" in a column opposite a number indicates that the subclass indicated by that number has the property named at the top of the column. The lack of an "X" indicates that the subclass does not have that property.

<table>
<thead>
<tr>
<th>COUNTABLE</th>
<th>UNCOUNTABLE</th>
<th>PROPER</th>
<th>MASCULINE</th>
<th>FEMININE</th>
<th>NEUTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>03</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>04</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>07</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The following table is analogous to the one used to explain noun subclasses:

<table>
<thead>
<tr>
<th>Verb Subclass Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>trans- B/V = transitive=NP</td>
</tr>
<tr>
<td>i t i v e</td>
</tr>
<tr>
<td>01</td>
</tr>
<tr>
<td>02</td>
</tr>
<tr>
<td>03</td>
</tr>
<tr>
<td>04</td>
</tr>
<tr>
<td>05</td>
</tr>
<tr>
<td>06</td>
</tr>
<tr>
<td>07</td>
</tr>
<tr>
<td>08</td>
</tr>
<tr>
<td>09</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
</tbody>
</table>

auxiliaries

do, will, can
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Pronoun Subclass Codes

If an item belongs to the pronoun form class, then:

01 = object pronoun
02 = subject pronoun
03 = object/subject pronoun ambiguous item
04 = indefinite pronoun
05 = possessive pronoun
06 = reflexive pronoun
07 = English numeral

Adjective Subclass Codes

If an item belongs to the adjective form class, then:

01 = indefinite article
02 = Arabic numeral
04 = definite article (= the, no)
08 = possessive adjective (including his)
### APPENDIX VII -- Dictionary Code

<table>
<thead>
<tr>
<th>CHARACTER</th>
<th>DESCRIPTION</th>
<th>PARAMETER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Affix of item indicated</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Phrase classification according to certainty</td>
<td>0 = always a phrase, 1, 2 = type of uncertainty</td>
</tr>
<tr>
<td>3</td>
<td>Irregular forms</td>
<td>0 = not irregular form, 1 = past tense other than 7 or 8, 2 = past/present ambiguous, 3 = plural, 4 = singular/plural, 5 = comparative, 6 = superlative, 7 = past participle only, 8 = past tense only</td>
</tr>
<tr>
<td>4</td>
<td>Priority code</td>
<td>1 = noun, 2 = verb, 4 = adjective, 0 = no priority</td>
</tr>
<tr>
<td>5</td>
<td>Absolute breaker code</td>
<td>1 = class B, breaker, 3 = class A, breaker</td>
</tr>
</tbody>
</table>
APPENDIX  -- Affix Dictionary Flow

1. **Anal**
   - Count letters in stem
   - Put last 6 letters in analwd
   - Check analwd for affix

2. **Affix?**
   - If yes, Register affix code and no. of letters in affix
   - Remove stem and generate new stem
   - Initialize dict

3. **Found?**
   - If yes, Initialize for affix

4. **Put text word in error file**
   - Affix
APPENDIX I -- Control Flow Chart

Begin
Read 1 item of text

Item in unit Y

Increase item in unit (N) counter

Classify part of speech

Indicator

Item of odd distribution N

Odd dist. Y

M < M Y

N + 1 → N

Abs. breaker

1 → N

pass 2 Ambig N

N/Pres Y

N/Pres

ing Y

ing

A/Past Y

A/Past

N/Past Y

N/Past

Indicator

Abs. breaker

Write unit

N < M

N + 1 → N

0 → M

1 → N
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APPENDIX XI -- The Indicator Codes

0. V, V/A. 1.21
1. plural (N). 1.33
2. Cap. ≠ beginning of sent., subj. Pr., 1.1, 2.1, 8.1, +1, -1, Z
3. V subclass 05, 08, 17, 4.16
4. singular countable (N). 1.42, 1.44, 2.26, 8.10, 8.29
5. V, subject Pr. Z
6. present tense + ø. A, AC, Z
7. thought, spoke. +14
8. Past (V) or past V and past participial adjective. +25, -5, Z
9. auxiliary, modal, copulative V. 1.12, 1.24, 2.6, 2.18, 4.1, 4.7, 8.10, 8.24, 8.26, +12
10. "Believe" Verbs. 1.30, 1.40
11. (N), -ing. 1.16
12. Intransitive V. 1.15
13. A, V = V subclass 06, 25, 27, 8.13
14. present V, auxiliary, modal, copulative V. 2.7
15. part of appear, consider. 2.19
16. two object V 1.23, 1.28, 4.16, 8.13, +21
17. V part of begin, continue, end, finish, open, stand, start, stop, 2.33
18. V part of begin, continue, help, keep, lie, send, sit, stand, start, stop, try; worth, 2.40
19. consisting, dying, speaking, talking, telling, thinking 2.21
20. V part of ascribe, attach, attribute, belong, cling, commit, convert, oppose, certain, reconverting, relate, subject 1.9, -12
21. (as nominal is) according, alien, amenable, antagonistic, attributable, basic, complementary, contradictory, convert(a), equivalent, FF, foreign, hostile, inimical, liability, opposite, proportion(al), regard(a), resistant, respect(a), sensitive, similar, supplementary. 1.9, -12

22. exercise(s), method(s), procedure(s), technique(s) as N’s 2.9

23. accident, aim, art, capable, certainty, custom, device, difficulty, ease, effect, feasibility, habit, hope, hopelessness, idea, impossibility, incapable, interest, means, method, necessity, object, obligation, possibility, practice, problem, purpose, question, result, rule, sake, and their plurals. 2.30

24. cure, device, facility, fame, flair, machine, necessity, need, notoriety, notorious, reason, talent and their plurals. 2.32

25. attributable, attribute(s)(d), belong, opposed, opposite, proportion(al), similar, subject(ed). 8.27

26. V ≠ (ascribe, attach, attribute, belong, cling, commit, convert, oppose, certain, reconvert, relate, subject. -6)

27. modal, I, we, you, they, who. -6

28. A, V = subclasses of trans. V + to + V.

29. (N), A, Pr. 2.34

30. singular N. 1.36

31. plural N. 1.21, 1.23, 2.12, 8.12, +22, Z

32. singular countable N. 1.19, 1.20, 1.29, 1.41, 2.22, 4.15, +18, +20

33. N, (A) 1.15

34. article, Pr/A, possessive N or A 2.2

35. A, N, subject or indefinite Pr. who, whoever, no one, it, you 4.13
APPENDIX XI (con't)

0. and, nor, or
1. N, object Pr. you, it. 4.16
2. possessive A, whose. 2.20
3. present V +s, P. -3
4. V, P. 1.18, 8.20, 8.21, +16
5. V, P. article. 8.15
6. V, P. poss. A. 4.21
7. V, P. C. +20
8. V, N. 1.43
9. ing or past form adjective. 1.11, +20
10. D, A/D, A ≠ (article, possessive A). XLOOK4
11. poss. N, A, Pr/A. 1.28
12. A ≠ ing. 1.3, 2.5, 4.4, +10
13. V, N, article, Pr. Z
15. N, A. 1.13, 1.20, 2.29, +25, Z
17. D, A/D XLOOK2, Z
18. D, A/D, Pr/A (≠ another, each, no one, one, this; few, many, several, these, those or numeral). XLOOK3
19. down, except, like, near, till. -9
20. poss. N or A, article. 1.2, 2.28, 4.4, 8.3, +2, -6
22. V, A. 1.9, +27
23. poss. N or A or Pr. whose. 4.5, +17
24. V ≠ (modal, auxiliary), N, Pr/A, P. obj. or indef. Pr., Z
25. article, poss. A, Pr/A, indefinite Pr., whoever, no one. 8.13
26. down, near, still, well. -5
27. Pr/A. 2.37, 4.21
28. art., A/Pr., poss. Pr., his, whose, that, which 1.29
29. another, each, no one, one, this 1.18, +15
30. Pr/A, that +15, +16
31. Pr/A, more, most. 8.15
32. another, each, no one, one, this; few, many, several, these, those; 1.18
33. another, any, each, much, no one, one, other, such, this. 8.8
34. poss. or refl. or obj. Pr., it, you. 8.7
35. article, A/Pr, indef. or refl. Pr, more, most, very. +24
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APPENDIX XI (cont.)

0. with, between 2.31
1. that, which 4.24
2. more, most 8.31
3. most, too 2.25
4. comparatively, strikingly, too, very 8.4
5. still, well 7
6. art., subj. or indef. or poss. Pr, poss. A, plural N, proper N, verb, more, most, that 2
7. article 1.29, 2.3, 2.22, 4.2, 4.3, -3, -5
8. like, except 6
9. since, until 2
10. P # to 1.8, 2.24, 8.12, +9, 2
11. P # as 4.9
12. (N), A 4.20, 4.25
13. symbol, Arabic numeral 1.24
14. symbol, Arabic or written numeral 4.23
15. subj. or indef. or poss. Pr, who, whoever, it, you 1.5
16. Arabic or written numeral 1.29, 1.30, 1.33, +23
17. object or indefinite or poss. Pr, whoever, no one, it, you 1.6
18. object or indef. Pr, who, no one, it, you 8.19
19. object or indef. Pr, more, most, it, you 2.11
20. object or indef. Pr, no one, it, you 1.27, 4.10, +3
21. N, object or indefinite Pr, you, it +21
22. subj. or indef. Pr, who, whoever, no one, it, you 4.8
23. subject or indefinite Pr, who, whoever, it, you +5
24. N, A/Pr, indef. or subj. Pr, it, you
25. plural N or A/Pr or subj Pr, you. AC

26. indef. or poss. Pr, poss A, present A, dictionary A, such, sense, reason. Z

27. indefinite Pr, who, whoever, no one. 2.13, 2.14

28. A, singular countable N. Z

29. indef. Pr, who, you. 8.20

30. object or indefinite Pr., it, you. 2.15

31. although, because, since, though, when; how, if, until, where, whereas, whether, whilst; lest, till, unless, whenever, wherever, why. 1.25

32. although, because, since, though, when; as, how; however, once, so, that, thus, what, whatever, wherever. 4.19

33. after, before, besides, since, until. Z

34. although, because, since, though, when; how, if, until, where, whereas, whether, whilst, while; what. 4.22, 8.5

35. after, before, since, until. Z
APPENDIX XII

The Search Routines

The ambiguity resolution routines require information about preceding items and about following items. Before such an item can be interrogated the programmer must first determine if there exists an item to be interrogated. Usually the programmer considers that there is no such item in the unit if punctuation is encountered. Therefore all of the routines exit NO WORD FOUND whenever punctuation intervenes between the item with which the search begins and the item looked for. For example, suppose we want to know if the item in front of the search item is to. If the item in front of the search item is a comma the exit is NO WORD FOUND, no matter how many words in unit there are preceding the item. However, the address of the preceding (or following) item is always given, whether it is a punctuation mark or not. (This is to handle certain special cases.) If it is punctuation, the address word has a negative sign.

The calling sequence for each search subroutine has the following format,

```
TSX XL$kKY,4
A PZE ATWR
B PZE NWF
C PZE **
```

Here X = P for searching left for a preceding item; X = F for searching right for a following item.

Y = 1 means nothing is ignored,
Y = 2 " adverbs and adjective/adverbs are ignored,
Y = 3 " adverbs and adjective/adverbs and pronoun-adjectives # (this, etc.) are ignored,
Y = 4 " adverbs and adjective/adverbs, and adjectives # (article, possessive).
For example: FILODK2 looks for the first following word which is not an adverb or an adverb/adjective.

Transfer is made indirectly to the address (say) "NWF" in "B" if NO WORD FOUND.

If WORD FOUND (i.e. a word which the programmer will want to test) transfer is made directly to "C" + 1.

"C" is always filled in by the search routine. Minus zero is stored there if there are only ignored items between the search item and the beginning or end of the unit, depending whether a FILOK or a FILOKK is used. If a punctuation mark is found, exit is made to "NWF" and its address is placed in "C".

"A" must be filled in by the programmer. The programmer must store in "A" the first address of the text item record. "A" will always be assembled as PZE**.
APPENDIX XIII—Typical Ambiguity Routine Rule (noun/verb present tense)

Rule C

Is the ambiguous word preceded (ignoring adv/prep and adj/pronouns) by a preposition? If yes assign as a noun. If no, or if no word precedes, apply next sequential rule.

*P3 = PL#K3 (see Appendix XII - The Search Routines)
APPENDIX XIV -- The Ambiguity Routines

Present Tense Verb-Noun Resolution

Note W = word, P = previous word, F = following word, (P) = previous word, ignoring adverbs and adverb-adjectives, /P/ = same as (P) but also ignoring all adjective-pronouns except this, each, another, one, these, those, several, many, few, no one, and English numerals.

1. Is W capitalized and not the 1st word in the sentence? If yes, take W as NOUN.
2. Is /P/ an article, possessive N, or possessive adjective? If yes, take W as NOUN.
3. Is (P) an adjective / ing? If yes, take W as NOUN.
4. Is (P) a modal verb? If yes, does W have something as affix (final)? If yes, take as NOUN; if no, take as VERB.
5. Is (P) a subject, indefinite, or possessive pronoun, you, it, who, or whoever? If yes, take as VERB.
6. Is (P) an object, indefinite, or possessive pronoun, you, it, no one, whoever? If yes, take as VERB.
7. Is (F) of? If yes, take as NOUN.
8. Is (P) a preposition / to? If yes, take as NOUN.
9. Is P = to? If yes, is W a+n (i.e. has it the affix s)? If yes, take as NOUN; if no, see if PP = (as nominals) according, alien, amenable, antipathetic, attributable, basic, complementary, contradictory, contrary, convert, converts, equivalent, etc., foreign, hostile, usual, liability, opposite, proportion, proportional, reward, rewards, resistant, respect, respects, sensitive, similar, or supplementary or if previous verb or adjective is part of ascribe, attach, attribute, belong, attain, admit, acquire, come, convert, convert, oppose, certain, reconverve, relate, or subject. If yes, take as NOUN. If no, take as VERB. If no PP, take as NOUN.
10. Is (P) = to? If yes, is W a+n. If yes, take as NOUN.
11. Is P = that? If yes, is (P)P a verb? If yes, take W as NOUN; if no, is (P)P an /-ing/ or past form adjective? If yes, is (P) (P)P an auxiliary? If yes, take as NOUN. If no, is PP a preposition? If yes, is W a+n? If yes, take as VERB; if no, take as NOUN.
12. Is (P) an auxiliary, modal, or copulative verb? If yes, take as NOUN.
13. Is (P) a past tense/adjunctive? If yes, is (P)(P) something which may be a noun or an adjective? If no, take as NOUN.
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14. Is (F) a verb? If yes, is W intransitive as verb. If yes, take as NOUN.
15. Is (P) an intransitive verb? If yes, take as NOUN.
16. Is F a candidate noun or an -ing? If yes, is (F)F a verb? If yes, take as NOUN.
17. Is (P) = to? If yes take as NOUN.
18. Is (P) = this, each, another, one, no one, these, these, several, many, few? If yes, is F(P) a preposition or verb? If yes, take as NOUN; if no, is W a+g? If yes, is (P) = this, each, another, one, no one? If yes, take as VERB; if no, take as NOUN. If W is not +g, is (P) = this, each, another, one? If yes, take as NOUN. If no, take as VERB.
19. Is P a singular countable noun? If yes, are there (if anything) only adverbs, adverb/adjectives, adjectives (no article, possessive adjective), and other singular countable nouns between P and the next previous punctuation? If yes, take as NOUN.
20. Is W a+g? If no, is P a singular countable noun? If yes, if FP a noun or an adjective? If no, take as NOUN.
21. Is P a plural noun? If yes, is (F)F a verb or verb/adjective? If yes, take ambiguous item as NOUN.
22. Is P a noun? If yes, is (ignoring Adjectives also) (P)P a verb? If yes, take W as NOUN.
23. Is (P) a plural noun? If yes, is Previous Verb a two-object verb? If yes, take W as NOUN; if no, take as VERB. If no previous verb, take W as VERB.
24. Is (W) first word in unit? If yes, has W +g? If yes, take W as NOUN; if no, see if F is an Arabic numeral or other symbol? If yes, take W as NOUN. If no, is there a Following Verb? If no, take W as VERB; if yes, see if verb is auxiliary, modal, or copulative. If yes, take W as NOUN.
25. Is P = although, though, because, how, if, last, unless, since, till, until, when, whenever, where, wherever, whether, while, whilst, whereas, or why? If yes, take W as NOUN.
26. Is (F) an adjective? If yes, is F(F) a preposition? If yes, take as NOUN.
27. Is (P) an object or indefinite pronoun or no one? If yes, is (P)(P) = let? If yes, take as VERB.
28. Is (F) an adjective, adjective/pronoun, or possessive noun? If yes, is there a verb between W and the Previous punctuation? If yes, is it a two-object verb? If no, take as VERB. If there is no verb, take W as VERB.
29. Is \( P \) an English numeral? If yes, is \( W \) a? If yes, is \( P(P) \) a singular countable noun? If yes, is \( P(P) \) an article? If no, take as \textsc{verb}; if yes, or if \( P(P) \) is not a singular countable noun, take as \textsc{noun}.

30. Is \( P = \text{that} \)? If yes, is \( (P)(F) \) a candidate verb? If yes \( W \) is a verb which takes a \textit{that}-clause as object (i.e. a "believe" verb)/ If yes, take as \textsc{verb}.

31. If \( (F) \) an English numeral? If yes, take \( W \) as \textsc{verb}.

32. Is \( W \) capitalized? If yes, take as \textsc{noun}.

33. Is \( (F) \) an English numeral? If yes, is \( F \) a noun candidate? If yes, is \( F \) a plural noun candidate? If yes, take as \textsc{noun}; if no, see if \( P \) is a singular noun candidate? If yes take as \textsc{noun}; if no, see if \( P(P) \) is a singular countable noun. If no, take as \textsc{verb}; if yes, take as \textsc{noun}.

34. Is \( W \) a? If no, is \( (P) \) an adjective? If yes, take as \textsc{noun}.

35. Is \( W \) a? If yes, is \( (P) \) a noun? If yes, is \( P(P) \) an indefinite article? If yes, take as \textsc{verb}.

36. Is \( W \) a? If yes, is \( P \) a singular noun? If yes, is \( F \) a singular noun? If yes, take as \textsc{verb}.

37. Is \( W \) first word in unit? If yes, take as \textsc{noun}.

38. Is \( P \) an adjective? If yes, take as \textsc{noun}.

39. Is \( P = \text{that} \)? If yes, take as \textsc{verb}.

40. Is \( P = \text{that} \)? If yes, is \( P(F) \) a preposition. If yes, take as \textsc{verb}; if no, see if \( W \) is subclass 07, 08, 10-12, 14, 19, 25, 28-32 (i.e. "believe" verbs). If no, take as \textsc{noun}. If yes, take as "\textsc{verb}".

41. Ignoring everything but punctuation and verbs find Previous preposition. If found, see if this is only followed by singular countable nouns or adjectives \( \neq \) (article, possessive adjective). If yes, take as \textsc{noun}.

42. Is \( (P) \) a conjunction? If no, go to AND CONCORD. If yes, is \( F \) a preposition? If yes, might \( W \) be a singular countable noun? If yes, take as \textsc{verb}; if no, see priority. If no priority, go to AND CONCORD.

43. Is \( P \) a comma? If yes, is \( F \) a comma? If yes, is \( P(P) \) a noun or verb? If yes, take same as \( P \).

44. Is \( P \) a comma? If yes, is \( F \) a preposition? If yes, is \( W \) a singular countable noun candidate? If yes, take as \textsc{verb}; if no, see priority.
I. If there is a priority, take accordingly as NOUN or VERB.

II. Find Preceding verb, absolute breaker, or punctuation, or beginning of unit, call this (P.B.). Ignoring everything else, find first subjects or preposition following this (P.B.), call this S. If S is a preposition, take W as NOUN. If S is a subject, go to A. If neither is found, go to III.

A. Is (P.B.) a verb? If yes, is W a plural noun candidate? If yes, take as VERB, if no is (F) a candidate verb? If yes, take as NOUN, if no, go to part A of AND CONCORD.

1. Is (P.B.) of subclass 08, 09, 12, 19-22, 26-30 (trans. + to + verb)? If yes take as VERB. If no is (P.B.) an auxiliary?
   If yes is (F) (P.B.) an adjective with the above verb subclasses?
   If yes, take as VERB. If no, go the AND CONCORD.

B. Does and, or, or nor occur between (P.B.) and W? If no, is S a plural? If yes, is W plural as noun? If yes, take as NOUN; if no, take as VERB. If S is not a plural, see if W is plural as noun.
   If yes, take W as VERB; if no, as NOUN.

III. Take as NOUN.

*subject = noun, subject pronouns (2+3), indefinite pronouns and the adjective/pronoun.
AND CONCORD

Is there a preceding Verb, P. V., in the unit? If no, take as NOUN, if yes, is P. V. a present tense + ? If yes, is W a+g? If yes, take as NOUN; if no, take as VERB.

A. Find the first subject, S, preceding P.V.

1. If no subject found, take W as NOUN
2. If subject found, look for preposition, P, preceding S (ignoring everything but prepositions, verbs, punctuation, and absolute breakers). If no P, do concord* with this subject.
3. If P found, look for first subject preceding it and go back to step 1.

*concord

plural subject + . . . + W a+g  W = NOUN
non plural subject + . . . + W a+g  W = VERB
plural subject + . . . + W not a+g  W = VERB
non plural subject + . . . + W not a +g  W = NOUN
Present Tense/Noun Ambiguities Pictures

Note: "+" = immediately next word; "(+) = next word disregarding adverbs and adverb-adjectives; "+/+" = same as (+) but also ignoring all adjective-pronouns except this, each other; etc.; "\&" = ambiguous item; ( ) around anything except + means "candidate for"; "W = NOUN; "V = VERB; "A" = Adjective; "D" = ADVERB, etc.; "\#" = unit boundary.

1. W = capitalized 1st word in sentence  \( \Rightarrow W = \text{NOUN} \).

2. art. poss. N) /+/W \( \Rightarrow W = \text{NOUN} \\
   \text{poss. A}

3. A \( \neq \text{ing} \) (+) W \( \Rightarrow W = \text{NOUN} \)

4. Modal V (+) W = a +s \( \Rightarrow W = \text{NOUN} \\
   \text{Modal V (++) W \( \neq a+s \Rightarrow W = \text{NOUN} \)

5. subj. indef. (+) pron, you, it, who, whoever \( \Rightarrow W = \text{VERB} \\
   \text{poss.}

6. W (+) indef. (+) pro, you, it, whoever, no one \( \Rightarrow W = \text{VERB} \\
   \text{poss.}

7. W (+) of \( \Rightarrow W = \text{NOUN} \)

8. Prep \( \neq \text{to} \) (+) W \( \Rightarrow W = \text{NOUN} \)

9. to + W = a+s \( \Rightarrow W = \text{NOUN} \\
   \text{according, etc. + to + W \( \neq a+s \Rightarrow W = \text{NOUN} \)
   \text{V = ascribe, etc. + + to + W \( \neq a+s \Rightarrow W = \text{NOUN} \)
   \text{A to + W \( \neq a+s \Rightarrow W = \text{VERB} \)

10. to (+) W = a+s \( \Rightarrow W = \text{NOUN} \)

11. V (+) that W \( \Rightarrow W = \text{NOUN} \\
   \text{aux. V. (+) A = "ed" or "ing" (+) that + W \( \Rightarrow W = \text{NOUN} \)
   \text{Prep. + that + W = a+s \( \Rightarrow W = \text{VERB} \)
   \text{Prep. + That + W \( \neq a+s \Rightarrow W = \text{NOUN} \)

12. aux. modal \( \Rightarrow V \Rightarrow W = \text{NOUN} \\
   \text{copul.}

13. W (+) "ed" (+) \( \Rightarrow \text{NOUN or ADJ} \Rightarrow W = \text{NOUN} \)

14. W = intran. (V) (+) VERB \( \Rightarrow W = \text{NOUN} \)
15. \( V = \text{intran.} \quad (+) \ W \rightarrow W = \text{NOUN} \)

16. \[ W + \left\{ \begin{array}{l} \text{adv. } \{ \text{sing.} \} \text{ (} + \text{) } \end{array} \right. \quad W \rightarrow W = \text{NOUN} \]

17. \( \text{to} \quad (+) \ W \rightarrow W = \text{NOUN} \)

18. \( \text{Prep } V \quad + \text{this, etc. } (+) \ W \rightarrow W = \text{NOUN} \)
   \[ \text{this, etc. } (+) \ W = a+z \quad \text{\( W = \text{VERB} \)} \]
   \[ \text{these, etc. } (+) \ W = a+z \rightarrow W = \text{NOUN} \]
   \[ \text{this, etc. } (+) \ W \neq a+z \rightarrow W = \text{NOUN} \]
   \[ \text{these, etc. } (+) \ W \neq a+z \rightarrow W = \text{VERB} \]

19. \( \text{punctuation } + \left\{ \begin{array}{l} \text{ADV/ADV} \\ \text{A \# art., poss. A} \end{array} \right. \) \( \ldots \) \( \text{sing. count } N + W \rightarrow W = \text{NOUN} \)

20. \( W = a+z \quad \text{sing. count } N + \left\{ \begin{array}{l} \text{sing } N \rightarrow W = \text{NOUN} \end{array} \right. \)

21. \( W + \text{plur. } N \quad (+) \ W \rightarrow W = \text{NOUN} \)

22. \( V \quad (\text{ignoring } A's) \quad (+) \ N + W \rightarrow W = \text{NOUN} \)

23. \( V = \text{two obj. } \ldots \) \( \text{plur. } N \quad (+) \ W \rightarrow W = \text{NOUN} \)
   \( V \neq \text{two obj. } \ldots \) \( \text{plur. } N \quad (+) \ W \rightarrow W = \text{VERB} \)
   \( \# \text{ VERB} \)
   \( \ldots \) \( \text{plur. } N \quad (+) \ W \rightarrow W = \text{VERB} \)

24. \( \# \quad (+) \ W = a+z \rightarrow W = \text{NOUN} \)
   \( \# \quad (+) \ W \neq a+z \quad \left\{ \begin{array}{l} \text{sing } N \rightarrow W = \text{NOUN} \end{array} \right. \)
   \( \# \quad (+) \ W \neq a+z \quad \ldots \) \( \text{no } V \) \( \) occurs \( \ldots \) \( \# \rightarrow W = \text{VERB} \)
   \( \# \quad (+) \ W \neq a+z \quad \ldots \) \( \text{modal } \{ \text{copul.} \} \)
   \( \# \quad (+) \ W \rightarrow W = \text{NOUN} \)

25. \( \text{although, et. } + W \rightarrow W = \text{NOUN} \)

26. \( W \quad (+) \ A + \text{Prep } W = \text{NOUN} \)

27. \( \text{lat. } (+) \quad \text{index.} \quad \text{Pron. } \) \( \text{no one } (+) \ W \rightarrow W = \text{VERB} \)

28. \( \text{punctuation } \ldots \) \( \{ \text{no verb occurs} \} \ldots \) \( W \quad (+) \quad \left\{ \begin{array}{l} A/\text{Pron} \\ \text{poss. } N \end{array} \right. \) \( W = \text{VERB} \)
29. # art. + sing. count. N + \[\text{Numeral}\] (+) W = a+g \Rightarrow W = \text{VERB}

# art. + sing. count. N + 1 (+) W = a+g \Rightarrow W = \text{VERB}

art. + sing. count. N + \text{Numeral} (+) = W = a+g \Rightarrow V = \text{NOUN}

\text{Numeral} (+) W = a+g \Rightarrow W = \text{NOUN}

30. W = a "believe" (+) that (+) (V) \Rightarrow W = \text{VERB}

31. W (+) \text{Numeral} \Rightarrow W = \text{VERB}

32. W = \text{capitalized} \Rightarrow W = \text{NOUN}

33. \text{Numeral} (+) W + \text{plural} (N) \Rightarrow W = \text{NOUN}

\text{Numeral} (+) W + (N) + \text{plural} (N) \Rightarrow W = \text{NOUN}

# sing. count. N + \text{Numeral} (+) W \Rightarrow W = \text{VERB}

sing. count. N + \text{Numeral} (+) W \Rightarrow W = \text{NOUN}

34. A (+) W \neq a+g \Rightarrow W = \text{NOUN}

35. indef. art. + N (+) W = a+g \Rightarrow W = \text{VERB}

36. sing. N + W = a+g + sing. N \Rightarrow W = \text{VERB}

37. \& + W \Rightarrow W = \text{NOUN}

38. A + W \Rightarrow W = \text{NOUN}

39. that + W \Rightarrow W = \text{VERB}

40. W (+) that + prep. \Rightarrow W = \text{VERB}

W \neq V subj. "believe" (+) that + \# prep. \Rightarrow W = \text{NOUN}

41. V \text{punctuation}\} \Rightarrow \text{Prep} + \{A \neq \text{poss. A, art., etc.}\} + W \Rightarrow W = \text{NOUN}

42. Conj. (+) W = sing. count. (N) + prep. \Rightarrow W = \text{VERB}

conj. (+) W \neq sing. count. (N) + prep. \Rightarrow Go accordingly to priority

(No priority, go to AND CONJUNCTION)

43. N +, + W +, \Rightarrow W = \text{NOUN}

V +, + W +, \Rightarrow W + \text{VERB}

44. W = sing. count. (N) + prep. \Rightarrow W = \text{VERB}

W \neq sing. count. (N) + prep. \Rightarrow Go according to priority

(No priority, go to next rule)
OCCORD — to go with ETNRAA

(NOTE: For definition of "(P.B.)", "S" and "subject" see write up of OCCORD.)

I. $W = \text{priority} = 0$  Go to II. Priority = 1  $W = \text{NOUN}$, Priority = 2  $W = \text{VERB}$.

II. (P.B.) . . . $S = \text{prep} \Rightarrow W = \text{NOUN}$

(P.B.) . . . $S = \text{subject} \Rightarrow \text{Go to A.}$

(P.B.) . . . no $S$ found . . . $W \Rightarrow \text{Go to III.}$

A. (P.B.) = $V$ . . . $W += (+) \text{ plural (N)} \Rightarrow W = \text{VERB}$

(P.B.) = $V$ . . . $W += (+) (V) \Rightarrow W = \text{NOUN}$

(P.B.) = $V$ . . . $W += (+) \Rightarrow \text{go to A of AND OCCORD.}$

B. (P.B.) . . . $S = \text{plural} . . . (\text{no and, or, nor}) . . . W = \text{plur(N)} \Rightarrow W = \text{NOUN}$

(P.B.) . . . $S = \text{plural} . . . (\text{no and, or, nor}) . . . W = \text{plur(N)} \Rightarrow W = \text{VERB}$

(P.B.) . . . $S = \text{plural} . . . (\text{no and, or, nor}) . . . W = \text{plur(N)} \Rightarrow W = \text{VERB}$

(P.B.) . . . $S \neq \text{plural} . . . (\text{no and, or, nor}) . . . W \neq \text{plur(N)} \Rightarrow W = \text{NOUN}$

III. $W = \text{NOUN}$
AND CONCORD --- to go with RTHEAA

\[ \# \ldots \text{(no verb)} \ldots \text{Conj.}(+) W \rightarrow W = \text{NOUN} \]
\[ \# \ldots (+) V \ldots \text{Conj.}(+) W = a+s \rightarrow W = \text{NOUN} \]
\[ \# \ldots (+) V \ldots \text{Conj.}(+) W \neq a+s \rightarrow W = \text{VERB} \]

A.

1. \( \# \ldots \text{(no subject)} \ldots V \ldots C(+) W \rightarrow W = \text{NOUN} \)

2. (no prep. occurs) \ldots \text{subject} \ldots W \rightarrow \text{Full Concord}\^\ast

3. Repeat

\^\ast as in CONCORD IIB.
APPENDIX XIV (cont.)

-ing Ambiguities Rules

NOTE: F(F) means "word following (F)", where (F) means "word following W" (= ambiguous item), ignoring adverb/adjectives and adverbs. 
F* is like (P) except that it also ignores adjectives.

1. Is W capitalized but not the first word in the sentence? If yes, take as NOUN.

2. Is (F) an article, pronoun/adjective, possessive adjective or possessive noun? If yes, take W as VERB.

3. Is (P) an article? If yes, take as ADJ.

4. Is P = very? If yes, take as ADJ.

5. Is (P) = adjective (# ing)? If yes, take as ADJ.

6. Is (P) an auxiliary, modal, or copulative? If yes, take as ADJ.

7. Is (F) a present tense verb, modal, copulative or auxiliary? If yes, take as ADJ.

8. Is (P) = during? If yes, take as ADJ.

9. Is F = method(s), procedure(s), exercise(s), or technique(s)? If yes, take as ADJ.

10. Is W almost always a verb (i.e. a L.D.P.)? If yes, take as VERB.

11. Is F an object or indefinite pronoun, more, most, you, it? If yes, take as VERB.

12. Is (P) a plural noun? If yes, take as VERB.

13. Is P an indefinite pronoun, who, whoever, no one? If yes, take as VERB.

14. Is F an indefinite pronoun, no one, who, whoever? If yes, take as VERB.

15. Is (P) an indefinite or object pronoun, it, you? If yes, is F a candidate noun? If no, take as VERB.

16. Is F = itself? If yes, if FF a verb? If yes, is (P) a noun? If no, take as VERB.

17. Is F a reflexive pronoun? If yes, take as VERB.

18. Is (W) the first word in the unit? If yes, is next verb candidate part of auxiliary, modal, or copulative? If yes, take as ADJ.
19. Is P = as? If yes, is F punctuation or as? If yes take as ADJ; if no is F an adverb? If yes, take as ADJ; if no, see if Previous Verb is part of appear, consider. If yes, take as ADJ.

20. Is (F) a possessive adjective or whose? If yes, take as VERB.

21. Is (F) = of? If yes, is W = consisting, dying, speaking, talking, telling, thinking. If yes, take as VERB; if no, take as ADJ.

22. Is P a singular countable noun? If yes, is P+P an article? If no, take as NOUN.

23. Is F = due to? If yes, take as NOUN.

24. Is (F) = preposition (# to)? If yes, take as VERB.

25. Is P = most, too? If yes, take as ADJ.

26. Is F a singular countable noun candidate? If yes, take as ADJ.

27. Is P a verb? If yes, take as ADJ.

28. Is P a possessive noun or possessive adjective? If yes, take as ADJ.

29. Is W intransitive as a verb? If yes, is F a noun or adjective? If yes, take as adjective; if no, take as VERB.

30. Is (F) = of? If yes, is P(P) = accident, aim, art, capable, certainty, custom, device, difficulty, ease, effect, feasibility, habit, hope, hopelessness, idea, impossibility, incapable, interest, means, method, necessity, object, obligation, possibility, practice, problem, purpose, question, result, rule, sake or their plurals? If yes, take as VERB; if no, as ADJ.

31. Is (F) = with, between? If yes, take as ADJ.

32. Is (F) = for? If yes, is P(P) = cure, device, facility, fame, flair, machine, necessity, need, notoriety, notorious, reason, talent, or their plurals? If yes, take as VERB.

33. Is (F) = by? If yes, is (P)(P) part of begin, continue, end, end up, finish, finish up, open, start, start out, start up, stop? If yes, take as VERB.

34. Is (F) a preposition? If yes, is F a punctuation mark? If yes, take as ADJ; if no, is F an adverb? If yes, take as VERB; if no, see if F is a pronoun, adjective, or candidate noun. If no, take as ADJ; if yes, see if FF is a preposition. If yes, take as VERB; if no, see if P(P) is a verb. If yes, take as ADJ.

35. Is F a candidate noun? If yes, is (F)F a verb? If yes, take as ADJ.

36. Is (P) = let? If yes, take as ADJ.
37. Is (P) a pronoun/adjective? If yes, take as ADJ.

38. Is (P) a conjunction (i.e. and, but, or, nor, than) or a punctuation mark? If yes, is F a noun? If yes, is P(P) an adjective? If yes, take as ADJ.

39. Is (P) a punctuation mark or a conjunction? If yes, is P(P) an -ing word? If yes, take same as P(P).

40. Is F a punctuation mark? If yes, is Previous Verb part of begin, continue, help, keep, lie, send, sit, stand, start, stop, try, worth? If yes, take as VERB; if no, take as ADJ.

41. Take W as VERB.

NOTE: 1) No search crosses a punctuation mark.
2) -ing's resolved as VERB are also set as ABSOLUTE BREAKERS.
1. \( W = \text{capitalized first word in sentence} \Rightarrow W = \text{NOUN} \)

2. \( W (+) \) \begin{cases} \text{art,} \\ \text{pron/A} \\ \text{Poss. A.} \\ \text{Poss. N.} \end{cases} \Rightarrow W = \text{VERB} \)

3. \( \text{Art. (+) } W \Rightarrow W = \text{ADJ.} \)

4. \( \text{Very } + W \Rightarrow W = \text{ADJ.} \)

5. \( \text{A } \# \text{ ing (+) } W \Rightarrow W = \text{ADJ.} \)

6. \( \text{Aux.} \\ \text{Modal} \\ \text{Copula.} \) \begin{cases} \text{(+) } W \Rightarrow W = \text{ADJ.} \end{cases} \)

7. \( \text{Aux.} \\ \text{Modal} \\ \text{Copula.} \) \begin{cases} \text{Present Tense V.} \Rightarrow W = \text{ADJ.} \end{cases} \)

8. \( \text{During (+) } W \Rightarrow W = \text{ADJ.} \)

9. \( W + \text{Method(s), etc.} \Rightarrow W = \text{ADJ.} \)

10. \( W = \"\text{funny word}\" \Rightarrow W = \text{VERB} \)

11. \( W + \begin{cases} \text{obj. Pr.,} \\ \text{more, most, you. it} \end{cases} \Rightarrow W = \text{VERB} \)

12. \( \text{Plur. N (+) } W \Rightarrow W = \text{VERB} \)

13. \( \text{Indef. Pr.} \\ \text{who,} \\ \text{whoever,} \\ \text{no one} \) \begin{cases} \text{(+) } W \Rightarrow W = \text{VERB} \end{cases} \)

14. \( W + \begin{cases} \text{Indef. Pr.} \\ \text{who,} \\ \text{whoever,} \\ \text{no one} \end{cases} \Rightarrow W = \text{VERB} \)

15. \( \text{Indef. Pr.} \\ \text{Obj.} \\ \text{it, you} \) \begin{cases} \text{(+) } W + \# (N) \Rightarrow W = \text{VERB} \end{cases} \)
16. 𝜙 (N) (+) W + itself + V ⇒ W = NOUN
17. W + Refl. Pron. ⇒ W = VERB
18. W = 1st word in unit . . . (V) = \{ aux, modal copula. \} ⇒ W = ADJ.
19. \textit{as} + W + \{ punctuation \} ⇒ W = ADJ.
   \textit{as} + W + D ⇒ W = ADJ.
   V = "appear, consider" + . . . + \textit{as} + W + { \textit{adverb, as} \\
   punctuation } ⇒ W = ADJ.
20. W (+) \{ Poss. A, Whose \} ⇒ W = VERB
21. W = consisting, etc. (+) of ⇒ W = VERB
   W ≠ consisting, etc. (+) of ⇒ W = ADJ.
23. W + due to ⇒ W = NOUN
24. W (+) Prep ≠ to ⇒ W = VERB
25. most \{ too \} + W ⇒ W = ADJ.
27. V + W ⇒ W = ADJ.
28. \{ poss. N \} poss. A \} + W ⇒ W = ADJ.
29. W = intr. (V) + \{ N \} ⇒ W = ADJ.
   W = intr. (V) + ≠ \{ N \} ⇒ W = VERB
30. accident, etc. + of (+) W ⇒ W = VERB
   ≠ accident, etc. + of (+) W ⇒ W = ADJ.
31. with, between (+) W ⇒ W = ADJ.
32. sure, etc. + for (+) W ⇒ W = VERB
33. begin, etc. (+) by (+) W ⇒ W = VERB
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34. Prep. (+) W + Punct. ⇒ W = ADJ.
    Prep. (+) W + D ⇒ W = VERB

    Prep. (+) W + \{Pron.
    \begin{tabular}{c}
    A \\
    N
    \end{tabular}\} ⇒ W = ADJ.

    Prep. (+) W + \{Pron.
    \begin{tabular}{c}
    A \\
    N
    \end{tabular}\} + Prep ⇒ W = VERB


35. W + (N) (+) V ⇒ W = ADJ.

36. Let (+) W ⇒ W = ADJ.

37. Pron/A (+) W ⇒ W = ADJ.

38. A + Conj. or Punct. (+) W + N ⇒ W = ADJ.

39. = ing (+) conj. or punct. (+) W ⇒ Previous ing

40. V = \textit{begin} etc. + . . . + W + Punct. ⇒ W = VERB
    V \neq \textit{begin} etc. + . . . + W + Punct. ⇒ W = ADJ.

41. W = VERB
APPENDIX XIV (cont'd.)

Past Tense Adjective Ambiguities Rules

NOTE: (P) = previous word, ignoring adverbs and adverb/adjectives
F = following word

1. Is W an auxiliary, modal, or copulative? If yes, is (P) an auxiliary,
   modal, or copulative? If yes, take W as ADJ.; if no or if (P) is punc-
   tuation, is W auxiliary or modal? If yes, take as VERB.

2. Is (P) an article? If yes, take as ADJ.

3. Is (F) an article? If yes, take as VERB.

4. Is (P) a possessive adjective or possessive noun, or an adjective (e.g.)?
   If yes, take as ADJ.

5. Is (F) a possessive noun, possessive pronoun, possessive adjective, or
   whose? If yes, take as VERB.

6. Is (F) = very? If yes, take as ADJ.

7. Is (P) an auxiliary, copulative, or modal? If yes, take as ADJ.

8. Is (P) an indefinite or subject pronoun, whoever, who, no one, it, you?
   If yes, take as VERB.

9. Is (P) a preposition? If yes, take as ADJ.

10. Is (F) an indefinite or object pronoun, no one, you, it? If yes, take
    as VERB.

11. Is (F) a reflexive pronoun? If yes, take as VERB.

12. Is (F) a preposition? If yes, take as VERB.

13. Is (W) the first word in the unit? If yes, is F an adjective, noun, subject
    or indefinite pronoun, it, or you? If yes, take as ADJ.

14. Is F a candidate noun? If yes, is (F) a verb? If yes, take as ADJ.

15. Is F a singular countable noun? If yes, is FF a noun candidate. If no,
    of if FF is punctuation, take as ADJ.

16. Is (F) a noun, object pronoun, you, or it? If yes, is (P) (P) a verb subcla-
    se: 05, 06, or 17? If yes, take as ADJ.; if no, see if (P)(P) is a two object
    verb; if yes, is F a candidate noun? If yes, take as ADJ.

17. Is W capitalized but not the first word in the sentence? If yes, take
    W as NOUN.
17. Is \( (P) \) a noun? If yes, take as VERB.

18. Is \( (P) \) a verb? If yes, is \( (P) \) a candidate noun or an adjective? If yes, take as ADJ.

19. Is \( (P) \) a conjunction? If yes, is \( (P) \) an adverb? If yes, take as ADJ.

20. Is \( (P) \) a noun/adjective? If yes, is \( (P) \) a verb, preposition, or possessive adjective? If yes, take as ADJ.

21. Is \( (P) \) although, because, since, though, when, however, once, so, thus, what, whatever, wherever, that, as? If yes, is \( (P) \) punctuation? If yes, take as VERB.

22. Is \( (P) \) a numeral? If yes, take as VERB.

23. Is \( (P) \) an English numeral, Arabic numeral, or other symbol? If yes, take as VERB.

24. Is \( (P) \) that or which? If yes, is \( (P) \) an adjective/pronoun or adverb or punctuation? If yes, take as VERB; if no, take as ADJ.

25. Take \( W \) as VERB.
Past Tense Adjective Ambiguities Pictures

1. auxiliary modal copulative
   ↦ \( W = \text{auxiliary modal copulative} \)  \( \Rightarrow \) \( W = \text{ADJ} \).

2. article \( (+) \) \( W \Rightarrow W = \text{ADJ} \).

3. \( W (+) \) article \( \Rightarrow W = \text{VERB} \).

4. possessive noun
   possessive adj.
   adjective \( (+ \text{ing}) \)
   ↦ \( W \Rightarrow W = \text{ADJ} \).

5. \( W (+) \) { possess. noun possess. adj. possess. pro. whose }
   ⇒ \( W = \text{VERB} \).

6. \( \text{VERB} (+) \) \( W \Rightarrow W = \text{ADJ} \).

7. aux. modal cop.
   \( (+) \) \( W \Rightarrow W = \text{ADJ} \).

8. indef. or subj. Pr.
   who, whoever, it
   you, no one
   \( (+) \) \( W \Rightarrow W = \text{VERB} \).

9. \( P \neq \text{as} \) \( (+) \) \( W \Rightarrow W = \text{ADJ} \).

10. \( W (+) \) { indef. or subj. Pr., it, no one
      it, me, you
      } \( \Rightarrow W = \text{VERB} \).

11. \( W (+) \) reflexive Pr. \( \Rightarrow W = \text{VERB} \).

12. \( W (+) \) preposition \( \Rightarrow W = \text{VERB} \).

13. \( ( ) \) \( (+) W + \) { indef. or subj. Pr. it, me, you
      } \( \Rightarrow W = \text{ADJ} \).

14. \( W + (\text{N}) + V \Rightarrow W = \text{ADJ} \).

15. \( W + \text{sing. count. N.} + (\neq \text{N}) \) \( \Rightarrow W = \text{ADJ} \).
16. \[ V = \{ \text{subclass} \} \quad (\rightarrow) \quad \{ \text{Object Pr.} \} \quad (\rightarrow) \quad W \Rightarrow W = \text{ADJ.} \]

\[ \text{two object} \ V \ (\rightarrow) \quad \{ \text{object pr.} \} \quad (\rightarrow) \quad W + (N) \Rightarrow W = \text{ADJ.} \]

17. \[ N \ (\rightarrow) \ W \Rightarrow W = \text{VERB} \]

18. \[ \text{as} \ (\rightarrow) \ W + \text{as} \Rightarrow W = \text{ADJ.} \]

19. \[ \text{although, because, since, though, when, how, however, once, so, there, whatever, wherever, that, as} \]

\[ (\rightarrow) \ W + \text{punctuation} \Rightarrow W = \text{VERB} \]

20. \[ V \ (\rightarrow) \ W + \{ \ A \} \Rightarrow W = \text{ADJ.} \]

21. \[ \{ \text{poss. A.} \} \quad (\rightarrow) \quad \text{Pr/A} \ (\rightarrow) \ W \Rightarrow W = \text{ADJ.} \]

22. \[ \text{although, because, since, when, though, how, if, until, where, whereas, whether, while, whilst, what} \]

\[ (\rightarrow) \ W + (N) \Rightarrow W = \text{ADJ.} \]

23. \[ W \ (\rightarrow) \quad \{ \begin{array}{l} \text{English numeral} \\
\text{Arabic no.} \\
\text{symbol} \\
\end{array} \Rightarrow W = \text{VERB} \]

24. \[ \text{that, which} \quad (\rightarrow) \ W + \{ \begin{array}{l} x^\mu \\
\text{punctuation} \end{array} \Rightarrow W = \text{VERB} \]

\[ \text{that, which} \quad (\rightarrow) \ W + \# \{ \begin{array}{l} \text{Pr/A} \\
\text{punctuation} \end{array} \Rightarrow W = \text{ADJ.} \]
APPENDIX XIV (cont'd.)

Present Tense Verb/Adjective Rules

NOTE: \( F(P) = \) word following \( P \)
\( F = \) word following \( W \), ignoring adverbs and adverb/adjectives
\( F^* = \) same as \( F \), but also ignoring Adjectives (articles, possessives)

1. Is \( W \) capitalized but not the first word in the sentence? If yes, take \( W \) as NOUN.
2. Is \( W \) a + s (i.e. does it have an s affix)? If yes, take as VERB.
3. Is \( P \) an article, possessive noun, or possessive adjective? If yes, take as ADJ.
4. Is \( P \) = comparatively, too, strikingly, very? If yes, take as ADJ.
5. Is \( P \) = although, because, since, though, when, how, if, until, where, whereas, whether, while, whilst, what? If yes, take as ADJ.
6. Is \( P \) a subject pronoun? If yes, take as VERB.
7. Is \( P \) a possessive or reflexive or object pronoun, it, you? If yes, take as VERB.
8. Is \( P \) = another, any, each, much, few, one, other, such, this? If yes, take as ADJ.
9. Is \( P \) a modal verb? If yes, take as VERB.
10. Is \( P \) an auxiliary or copulative verb? If yes, take as ADJ.
11. Is \( P \) = not? If yes, take as ADJ.
12. Is \( P \) a preposition (=/ to)? If yes, take as ADJ.
13. Is \( P \) a verb subclass 06, 25, 27? If yes, take as ADJ; if no, see if \( P \) is an article, possessive adjective, pronoun/adjective, indefinite pronoun, whoever, no one. If yes, is \( P \) a two object verb? If no, take as VERB.
14. Is \( P \) = of? If yes, take as ADJ.
15. Is \( P \) a pronoun/adjective, more, most? If yes, is \( P \) a preposition, verb, or article? If yes, take as ADJ.
16. Is \( P \) an adverb? If yes, take as VERB.
17. Is \( P \) an intransitive verb? If yes, take as ADJ.
18. Is \( P \) an adjective? If yes, take as ADJ.
19. Is (P) an object or indefinite pronoun, no one, whoever, it, you? If yes, is (P)(P) = let? If yes, take as VERB.

20. Is (P) an indefinite pronoun, who, you? If yes, is (P)(P) a preposition or a verb? If no, take as VERB.

21. Is (P) a plural noun. If yes, is there a preposition or a verb preceding (P)? If no, take as VERB; if yes, is the Preceding Verb intransitive? If yes, take as VERB.

22. Is (P) a verb? If yes, take as NOUN.

23. Is W the first word in the unit? If yes, is F an Arabic numeral? If yes, take as VERB.

24. Is W the first word in the unit? If yes, is there a Following Verb candidate, F. (V.) in the unit? If no, take W as VERB; if yes, is F. (V) a modal, copulative or auxiliary? If yes, take as ADJ.

25. If F a candidate noun? If yes, is (F)(F) a verb? If yes, take as ADJ.

26. Is (P) a punctuation mark? If yes, is F a noun? If yes, is the Following Verb a modal, copulative or auxiliary? If yes, take as ADJ.

27. Is P = to? If yes, is PP = attributable, attribute(s)(ed), belong, opposed, opposite, proportion(al), similar, subject(ed)? If yes, take as ADJ.

28. Is (P) = to? If yes, is there a Preceding Verb in the unit? If no, take as VERB.

29. Is F a sing. count. noun candidate? If yes, is FF a noun candidate? If no, take as ADJ.

30. Is (P) a conjunction (i.e. and, or, nor, but, then) or punctuation? If yes, is P(P) an adjective? If yes, take as ADJ.

31. Is P = more, most? If yes, is F a conjunction? If yes, is PPP an adjective? If yes, take W as ADJ.

32. Is (W) the first word in the unit? If yes, take as ADJ.

33. Is (P) punctuation? If yes, is (P) punctuation? If yes, is (P)(P) a verb? If yes, take as VERB; if no, take as ADJ.

34. Take W as VERB.
Adjective/Present VERB Pictures

All searches start with W.

3. article
    poss. Noun \{ (+) W \Rightarrow W = \text{Adjective} \\
    poss. Adj.

4. comparatively, too, 
    strikingly, very \{ + W \Rightarrow W = \text{ADJ}. 

5. (although, . . . , how, . . . , what) \{ (+) W \Rightarrow W = \text{ADJ}. 

6. subject Pron. \{ (+) W \Rightarrow W = \text{VERB} \\

7. W (+) \{ \begin{array}{l}
    \text{poss. Pro.} \\
    \text{reflex. Pro.} \\
    \text{Object Pro.} \\
    \text{it, you}
\end{array} \Rightarrow W = \text{VERB}

8. (another, . . . , this) \{ (+) W \Rightarrow W = \text{ADJ}. 

9. modal V \{ (+) W \Rightarrow W = \text{VERB} \\

10. auxiliary 
    copulative \{ (+) W \Rightarrow W = \text{ADJ}. 

11. not + W \Rightarrow W = \text{ADJ}. 

12. Prep (# to) + W \Rightarrow W = \text{ADJ}. 

13. (V subclass 06, 25, 2?) \{ (+) W \Rightarrow W = \text{ADJ}. \\

    \begin{array}{l}
    \text{article} \\
    \text{poss. ADJ.} \\
    \text{Pr/adj.} \\
    \text{indef. Pr.} \\
    \text{whoever, no one}
\end{array}

    \{ (+) W \Rightarrow W = \text{VERB}. \\
    \# two object V (+) W (+)

14. W + of \Rightarrow W = \text{ADJ}. 

15. \begin{array}{l}
    P \\
    V \\
    art.
\end{array} \{ (+) \\
\begin{array}{l}
    \text{Pr/A} \\
    \text{more} \\
    \text{most}
\end{array} \{ (+) W \Rightarrow W = \text{ADJ}. 

16. W + adverb \Rightarrow W = \text{VERB}. 

17. intrans. V \{ (+) W \Rightarrow W = \text{ADJ}. 

18. A \{ (+) W \Rightarrow W = \text{ADJ}. 
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19. \textbf{let} (+) \{ obj. or indef. Pr. \}\{ whoever, no one, it, you \} + W \Rightarrow W = \text{VERB}

20. \textbf{P} \textbf{V} \{ (+) \{ indef. Pr. \}\{ who, you \} \} (+) \Rightarrow W = \text{VERB}

21. \textbf{P} \textbf{V} \{ (+) \} \Rightarrow W = \text{VERB}

\text{intrans. V} \} + \ldots + \text{plural N} (+) \Rightarrow \Rightarrow W = \text{VERB}

\text{intrans. V} \} + \ldots + \text{plural N} (+) \Rightarrow \Rightarrow W = \text{VERB}

22. W + V \Rightarrow \Rightarrow W = \text{NOUN}

23. \text{(W = 1st word in unit) + Arabic numeral} \Rightarrow \Rightarrow W = \text{VERB}

24. \text{(W = 1st word in unit) + \ldots + \#(V)} \Rightarrow \Rightarrow W = \text{VERB}

\text{(W = 1st word in unit) + \ldots + \{ modal \}} \Rightarrow \Rightarrow W = \text{ADJ}

\text{(W = 1st word in unit) + \ldots + \{ cop. aux. \}} \Rightarrow \Rightarrow W = \text{ADJ}

25. W + (N) \{ (+) \} \Rightarrow \Rightarrow W = \text{ADJ}

26. Punct. \{ (+) \} \Rightarrow \Rightarrow W = \text{ADJ}

27. \text{(attribute, \ldots, subjected) + to + W} \Rightarrow \Rightarrow W = \text{ADJ}

28. no V + \ldots + to (+) \Rightarrow \Rightarrow W = \text{VERB}

29. W (+) \text{ sing. count. (N) +\text{\#(N)}} \Rightarrow \Rightarrow W = \text{ADJ}

30. \text{A + \{ Punct. \}} \{ (+) \} \Rightarrow \Rightarrow W = \text{ADJ}

31. \text{A + C + \{ more, most \}} \Rightarrow \Rightarrow W = \text{ADJ}

32. V (+) \text{ Punct. (+) W (+) Punct.} \Rightarrow \Rightarrow W = \text{VERB}

\text{\#:V (+) Punct. (+) W (+) Punct.} \Rightarrow \Rightarrow W = \text{ADJ}

33. W \Rightarrow \Rightarrow \text{VERB}
APPENDIX XIV (con't.)

Past Tense - Noun Ambiguities Rules

Note: (F) = Following word (ignoring adverbs + adverb/adjectives).

1. Is W capitalised and not the first word in the sentence? If yes, take W as NOUN.

2. Is (P) an article, possessive noun, or possessive adjective? If yes, take as NOUN.

3. Is (P) indefinite or object pronoun, no one, it, you? If yes, is (P)(P) = let. If yes, take as VERB.

4. Is (P) an object pronoun? If yes, take as VERB.

5. Is (P) a subject or indefinite pronoun, who, whoever, it, you? If yes, take as VERB.

6. Is (P) a modal verb? If yes, is W a+s (i.e. does W have an s affix)? If no, take as VERB; if yes, take as NOUN.

7. Is (P) an auxiliary verb? If yes, take as ADJECTIVE.

8. Is (P) a verb? If yes, take as NOUN.

9. Is (P) a preposition (≠ to)? If yes, take as NOUN.

10. Is P an adjective (≠ ing) (i.e. an adjective not resolved by -ing routine)? If yes, take as NOUN.

11. Is (F) a verb? If yes, take as NOUN.

12. Is W the first word in the unit? If yes, is W a+g? If yes, take as NOUN; if no, see if there is a Following Verb candidate, F. (V.). If no, take as VERB; if yes, see if F.(V.) is an auxiliary, modal, or copulative. If yes, take as NOUN.

13. Is W a+g? If yes, is (P) = to? If yes, take as NOUN.

14. Is W = thought, spoke? If no, is (F) = of? If yes, take as NOUN.

15. Is W a+g? If yes, is P = another, each, no one, one, this? If yes, take as VERB; if no, see if P is a pronoun/adjective, that? If yes, take as NOUN.

16. Is P a pronoun/adjective, that? If yes, is (F)P a preposition or a verb? If yes, take as NOUN.

17. Is: (F) a possessive noun, possessive pronoun, possessive adjective, or whose? If yes, take as VERB.

18. Is F a singular countable noun? If yes, take as NOUN.
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19. Is (F) = adj. If yes, is W = felt? If yes, as V. If no, is F(F) = position? If yes, take as NOUN.

20. Is P a singular countable noun? If yes, is (P)P punctuation, conjunction (i.e. and, or, nor, than, but), preposition, verb. If yes, take as NOUN; if no, is (F) an ing or past participial adjective? If yes, is (P)(P) an auxiliary? If yes, take as NOUN.

21. Is W a+g? If yes, is (P) a noun, indefinite or object pronoun, you, it? If yes, is (P)(P) a two-object verb? If yes, take as NOUN.

22. Is (P) a plural noun? If yes, take as VERB.

23. Is W a+g? If yes, is P an Arabic or English numeral? If yes, take as NOUN.

24. If F an article, pronoun/adjctive, indefinite pronoun, reflexive pronoun, more, most, very? If yes, take as VERB.

25. Is F a past tense verb candidate? If yes, is FF a noun or an adjective? If no, take as NOUN.

26. Is P an -ing word? If yes, take W as NOUN.

27. Is P punctuation? If yes, is F punctuation? If yes, is FF a verb or adjective? If no, take as NOUN; if yes, take W as PP.

28. Take W as VERB.
Past Tense-Noun Ambiguities Pictures

1. $W = \text{cap} \ (\neq \text{1st word in sent.}) \Rightarrow W = \text{NOUN}$

2. $\text{article, possessive noun, possessive adjective} \} \ (\text{+}) W \Rightarrow W = \text{NOUN}$

3. Let $\{\text{indefinite pronoun, object pronoun, no one, it, you} \} \ (\text{+}) W \Rightarrow W = \text{VERB}$

4. $W \ (\text{+}) \text{ object pronoun} \Rightarrow W = \text{VERB}$

5. $\text{subject pronoun, indefinite pronoun} \} \ (\text{+}) W \Rightarrow W = \text{VERB}$

6. modal verb $\ (\text{+}) \text{ with s affix} \Rightarrow W = \text{NOUN}$
modal verb $\ (\text{+}) \text{ with no s affix} \Rightarrow W = \text{VERB}$

7. auxiliary $\ (\text{+}) W \Rightarrow W = \text{ADJ.}$

8. verb $\ (\text{+}) W \Rightarrow W = \text{NOUN}$

9. preposition $\ (\neq \text{to}) \ (\text{+}) W \Rightarrow W = \text{NOUN}$

10. adjective with no -ing affix + $W \Rightarrow W = \text{NOUN}$

11. $W \ (\text{+}) \text{ verb} \Rightarrow W = \text{NOUN}$

12. $W = \text{1st word in unit and also with s affix} \Rightarrow W = \text{NOUN}$
$W = \text{1st word in unit + no FV} \Rightarrow W = \text{VERB}$
$W = \text{1st word in unit + FV} = \left\{\begin{array}{c}
\text{auxiliary} \\
\text{modal} \\
\text{copulative}
\end{array}\right. \Rightarrow W = \text{NOUN}$

13. $\text{to} \ (\text{+}) W \text{ with s affix} \Rightarrow W = \text{NOUN}$

14. $W \neq \left\{\begin{array}{c}
\text{thought} \\
\text{spoke}
\end{array}\right. \ (\text{+}) \text{ of} \Rightarrow W = \text{NOUN}$

15. $\text{another, each, no one, this} \} \ + W \text{ with s affix} \Rightarrow W = \text{VERB}$
15. (Con't.)
pronoun/adjective + W with s affix ⇒ W = NOUN

16. preposition \{ (pronoun/adjective) + W ⇒ W = NOUN
verb

17. W(+) \{ possessive noun
possessive pronoun
possessive adjective
whose
⇒ W = NOUN

18. W = singular countable noun ⇒ W = NOUN

19. W (≠ felt) (+) adjective + preposition ⇒ W = NOUN

20. punctuation
conjunction
(i.e. and, or, not, than, but
preposition verb
(¢)
\{ (s) singular
countable
noun

\{ aux (+) -ing or past participle A (+) singular
countable noun

21. two object verb (+) \{ noun
indefinite pronoun
object pronoun
you
\{ W with s affix ⇒ W = NOUN

22. plural noun (+) W ⇒ W = VERB

23. Arabic numeral \{ + W with s affix ⇒ W = NOUN
English numeral

24. W + \{ article
pronoun/adjective
indefinite pronoun
reflexive pronoun
more
most
very
⇒ W = VERB

25. W + past tense verb candidate + \{ noun
adjective
⇒ W = NOUN

26. -ing affix + W ⇒ W = NOUN

27. verb + punctuation + W + punctuation ⇒ W = VERB
adjective + punctuation + W + punctuation ⇒ W = ADJECTIVE
punctuation + W + punctuation ⇒ W = NOUN

28. W = VERB
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APPENDIX XIV (cont'd.)

Idiosyncratic Distribution Rules

Notes Concerning Symbolism:

1. \( W \) = word under consideration
   \( P \) = word preceding \( W \)
   \( F \) = word following \( W \)
   \( (P) \) = word preceding \( W \), ignoring adverbs, and adverb/adjectives
   \( (F)^* \) = word following \( W \), ignoring adverbs, adverb/adjectives, and
   adjectives (other than articles)
   \( PP \) = word preceding \( P \)
   \( P(P) \) = word preceding \( (P) \)

2. These rules also set the proper form class code.

3. When the location of the next instruction is not explicitly stated, the
   absence of this statement stands for the command: Go to the first step
   of the next rule.

RULES

0. The following words and only the following words enter the odd ball
   routine for resolution: augus; even; still, well; down, like, except,
   near, till; back; can, may, might, will; mine.

1. Is \( W \) capitalized and not the first word in the sentence? If yes, take \( W \)
   as NOUN.

2. Is \( W = \text{augus?} \) If yes, is \( W \) capitalized? If yes, take \( W \) as a NOUN; if
   no, take \( W \) as an ADJECTIVE.

3. Is \( (P)^* \) an article? If yes, is \( (F) \) a preposition or a present tense
   verb + s? If yes, take \( W \) as a NOUN.

4. Is \( W = \text{even?} \) If yes, take \( W \) as an ADVERB.

5. Is \( (F) = \text{a past tense verb candidate?} \) If yes, is \( W = \text{down, near, still,}
   or well? If no, is \( (P)^* \) an article? If yes, take \( W \) as a NOUN.

6. 1) Is \( W = \text{like or except?} \) 2) If yes, is \( P \) an article or a possessive noun
   or possessive adjectival? If yes, take \( W \) as a NOUN. 3) If no, is \( P = \text{to?} \)
   If no, go to question 5 of this rule. 4) If yes, is \( PP = \text{verb (not list 20)?} \)
   If yes, take \( W \) as a VERB. 5) If no, is \( (P) = \text{a modal, I, we, you, who, or}
   they?} \) If yes, take \( W \) as a VERB.

7. Is \( W = \text{still or well?} \) If yes, take \( W \) as an ADVERB.

8. Is \( P = \text{of?} \) If yes, take \( W \) as a NOUN.
9. Is $W = \text{down, like, except, near or till}$? If yes, take $W$ as a PREPOSITION.
10. Is $W = \text{back}$? If yes, take $W$ as an ADVERB.
11. Is $W = \text{mine}$? If no, take $W$ as a VERB.
12. Is $P$ a preposition ($\neq \text{to}$)? If yes, take $W$ as a possessive PRONOUN. If no, is $P = \text{to}$? If yes, is PP a member of list 20 or 21? If yes, take $W$ as a possessive PRONOUN.
13. Is $(P)$ a conjunction? If yes, is $P(P)$ an adjective or possessive pronoun? If yes, take $W$ as a possessive PRONOUN.
14. Set the NOUN/\'VERB form class codes.
APPENDIX XV -- Absolute Breakers

I.

because  whensoever
how  whence
if  whencever
what  if
when  wherefrom
where  whereinto
whereas  whereof
wherever  whereon
whether  wherethrough
which  whereto
whereby  whereunto
while  whereupon
who  wherewith
whom  whose
why  whenever
although  wherever
whichever  whereas
whoever  wherever
whosoever  whether
albeit  which
unless  while
though  who
whereby  whom
inssofar  whose
whereat  why
wherenin  although
whereafter  although
wherefore  although
lest  although
whilst  although
V-ing  although
II.

at the same time as
at the same time that
as if
as though
by the time
ever else that
even if
even though
for fear that
for then
however many
however much
if and only if
inasmuch as
in order not to
in order that
in order to
in so far as
in the hope that
just as if
just as though
just because
not even if
not even though
now that
or else
so as
so that
such that
the way in which
the way that
<table>
<thead>
<tr>
<th>Character</th>
<th>Example</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>article</td>
<td>(+) article</td>
<td></td>
</tr>
<tr>
<td>subject pronoun</td>
<td>(+) subject pronoun</td>
<td></td>
</tr>
<tr>
<td>indefinite pronoun</td>
<td>(+) indefinite pronoun</td>
<td></td>
</tr>
<tr>
<td>possessive pronoun</td>
<td>(+) possessive pronoun</td>
<td></td>
</tr>
<tr>
<td>possessive adjective</td>
<td>(+) possessive adjective</td>
<td></td>
</tr>
<tr>
<td>plural noun</td>
<td>(+) plural noun</td>
<td></td>
</tr>
<tr>
<td>proper name</td>
<td>(+) proper name</td>
<td></td>
</tr>
<tr>
<td>verb</td>
<td>(+) verb</td>
<td></td>
</tr>
<tr>
<td>more</td>
<td>(+) more</td>
<td></td>
</tr>
<tr>
<td>most</td>
<td>(+) most</td>
<td></td>
</tr>
<tr>
<td>that</td>
<td>(+) that</td>
<td></td>
</tr>
<tr>
<td>adjective /+ plural noun</td>
<td>(+) adjective /+ plural noun</td>
<td></td>
</tr>
<tr>
<td>conjunction</td>
<td>(and, but, or, nor, or than)</td>
<td>(+) verb</td>
</tr>
<tr>
<td>preposition</td>
<td>(+) preposition</td>
<td></td>
</tr>
<tr>
<td>to</td>
<td>(+) to</td>
<td>present tense verb with no s affix</td>
</tr>
<tr>
<td>irregular verbal past participle</td>
<td>(+) irregular verbal past participle</td>
<td>driven, lain, etc.</td>
</tr>
<tr>
<td>after</td>
<td>(+) after</td>
<td>past tense verb or past participle</td>
</tr>
<tr>
<td>until</td>
<td>(+) until</td>
<td></td>
</tr>
<tr>
<td>since</td>
<td>(+) since</td>
<td></td>
</tr>
<tr>
<td>before</td>
<td>(+) before</td>
<td></td>
</tr>
<tr>
<td>verb</td>
<td>(+) verb</td>
<td>conjunction</td>
</tr>
<tr>
<td>as + it</td>
<td>(+) as + it</td>
<td>subject pronoun</td>
</tr>
<tr>
<td>subject pronoun</td>
<td>(+) subject pronoun</td>
<td>verb</td>
</tr>
<tr>
<td>so + article</td>
<td>(+) so + article</td>
<td>noun</td>
</tr>
<tr>
<td>noun</td>
<td>(+) noun</td>
<td>pronoun</td>
</tr>
<tr>
<td>pronoun</td>
<td>(+) pronoun</td>
<td>verb</td>
</tr>
<tr>
<td>until + it, you</td>
<td>(+) until + it, you</td>
<td></td>
</tr>
<tr>
<td>since + it, you</td>
<td>(+) since + it, you</td>
<td></td>
</tr>
<tr>
<td>however + adverb/adjecive</td>
<td>(+) however + adverb/adjecive</td>
<td>punctuation / but + subject pronoun</td>
</tr>
<tr>
<td>punctuation</td>
<td>(+) punctuation</td>
<td></td>
</tr>
<tr>
<td>but + subject pronoun</td>
<td>(+) but + subject pronoun</td>
<td>proper name</td>
</tr>
<tr>
<td>subject pronoun</td>
<td>(+) subject pronoun</td>
<td></td>
</tr>
<tr>
<td>until</td>
<td>(+) until</td>
<td></td>
</tr>
<tr>
<td>since</td>
<td>(+) since</td>
<td></td>
</tr>
<tr>
<td>before</td>
<td>(+) before</td>
<td></td>
</tr>
<tr>
<td>besides</td>
<td>(+) besides</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX XVI

Clause Division Rules

Conventions: / means clause break; (+) followed by, ignoring adverbs and adjective-adverbs; /+/ followed by, ignoring everything except Verbs and Punctuation; /+/* followed by, ignoring everything except Verbs. NG means Nominal group; PG nominal group headed by a preposition. V means Verb; BV "believe" type Verb. / means that the item so marked if present in the specified position makes the rule inoperative. T means transitive, I intransitive. / means beginning of sentence.

Rule 1

absolute breaker list 1 /+/
absolute breaker list 1 /+\ NG /+\ V

Rule 2

absolute breaker list 1 (+) abs. br. list 1 (+) Adjective (+)
/NG \ plural N \ uncount. N \ /+/* V

Rule 2a

abs. br. list 1 (+) abs. br. list 1 (+) adjective + NG /+\ V

Rule 3

/, /+\ V (+) /, (+) V

Rule 4

/, (+) ed/en- V (+) /, (+) V

Rule 5

V \ BV (+) that + prep \ /+
\ # adjective (+) /, (+) \ # adjective \ # adverb \ # adverb \ # noun (+) /, + \ NG + PG \ (and) \ /+\ V

Rule 6

V /+\ /, NG, /+\, (+) V \ BV (T-ed) \ /, (+) V

Rule 7

V /+/* BV T-ed (+) \ NG

Rule 8

\ V \ 2 \ object \ V /+/* \ \ noun \ indefinite pronoun
\ reflexive pronoun \ (possessive pronoun
(+)) \ that \ /+/* V
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Rule 8a
V \neq 2 \text{ object } V \text{ if } (+) \text{, } +/\text{ that } \text{ if } (+)

{noun \{ \text{ indefinite pronoun, reflexive pronoun, possessive pronoun} \}}

Rule 9
\begin{align*}
V \neq 2 \text{ object } V \text{ if } (+) \text{, } +/\text{ that } \text{ if } (+) & \\
\{ \text{noun, indefinite article, subject, reflexive, possessive, adjective } \} & \\
\{ \text{article, subject, indefinite article, subject, adjective, } \} & \\
\{ \text{poss. article, subject, indefinite article, subject, adjective, } \} & \\
\{ \text{noun, indefinite article, plural noun, subject, reflexive, possessive, adjective } \} & \\
\{ \text{definite article, subject, reflexive, possessive, adjective } \} & \\
\end{align*}

Rule 9a
\begin{align*}
V \neq 2 \text{ object } V \text{ if } (+) \text{, } +/\text{ that } \text{ if } (+) & \\
\{ \text{noun, indefinite article, plural noun, subject, reflexive, possessive, adjective } \} & \\
\{ \text{article, subject, indefinite article, subject, adjective, } \} & \\
\{ \text{poss. article, subject, indefinite article, subject, adjective, } \} & \\
\{ \text{noun, indefinite article, plural noun, subject, reflexive, possessive, adjective } \} & \\
\{ \text{definite article, subject, reflexive, possessive, adjective } \} & \\
\end{align*}

Rule 10
\begin{align*}
\text{auxiliary } & \\
\text{copulative } & \\
\text{it } & \\
\text{there } & \\
\text{ Prep } & \\
\text{that } & \\
\end{align*}

Rule 11
\begin{align*}
\text{any form of } & \\
\text{be } & \\
\text{that } & \\
\end{align*}
Rule 12
V / */+ so (+) ing/ed adj. (+)/that / */+ V

Rule 13
the + adjective_comparative 
more / */ + V + / */+ more 

Rule 14
# (+) had } 
/ */+ V / */+ / than / */+ V

Rule 15
v / */+ /
\begin{align*}
\text{than} & \{ \text{as } + \text{adj.} \} + \text{as} \\
\text{just as} & \{ \text{so } + \text{adj.} \} + \text{as} \\
\text{so } + \text{to} & \{ \text{as } + \text{to} \}
\end{align*} / */+ V

Rule 16
aux. + I adj. } 
/ */+ copulative (+)/NG / */+ V

Rule 17
\begin{align*}
\text{who} & \{ \text{which } \} + \text{that} + \text{has } \{ \text{has } \}
\end{align*} / */+ V

Rule 18
auxiliary 
\begin{align*}
\text{copulative } & \{ \text{BV-adjective I } \} / */+ V
\end{align*}

Rule 19
\begin{align*}
\text{subject } & \{ \text{pro } \} \\
\text{article} & \{ \text{indef } \} \\
\text{pro.} & \{ \text{poss } \} \\
\text{pro.} & \{ \text{poss. adj. } \}
\end{align*} / */+ V \begin{align*}
\text{object } & \{ \text{BV } \} / */+ NG / */+ V
\end{align*}

Rule 20
\begin{align*}
\text{to } + \text{BV} & \{ \text{copulative } \} \\
\text{aux. } + \text{copulative-adj. } & \{ \text{happens } \}
\end{align*} / */+ V

Rule 20
\begin{align*}
\text{it } & \{ \text{happened/ing } \}
\end{align*} / */+ V
Rule 21

\[
\begin{align*}
\text{Prep. } + & \quad /+/* \ V /+/* \ /\text{there} \ (+) \ {\text{aux.}} \ \cop\ \{\text{cop.} I\} \ (+) \ \{\text{NG}\ \text{infinitive}\} \\
\{\text{that} \ \text{what} \ \text{who} \ \text{whose} \ \text{whom} \ \text{which} \ \text{whether} \ \text{why} \ \text{how} \ \text{where}\} \\
\end{align*}
\]

Rule 21a

\[
\begin{align*}
\neq \quad /+/* \ V /+/* \ /\text{there} \ (+) \ {\text{aux.}} \ \cop\ \{\text{cop.} I\} \ (+) \ \{\text{NG}\ \text{infinitive}\} \\
\{\text{that} \ \text{what} \ \text{who} \ \text{whose} \ \text{whom} \ \text{which} \ \text{whether} \ \text{why} \ \text{how} \ \text{where}\} \\
\end{align*}
\]

Rule 22

\[
\begin{align*}
\neq + \quad \text{that} + \text{article} \\
\text{that} + \text{plural noun} \\
\text{what} \\
\text{who} \\
\text{whose} \\
\text{whom} \\
\text{which} \\
\text{whether} \\
\text{why} \\
\text{how} \\
\text{where} \\
\text{the fact that} \\
\text{the reason that} \\
\text{the reason why} \\
\{\text{+} /+/* \ V /+/* \ /\text{there} = \{\text{aux.} \ \cop\ \{\text{cop.} I\} \ (+) \ \{\text{NG}\}\} \\
\end{align*}
\]

Rule 23

\[
\begin{align*}
V_{-en} \\
V_{-ing} \\
V_{-ed} = \{T \ \text{T/I} \} \ (+) \ \neq \ \text{NG} \\
\{\text{auxiliary} \ \text{modal} \ \text{copulative} \ \text{pres. tense} \ \text{past tense only} \ \text{plur. only} \ \text{uncountable N}\} \\
\{\text{aux.} \ \text{cop.} \ \{\text{cop.} I\} \ (+) \ \{\text{NG}\}\} \\
\end{align*}
\]

Rule 24

\[
\begin{align*}
\text{Verb} /+/* \ \text{PG} + \neq \{\text{plur. N} \ \text{uncountable N}\} /+/* /\text{V} \\
\end{align*}
\]
Rule 25

\[
\text{Be} \ (+) \ \text{Adj.} = \ \{ -\text{ed} \ \text{en} \} \ \neq \ 2 \ \text{object} \ (+) \ / \ \{ \text{NG} \ \text{that} \} \ /+/^* V
\]

Rule 26

\[
\text{V pres. tense} \ \{ \text{auxiliary} \} \ /+/^* \ / \ \{ \text{V pres. tense} \ \text{auxiliary} \ \text{modal} \ \text{copulative} \}
\]
APPENDIX VI (cont)

Sample Sentences for Clause Division Rules

Rule 1  The whale, though not a fish, lives in the sea.

Rule 2  They published a story which though inexact the secretary released to the newsmen.

Rule 2a  The story which though inexact in all details was widely publicized aroused a great deal of interest.

Rule 3  The Africans, Livingstone reported earlier, were friendly people.

Rule 4  The man, utterly humiliated before his family, never returned.

Rule 5  After they won the race, the team travelled to Europe.

Rule 6  Due to perturbation caused by stars, such clouds, and the resulting clusters, probably never assumed a definite shape.

Rule 7  They found stains caused by fire.

Rule 8  They resent the idea that in many cases power wins over justice.

Rule 8a  They resented the idea, as a matter of course, that power should win over justice.

Rule 9  He said something nobody would believe.

Rule 10  It was assumed that evidence could be found.

Rule 11  The problem was that money was not appropriated.

Rule 12  The house was so completely dilapidated that reconstruction was out of the question.

Rule 13  The more it rains the greater the amount of plant growth will be.

Rule 14  If Castro is a genius then I eat my hat.

Rule 15  He worked as hard as he could.

Rule 16  Wherever he went a big crowd turned out to cheer him.

Rule 17  People who live in glass houses are nervous.

Rule 18  He began to think the Cubans were insane.

Rule 19  In the discussion we had most issues were settled.

Rule 20  They pretend the missiles are being dismantled.
Rule 21  On the question of whether the motion should be adopted there is total disagreement.

Rule 21a In areas drained of water there is drought.

Rule 22 That people are basically good follows from what was said about God.

Rule 23 The method used by the first team was based on false premises.

Rule 24 The sky when you look through a telescope seems nearer.

Rule 25 When the work is done people tend to relax.

Rule 26 The phases of the moon which influence our weather have been observed by farmers for many centuries.

Rule 27 This seems, even to modern observers, extremely well constructed.
APPENDIX XVII -- Randomly Selected Scientific Corpus

Agriculture


14. E. T. Relf, DETERMINATION OF DRY SUBSTANCE IN MOLASSES & MASSECUITES, 

15. R. Ris, CHROMOSOME STRUCTURE, SYMPOSIUM, Chemical Basis of Heredity 1956 


17. I. Watson, 4-H LIVESTOCK JUDGING MANUAL: BEEF CATTLE-SHEEP-Swine-Dairy 
CATTLE, New Mexico Agriculture College, Extension C. No. 294, p. 26, 
March 1959.

18. W. Burniston, THE DESIGN & DEVELOPMENT OF THE ALUMINUM ALLOY MILK CAN, 

19. Tefertiller, K., W. B. Black & L. Tweeten, MARKET & PRICES FOR OKLAHOMA 
BROOM CORN, Oklahoma Agricultural Experiment Station B, No. 23P, Dec. 1958.

20. J. R. Piening, REPORT ON MALT BEVERAGES, SYRUPS, EXTRACTS & BREWING MATERIALS, 

21. R. Schessler, THE FLAVOR OF VANILLA, Americas, Vol. 11, No. 8, p. 13-16, 
August 1959.

22. Institute of Food Technologist, WHAT TRAINING SHOULD A 4-YEAR FOOD TECH- 
NOLOGY STUDENT RECEIVE?, SUMMARY REPORT ON THE EDUCATIONAL CONFERENCE 
MONTICELLO, ILL., MAY 1958, Food Technology, Vol. 12, No. 9, p. 7-8, 11, 
13-14, September 1958.

23. R. R. Davies, DETACHMENT OF CONDIA BY CLOUD DROPLETS, Nature (London), 

24. R. Johnson, FRUIT GROWERS CAUGHT IN COST PRICE SQUEEZE FEAR FURTHER COST 

Annual 17, p. 23-5, March 1959.
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ASTRONOMY


3. SYMPOSIUM ON RADIO ASTRONOMY, Commonwealth Scientific & Industrial Research Organization Radiophysics Laboratory, Sydney, September 1956; Melbourne, 1957.
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ENGINEERING


23. F. Neumann, DAMAGING EARTHQUAKE & BLAST VIBRATIONS, Trends in Engineering, (University of Washington - Engineering Experiment Station) Vol. 10; No. 1, p. 4-10, 24-8; January 1958.


25. L. R. Wilson, A METHOD OF DETERMINING A USEFUL MICROFOSSIL ASSEMBLAGE FOR CORRELATION, Oklahoma Geology Notes, Vol. 19, No. 4, p. 91-3, April, 1959.
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MEDICINE


16. C. H. Fleurent, SOME'S MANUSCRIPT REPORT ON A CASE OF FUNGOID DISEASE
OF THE GUMS & UPPER JAW (MADAME DE HARVEN), WITH COPIES OF CONSULTATIONS,
BY ROUX, BOYER & DUPUITRE, Annals of the Royal College of Surgeons of

17. L. Block, PROTOTYPE STUDY: RADED HOSPITAL, Modern Hospital, Vol. 92,
No. 4, p. 104, April 1959.

18. F. R. Riesenman & M. B. Pettit, CLINICAL EFFICACY OF PROCLORPERAZINE
(COMPANZINE) IN MENTAL ILLNESS, American Journal of Psychiatry, Vol. 115,
No. 11, p. 1032-3, May 1959.

GRAFTS IN RAT BRAINS, Experimental Neurology, Vol. 1, No. 1,
p. 65-81, April 1959.

20. J. R. Crout, SOME SPECTROPHOTOFUROIMETRIC OBSERVATIONS ON BLOOD & URINE
CATECHOLAMINE ASSAYS, Pharmacological Reviews, Vol. 11, No. 2, p. 296-9,
Part II, June 1959.

21. P. R. Bonell, UNDERSTANDING SURGICAL PATIENTS, American Journal of

22. H. L. English, AN ALARMING SIDE-EFFECT OF TOFRANIL, Lancet, London,

23. H. S. Tesorier, USES & ABUSES OF SCOPOLAMINE: A CLARIFICATION, Anesthesia
& Analgesia: Current Researches, Vol. 38, No. 2, p. 103-8, March-April
1959.

24. D. P. Hall, OUR SURGICAL HERITAGE, American Journal of Surgery, Vol. 97,
No. 6, p. 807-9, June 1959.

No. 1091, p. 574-7, May 1959.
APPENDIX XVII (cont.)

PHYSICS


APPENDIX XVIII

AN INTUITIVE COMPUTER LEARNS AN ELEMENT OF GRAMMAR*

D. G. Ellison

Department of Psychology Indiana University

Many approaches to problems of information storage and retrieval and mechanical translation include computer programs for classifying words as parts of speech. Existing computer programs with this aim have the form of scientific predictions: classifications are predicted deductively from dictionary and context information by means of grammatical rules that represent hypothesis or knowledge concerning regularities in linguistic behavior. The present study investigates an application of a program which allows the computer to make classifications intuitively rather than deductively. The computer becomes a self-organizing system whose output of decisions is intuitive in the sense that it does not depend upon (the programmer's) prior knowledge or guesses concerning the relevant empirical laws. The program is based upon a statistical model, multiple conditional probability, that is also a theoretical model of human intuitive judgment and of learning. The model and the primitive form of computer in which it is programmed for this study were described earlier (1, 2). The computer which utilizes programs of this type is called EMMA, signifying Empirical Multivariable Matrix Analyzer.

The present investigation is a miniature, a methodological experiment to determine the feasibility of applying the EMMA principle to certain problems of linguistic analysis. The problem of classifying words as parts of speech was chosen from among other linguistic problems in part because conventional

*This research was sponsored by Rome Air Development Center, U.S. Air Force, under contract No. AF 30 (602) - 2185 with Indiana University; F.W. Householder Jr., Principal Investigator, and J. Lyons, Coordinator.
techniques do not provide a simple solution to it and in part because its characteristics are well suited to the requirements of a test of EMMA.

There is a clear and practical problem of prediction and, since the classification of words as parts of speech can be done with a minimum of disagreement, questions of criterion reliability may be ignored. Kaplan found (3) that for reducing ambiguity in the meaning of words, a context consisting in two preceding and two following words is approximately as effective as the full sentence in which the word occurs. This suggests that it is not entirely unrealistic to attempt the part-of-speech classification from the four-word context to which we are effectively limited in this study by the small data-handling capacity of the primitive form of EMMA that we chose to use. If more context is necessary we should obtain some notion of the amount required.

EMMA in this study consisted in 500 marginal punched cards, five needles, and pencil and paper, manipulated by a very conscientious young woman, Miss Henrietta Chen. The EMMA principle can be programmed for faster operations upon a larger corpus of data in a conventional electronic computer, but in such computers the operations that mediate the predictions are covert, like those we call mental in man. In this exploratory study it seemed desirable to become thoroughly acquainted with the mediating operations by watching them as they occurred. In our primitive EMMA most of the important ones take place slowly and in the open.

The basic principle of EMMA is multiple conditional probability. Events are considered as points in n-classification space and stored in a memory as computer words in which a digit-position represents a classification (a mutually exclusive and exhaustive set of classes) and a digit represents a class to which an event is assigned. If information concerning one or more
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classifications of an event is absent or ambiguous (as is often the case in this study) the event is stored as a computer word in which more than one digit occurs in a given position; such events appear in the memory as regions rather than as points. Given a partial or ambiguous description of an n-classificational event, i.e., an event specified by one or more classes in each of n-m classifications, a prediction of the most likely class of the nth classification for that event is obtained by searching the memory for computer words that are identical in the classifications that are specified, examining the associated distribution of cases in the nth classification and (ordinarily) predicting the class containing the greatest frequency. If the number of identical part-words found in the memory is insufficient for reliable prediction the number of cases in the distribution may be increased by examining similar part-words, e.g., words that match in n-m-1 classifications.

Method

In the present application of the EMMA principle, the events are words in a text, each specified in the memory by six classifications, namely the part (or parts) of speech indicated by a dictionary for five consecutive words in a text together with a linguist's classification of part of speech for one of the five. The problem assigned to EMMA was to predict the linguist's classification of a word (presumably a correct classification), given the dictionary classifications of that word and four adjoining words.*

Using similar programs predictions were made for each word in each of the five positions in sets of five words so that it was possible to compare the accuracy of predictions based on each of five different contexts, there

* Appreciation is due to Miss Beverly Hung, the linguist who, by providing the correct classifications, contributed to EMMA's training.
consisting respectively in four following words, one word preceding and three following, two words preceding and two following, three preceding and one following, and four preceding. Predictions were also made by combining data from two or more context configurations, so that the study provides information concerning the effects of both amount and kind of context on predictive accuracy. The major independent variable in this study, however, is the size of the memory, defined as the number of stored events utilized in making a prediction from a single context. Predictions for a set of 116 words are made with memory sizes of 99, 199, 299, 399, and 499 events. The procedure is closely analogous to that of a human learning experiment in which the accuracy of judgment of some characteristic of complex situations is tested after varying amounts of experience in similar situations for which the correct judgment has been indicated.

The material upon which the program operated was an arbitrarily selected text of some five hundred consecutive words in Karl Stumpff's Planet Earth (4, pp. 23-25).

The new conception, that the fixed stars are distant suns, began to be accepted at about the same time as the heliocentric theory of the solar system. At the end of the eighteenth century Frederick William Herschel, who studied the fixed stars with his giant reflecting telescopes, tried to estimate the size and shape of the stellar system. As a basis for his investigations, he assumed that in the part of space occupied by fixed stars they are distributed in fairly uniform density. By counting all the stars that appeared in certain areas within the range of his most powerful telescope, he created a relative scale for the depth of the stellar system -- at least in his "selective field." By means of these calculations he came to the far-reaching conclusion
that the fixed stars occupy a lens-shaped space of great magnitude, and that the borders of this galaxy are formed by the Milky Way, itself made up of a great cluster of extremely remote stars. He assumed, moreover, that our sun is situated near the center of the Milky Way, whereas present-day astronomers have reached the conclusion that the sun lies far away from this center.

Of course Herschel was not able to make any precise statements concerning the true size and extent of the fixed star system. His telescopes were very powerful for the times, but they were still far from reaching the faint stars which are seen with the biggest modern telescopes. Furthermore, he had only a vague idea of the distance of even the nearest and brightest star. If we assume that the luminosity of the stars is approximately that of the sun — a supposition that is certainly incorrect as far as individual stars are concerned, and can only be applied to an average of certain type of stars — then we must conclude that the distance of even the nearest star is enormous when measured by the scale of the solar system.

It was not until 1837, fifteen years after Herschel's death, that Friedrich Wilhelm Bessel, an astronomer from Königsberg, succeeded in measuring accurately the perspective displacement, or parallax, of a fixed star (Fig. 7). Bessel used a newly invented instrument of the greatest precision, the heliometer. It is now known that former experiments had failed because they were directed at the brightest stars, which are not necessarily the nearest. Meanwhile, a further discovery was made: the fact that the fixed stars are not fixed but travel through space, though their motion is hardly perceptible because they are so remote. Knowing this, Bessel sought out a star that
was near enough for the parallax to be observable -- and made his search not among the brightest stars but among those which showed "proper motion." Of these he noticed one in particular, a faint star (No. 61 in the constellation Cygnus) whose annual deviation on either side of the central position is up to 0.33 -- in other words, about one 5,400th part of the angle at which we see the diameter of the full moon. From this, the distance of 61 Cygni could be calculated as more than 60 million million miles. Its light, traveling . . .

Coding:

Each word and internal punctuation mark in the selected text was assigned one or more numerals in the following code according to its classification as one or more parts of speech in the Thorndike Century Senior Dictionary. This operation provides Dictionary codes.

1. Noun (including pronouns)
2. Verb (transitive, intransitive and auxiliary)
3. Adjective (including definite and indefinite articles)
4. Adverb
5. Preposition
6. Conjunction
7. Miscellaneous (including all other parts of speech and internal punctuation but not the final period of a sentence)

In carrying out the coding operation, specific questions arose and in each case an arbitrary rule was formulated and followed in subsequent cases of the same kind. Rules were restricted to those that can be programmed on a conventional computer. These rules follow:

1. A final period is not treated as a word (though, since sentences are programmed as separate units, the final period is used
2. If a word containing affixes, e.g., "stars", does not appear in the dictionary, the stem form ("star") is used and the affixes are ignored. (This rule obviously results in the loss of information contained in affixes, but to use this information it would be necessary to resort to algorithms and a deductive program, which is against our principles in this study, or to increase the amount and complexity of the information used by EMMA in her intuitive predictions, which was not expedient. If EMMA is ever used in practice there would certainly be no objection to supplementing her intuition with logic and any relevant and available empirical laws.)

3. All capitalized words not found in the dictionary are coded as nouns.

4. All numerals are coded as noun (code) and adjective (code 3) since their word equivalents, e.g., "two", are so classified in the dictionary.

5. Multiple-word technical terms such as "fixed star" are treated as two single words, e.g., "fixed" and "star".

6. Hyphenated words are treated as single words if found as combinations in the dictionary; otherwise as two words, ignoring the hyphen.

Each word and internal punctuation mark was also assigned a single code representing its classification as a part of speech by a linguist applying her best judgment to any and all available information. This operation provides the linguist's (or correct) code.
Punching

Five hundred single-hole marginal punched cards that provided 39 holes on one side were used for the memory. One card was punched for each sequence of five consecutive words in a sentence, word 1 to 5 on the first card, 2 to 6 on the second and so on. Note that the number of cards is four less than the number of words in a sentence, with the result that, for example, the first 100 cards contain information concerning 116 words. There are exactly 100 words in each of the five positions. Seven consecutive holes were assigned to each word, each hole representing one code number. Holes corresponding to the dictionary code (or codes) of each word were notched. The linguist's coding and, for convenience, the word itself, were written below the space assigned to each word. Additional information, useful in sorting operations but not necessary for the program was punched elsewhere.

Prediction: Programs and Procedures

The part-of-speech classifications made by the linguist for the first 116 words in the text were predicted under 45 conditions, corresponding to the 25 combinations of five positions or contexts and five memory sizes, together with 20 additional conditions obtained by combining data from more than one position. The prediction program for words in the first position made with a 99-event memory will serve as an example. The program has three branches.

Branch 1: If the word has a single dictionary code, that code is the prediction.

Branch 2: If the word has more than one dictionary code and appears in the first position (is the first word in a consecutive set of five words in a sentence), the memory is searched for all other events which match that event in any combination of the dictionary codes for its five component words. For these events the distribution of linguist's codes (for the words in the first position) is compiled. The prediction is the modal code in this distribution. If there is more than one mode there is, of course, more than one prediction.
Example of procedure in Branch 2:
The first word in the text, "The", appears in the first position on a
card carrying the following information: (Each card actually represents
five events, one for each position.)

<table>
<thead>
<tr>
<th>Word</th>
<th>The</th>
<th>new conception</th>
<th>(comma)</th>
<th>that</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Dictionary codes</td>
<td>3,4</td>
<td>3,4</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Linguist's code</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>7, 1, 3, 4, 6</td>
</tr>
</tbody>
</table>

For the event that consists in the dictionary codes and the first-position
linguist's code there are 16 possible combinations of the dictionary codes
of the five component words, 33171, 43171, 34171, 44171, 33173, etc. A
five-needle sort for each combination drops all cards representing events
with a matching combination of dictionary codes. The predicted classifi-
cation for the word "the" is the modal code in the distribution of lin-
guist's codes in the first position on the dropped cards. The card for
which a prediction is being made is not included in the distribution so
that 100 cards provide a memory of 99 events. It is perhaps obvious that
once the sort has been made it is economical of time to examine the distri-
bution of linguist's codes in the other positions, i.e., to obtain the
second-position prediction for "new", the third-position prediction for
"conception" and so on.

Branch 3: If the word does not appear in the first position (which is the case
for the last four words in each sentence, a total of 16 in the first 116 words
of the text), the dictionary code or codes is the prediction.

Similar predictions were made for the same 116 words in each of the five
positions and the process was repeated after adding 100, 200, 300, and 400
events to the original memory of 99.
Predictions were scored as follows: for each word, if there is a single modal prediction that agrees with the linguist's coding of that word, the score is 1.0. If there are two modal predictions and one agrees, the score is .5, if three and one agrees, the score is .33, etc. If no prediction agrees with the linguist's coding of that word, the score is 0. An average prediction score was obtained for each combination of position and memory size.

Additional predictions were made by pooling distributions of linguist's codes for the same words in more than one position. Combined-position predictions were obtained with each of the five memory sizes with the following combinations of positions: 1, 5; 1, 3, 5; 1, 2, 3, 4, 5; and 2, 3, 4. Predictions were the modal codes as before, and were scored in the same way as those for single-position predictions. Branch 3 of the program was not used in combined-position predictions whenever at least one single-position prediction was obtainable for all words by means of Branches 1 and 2. In the case of the combination of positions 1 and 5, for example, Branch 3 is not used since predictions for the first four words in a sentence are obtained from position 1 data and for the last four words from position 5 data; computer predictions (Branch 2) are possible for the intervening words. In the combination of positions 2, 3, and 4, Branch 3 predictions are made only for the first and last words of each sentence.

A third method of prediction was tried in which single-position predictions rather than distributions were combined, but this was found to be impractical.

Results and Discussion

The mean scores for the five single-position predictions obtained with each memory size are shown in Table 1 and Figure 1. The negatively accelerated
Mean scores for single-position predictions, grand mean scores for combined position predictions and scores for predictions based on dictionary alone.

Figure 1
Table 1

<table>
<thead>
<tr>
<th>Position</th>
<th>Memory Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>99</td>
</tr>
<tr>
<td>1</td>
<td>.60</td>
</tr>
<tr>
<td>2</td>
<td>.69</td>
</tr>
<tr>
<td>3</td>
<td>.65</td>
</tr>
<tr>
<td>4</td>
<td>.72</td>
</tr>
<tr>
<td>5</td>
<td>.69</td>
</tr>
<tr>
<td>Grand Means</td>
<td>.67</td>
</tr>
</tbody>
</table>

increase (with sampling deviations) resembles a typical learning curve. As might be expected, accuracy of prediction varies with the context used in making predictions. Although the computer improves upon the predictions obtained from the dictionary (which for the same 116 words scores .67), the maximum accuracy attained, a score of .80 for position 2, is obviously too low for practical use.

The primitive form of DIKA used in this study did not permit an increase in the number of context words used in single-position predictive configurations without a corresponding decrease in the fineness of their classification. However, some indication of the effect of increasing the amount of context information upon predictive accuracy was obtained by combining predictions for words in two or more positions. Results obtained for four combined predictions are shown in Table 2 and the grand mean scores are shown graphically in Fig. 1.
Maximum accuracy is increased, to .85 for the combination prediction from

Table 2

Mean scores for combined position predictions of part-of-speech
classifications of 116 words

<table>
<thead>
<tr>
<th>Positions</th>
<th>Memory Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>99 199 299 399 499</td>
</tr>
<tr>
<td>1,5</td>
<td>.69 .74 .76 .78 .81</td>
</tr>
<tr>
<td>1,3,5</td>
<td>.70 .76 .81 .83 .85</td>
</tr>
<tr>
<td>1,2,3,4,5</td>
<td>.77 .81 .84 .84 .84</td>
</tr>
<tr>
<td>2,3,4</td>
<td>.79 .81 .82 .84 .84</td>
</tr>
<tr>
<td>Grand means</td>
<td>.74 .78 .81 .82 .83</td>
</tr>
</tbody>
</table>

positions 1, 3, and 5, but visual extrapolation to asymptote gives no reason to suppose that this method of extending the context used in predictions will provide a usable level of accuracy for any memory size. An alternate is to base single-position predictions upon larger context configurations. This will require, of course, a larger memory. To increase the number of context words used in prediction from 4 to 9 while retaining 7-fold classifications increases the number of possible configurations by a factor of 2401, from 16,807 (7^5) to 40,353,607 (7^9). Because of the restrictions imposed by grammatical rules (assuming that they represent actual linguistic behavior) the number of actual configurations will increase much less rapidly, however. For this and other reasons a commensurate increase in memory size will not be required.

Although the maximum predictive accuracy attained with the limited context information used in this study is not sufficient for practical purposes, the feasibility of the method is demonstrated in principle. The practical question remains, however, whether application to the ESA principle on a larger scale and with modifications of detail will provide predictions of sufficient accuracy. It is to be expected that predictive accuracy will be related not only to the
amount and detail of information used in making predictions, but also to its character. For example, it is obvious that predictive accuracy would be improved by use of the affix information that was ignored in the present study. This information can be incorporated by means of conventional deductive techniques as suggested above, or more simply by applying the EMMA principle as in the present study but utilizing a more detailed dictionary.

Summary

A computer program based on conditional probabilities is used to predict the classification of words in text as parts of speech from ambiguous dictionary classifications of those words and a context of four adjoining words. Predictions are based, not on empirical laws (in this case grammatical rules) but on examination of regularities in empirical events (linguistic behavior of a writer) represented in detail in memory. Accuracy of prediction increases as the size of the memory increases and varies also with the character of the context information from which the prediction is made, but the maximum accuracy obtained in this study was not sufficiently high for the requirements of practical use. It is proposed to examine predictions based on larger and more detailed contexts (5).


5. Entirely independent of the present study is one by K. C. Knowlton of M. I. T., whose results were recently distributed under the title "Sentence Parsing With a Self-Organizing Heuristic Program".
APPENDIX XIX -- Concerning the Matching Formulae

First, having 2 clusters in common seems more than twice as significant as having 1 in common: likewise for 3 over 2. For instance, if \( n_a = 5, n_b = 5, n_{ab} = 2 \) the words are more nearly synonymous than if \( n_a = 5, n_b = 5, n_{ab} = 1 \). So the original contribution does not seem to give us a satisfactory ordering for our word pairs. At least as long as we use more or less normal thesauri, taking the \( n_{ab} \)th root seems to be the simplest modification, giving us the word pair ordering which we think we want. This modification does not change the rankings for fixed \( n_{ab} \) -- ex. \( n_a = 5, n_b = 10 \) still ranks even with \( n_a = 7, n_b = 7 \) for each corresponding value of \( n_{ab} \). The effect of the new formula is to raise and flatten the graph for \( n_{ab} = 2 \) --more so for \( n_{ab} = 3 \). Thus \( s \), for \( n_{ab} = 3, n_a = 5, n_b = 5 \), is 4 times as large as for \( n_{ab} = 1 \); for \( n_a = 7 = n_b \), \( n_{ab} = 2 \), is 3 times as large as for \( n_{ab} = 1 \) and for \( n_{ab} = 3 \) is 5 times as large.

Secondly, the subject-predicate division may be inadequate. Predicate adjectives and objects seem to be at least as important as verbs and more important than adverbs. This suggests a division of the sentence into S, V and P-O with adverbs designated \( V_2 \). Unfortunately there is no simple geometric schema for this since a line cannot have more than two sides to its origin. Nevertheless, with the proper equivalences, the same table as before will suffice. Another question: adjective modifying subject is often interchangeable with verb or object -- should it always receive a lower rating?

Thirdly, we have a FLEX rating \( f \) and semantic rating \( s \) giving us a rating for syntactic structure similarity and semantic nearness. We have no rating for relative information content. Supply, component, plant, etc. receive a semantic proximity rating of 1 for a perfect match and a FLEX
rating of 1 if one of them is a subject in both question and text sentence; yet diet matches nutrition with only a .58 semantic rating and even on a $P_1$ to $P_2$ flexing get rated only a .63 for a value in the sentence of only .37 compared with the words of low information count which may contribute 1. So, we are experimenting with rating words on information content $c$. Some success has been achieved with the following content formula

$$c = \frac{2\sqrt{n_a}}{n_a + 1}$$

which is just geometric mean between $n_a$ and $n_b = 1$, the minimum number of semantic cluster memberships. (Thus it is never greater than unity.)

Given a word $a_i$ in the question sentence and a word $b_j$ in the text we would compute $s_{ij}$, $c_{ij}$, $o_{ij}$ & $f_{ij}$ and then the total rating of the word as to its importance or information value $v$ relative to the question would be:

$$v_{ij} = o_{ij}^c s_{ij}^o f_{ij}^f$$

Clearly, the new formula does not alter the relative value $v$ of words, for fixed $n_a$, $n_b$ - etc. a perfect match for $n_a = 3$, $n_b = 3$ is still 3 times what it is for $n_{ab} = 1$, and $n_{ab} = 2$ is still $2\frac{1}{2}$ times as much. However, $n_{ab} = 1$, $n_a = 2$, $n_b = 3$ gives the same value as $n_{ab} = 1$, $n_a = 1$, $n_b = 5$, and $n_{ab} = 3$, $n_a = 7$, $n_b = 7$ as far as relative information value is concerned.

Fourthly, the denominator is the formula for total match, i.e. the geometric mean of the number of words in the sentence, is so unrelated to our manner of rating that it may be possible for a sentence to be rated above 1. Worse, the explicit answer to the question may easily be a 20 word, unbroken sentence with only a few words corresponding to the question. We are currently experimenting with the following kind of formulae
\[ T = \frac{\sum v_{ij}}{\sum v_{ij} + \sum P_{ij}} \quad \text{and} \quad T = \frac{\sum v_{ij}}{\sum v_{ij} + \sum P_{ij} - \sum \max (v_{ij})} \]

where \( P_{ij} \) is the computation of the \textbf{perfect matches} in the question with itself, and \( \sum_{j=1}^{\text{max}} (v_{ij}) \) is to be interpreted as the maximum of the \textbf{flex matches} of the question.

We are well aware that accurate evaluations of our corpus sentences with respect to the question is probably not feasible - in fact we almost assume not. We do want to maximize the output ratio \textbf{information paragraphs} \textbf{information output} as well as the ratio \textbf{information in corpus}. It is also important that the 1st ratio be very high at the beginning of the output and that it be low only when the questioner probably has sufficient information. Our experience so far indicates that we often have more than one chance to retrieve a given information paragraph - especially if one of the topic sentences is vaguely worded. Also high information sentences may be more specific in their language than low information sentences. It is also possible to put questions in more than one format.

Even with the above suggestions and even if they work, we run into big junk troubles. When a person asks about navigation on a \textbf{particular river}, \textit{how can we avoid giving him information on each of the world's rivers}? \textit{Or} if he wishes to know about a certain \textbf{kind} of lens, \textit{how to avoid giving him everything}? Pronoun use may really add to the difficulty here.

Especially, though, when the questioner is so specific as to use a name, it seems that we should not even evaluate the sentences of an article which neither use the name nor a match with the name, \textit{(if interested in a certain astronaut, his ship would be a match)}.

-169-
A further suggestion is this: (assuming the questions phrased without excess words): find the best semantic match for each word in the question sentence which exists in the article under consideration; then multiply every sentence valuation by a function of those (semantic?) matches - i.e., by a measure of the maximum probable relevance of the article as a whole to the question.

This is another advantage of having the articles or chapters indexed by cluster number rather than having sentence numbers so indexed.

This example illustrates the sensitivity of the sentence ranking to the form of the denominator which is chosen.

R. V. Cook
Groups of scholars currently working at Rand are carrying out a study of Russian derivational morphology.

Rand Corporation is studying Russian from the viewpoint of word-formation processes.

A group study of Russia has been brought to the attention of scholars.

<table>
<thead>
<tr>
<th>word</th>
<th>n</th>
<th>o</th>
<th>cluster numbers (Hartrampf + additions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>group</td>
<td>3</td>
<td>.87</td>
<td>146K, 86, 146A</td>
</tr>
<tr>
<td>scholar</td>
<td>2</td>
<td>.94</td>
<td>116, 117</td>
</tr>
<tr>
<td>work</td>
<td>11</td>
<td>.55</td>
<td>144B, 45, 46B, 31, 13, 126A, 13B, 132D, 144E, 147L, 8</td>
</tr>
<tr>
<td>current</td>
<td>5</td>
<td>.78</td>
<td>79, 16, 113, 2, 148E</td>
</tr>
<tr>
<td>Rand</td>
<td>1</td>
<td>1</td>
<td>Rand</td>
</tr>
<tr>
<td>carry</td>
<td>5</td>
<td>.78</td>
<td>24A, 50, 132D, 24E, 24H</td>
</tr>
<tr>
<td>study</td>
<td>4</td>
<td>.80</td>
<td>116, 100B, 114, 119E</td>
</tr>
<tr>
<td>morphology</td>
<td>1</td>
<td>1</td>
<td>83</td>
</tr>
<tr>
<td>derive</td>
<td>4</td>
<td>.80</td>
<td>49A, 49B, 115, 55B</td>
</tr>
<tr>
<td>Russia</td>
<td>1</td>
<td>1</td>
<td>Russia</td>
</tr>
<tr>
<td>Corporation</td>
<td>2</td>
<td>.94</td>
<td>146K, 146A</td>
</tr>
<tr>
<td>viewpoint</td>
<td>1</td>
<td>1</td>
<td>113</td>
</tr>
<tr>
<td>process</td>
<td>1</td>
<td>1</td>
<td>132D</td>
</tr>
<tr>
<td>word-form</td>
<td>1</td>
<td>1</td>
<td>83</td>
</tr>
<tr>
<td>bring</td>
<td>1</td>
<td>1</td>
<td>24A</td>
</tr>
<tr>
<td>s x f x a1a2</td>
<td>group S1</td>
<td>scholar S2</td>
<td>work S3</td>
</tr>
<tr>
<td>-------------</td>
<td>----------</td>
<td>-----------</td>
<td>--------</td>
</tr>
<tr>
<td>Corporation S1</td>
<td>0.90 X 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.81=0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rand S2</td>
<td>1 X 32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>study V1</td>
<td>0.35 X 47=0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.1=0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Russian O1</td>
<td>1 X 71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>viewpoint O2</td>
<td>I.34=0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>process O3</td>
<td>0.29 X 78=0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.78=0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>word-formation O4</td>
<td>I.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>study S1</td>
<td>0.35 X 65=0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.65=0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>group S2</td>
<td>1 X 65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Russia S3</td>
<td>1 X 78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bring V1</td>
<td>0.35 X 71=0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.71=0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>attention O1</td>
<td>0.18 X 71=0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.71=0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>scholar O2</td>
<td>1 X 35</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.35=0.35</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\Sigma \\
\Sigma + \Sigma - \Sigma_{men}
\]

\[
\Sigma \\
\Sigma + \Sigma
\]

\[
\sqrt{\frac{\Sigma \cdot \Sigma}{\Sigma + \Sigma}}
\]

\[
\sqrt{\frac{\Sigma \cdot \Sigma}{\Sigma + \Sigma}}
\]
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