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XEROX
Tests of the existence of correlation between the movements in two time series, which eliminate at least the primary effects of trends in the series, will be presented in this article. These tests are modifications and generalizations of a test for correlation proposed by Moore and Wallis [4] and of tests proposed by Goodman and Grunfeld [9], [8]. A test of the existence of trend in a time series will also be presented here. This test is a generalization of a test for trend proposed by Cox and Stuart [2].

The tests presented here can be applied to certain kinds of time series that are m-dependent. A time series \( X = \{X_1, X_2, \ldots, X_{n+1}\} \) is defined as m-dependent if \((X_1, X_2, \ldots, X_i) \) and \((X_j, X_{j+1}, \ldots, X_{n+1}) \) are independent whenever \( j > i+m \) (see [3]). For an m-dependent time series, any two observations \( X_1, X_j \) will be independent whenever \( j > i+m \). Two examples of m-dependent time series are the following: (I) if the \( X_1, X_2, \ldots, X_{n+1} \) are mutually independent, then \( X \) is 0-dependent; (II) if \( X \) is a process of moving averages of the form

\[
X_t = \sum_{j=0}^{m} \alpha_j x_{t-j},
\]

where the \( \alpha_j \) are (unobserved) mutually independent random variables \((i=0, 1, 2, \ldots)\) (see [1], [20]), then \( X \) is m-dependent. Other examples of m-dependent time series could be presented here, but this will not be necessary.

The earlier papers by Moore and Wallis [4], Goodman and Grunfeld [9], [8], Cox and Stuart [2], present tests that can be applied to certain kinds of time series that are 0-dependent. (The case where the series of first differences are 0-dependent is also discussed in [4].) For time series that are not 0-dependent but that are m-dependent for some \( m > 0 \), these tests require modification. The purpose of the present paper is to present simple modifications of these tests that can be applied to certain kinds of m-dependent \((m > 0)\) time series of long duration.
It is often the case that observed time series are not $0$-dependent. The earlier papers discussed tests for $0$-dependent time series partly because mathematical results were more readily available for this special case; i.e., the case of mutually independent random variables. The earlier authors were of course aware of the fact that the observed time series, to which tests appropriate for $0$-dependent series were applied, might actually not be $0$-dependent. For example, Cox and Stuart [2], in discussing their test for trend, point out that "positive serial correlation among the observations would increase the chance of a significant answer even in the absence of a trend"; i.e., a significant answer obtained by an application of their test for trend to a (serially correlated) time series might be due to the presence of serial correlation rather than to the presence of a trend. The modification of their test presented in the present article does not have this disadvantage.

Moore and Wallis [14] point out that some of the techniques presented in their paper are "restricted in scope by the fact that in many time series problems neither the hypothesis of sequential randomness in observations nor that of sequential randomness in the differences is tenable". The modifications of their test presented herein are not so restricted in scope.

In order to apply the tests presented here, it is not necessary to know the specific value of $m$ that describes the order of dependence of the observed time series. The value of $m$ could be zero or any positive integer. The magnitude of $m$ should, however, be small relative to the duration of the observed time series. The tests presented here under the assumption that the value of $m$ is specified will actually be suitable even if the true value of $m$ is less than that specified. Thus, even if there is doubt concerning the true value of $m$ for a particular $m$-dependent time series, it will still be possible to apply these tests. For time series that are not $m$-dependent for any value of $m$ (e.g., where $X_j$ and $X_k$ are not independent for any $i < j$).
the methods presented herein are not to be recommended.

If time series $X$ is $m_1$-dependent and time series $Y$ is $m_2$-dependent, where $m_1$ and $m_2$ may have different values, then the definition of $m$-dependence given above implies that both series are $\mathfrak{m}$-dependent, where $\mathfrak{m} = \max\{m_1, m_2\}$. The tests of the existence of correlation between the movements in $X$ and $Y$ presented herein under the assumption that both $X$ and $Y$ are $\mathfrak{m}$-dependent can be applied by taking $m = \mathfrak{m}$. Denoting $\min\{m_1, m_2\}$ by $\underline{m}$, the statistic appropriate for testing the existence of correlation between the movements in $X$ and $Y$ in the case where $X$ and $Y$ are $\underline{m}$-dependent, will converge in probability (under the null hypothesis when $X$ and $Y$ are $\mathfrak{m}$-dependent) to the statistic appropriate in the case where both $X$ and $Y$ are $\mathfrak{m}$-dependent. The test statistic appropriate where both $X$ and $Y$ are $\mathfrak{m}$-dependent can be used (instead of the test statistic appropriate when $X$ and $Y$ are $\mathfrak{m}$-dependent) even if the order of dependence of $X$ or $Y$ is greater than $\underline{m}$. Thus the test presented in $[\mathfrak{m}]$, which was justified there in the case where both $X$ and $Y$ are $\mathfrak{m}$-dependent, can also be justified in the case where one of the $m$-dependent series is not $\mathfrak{m}$-dependent but the other one is.

The tests presented in the earlier papers were based upon the signs of the $X_j - X_i$ for $j > i$, $i=1,2,\ldots$. In $[\mathfrak{m}]$ and $[\mathfrak{m}]$, $j=i+1$, $i=1,2,\ldots,n$; in $[\underline{m}]$, $j=i+k$, $i=1,2,\ldots,n+1-k$ ($k$ is a fixed positive integer); in $[\mathfrak{m}]$, other pairs of $i,j$ were used (e.g., $j=i+2(n+1)/3, i=1,2,\ldots, (n+1)/3$). If the sign of the difference $X_j - X_i$ is positive, then the "total movement" in $X$ between time $i$ and $j$ is positive. Most of the tests presented in the present paper, will also be based on the signs of the differences (i.e., the signs of the movements in the time series. Moore and Wallis$[14]$ have pointed out that "In certain types of data the signs of differences are more accurate than the magnitude of either the observations or the differences ... With economic
measures of the kind for which index numbers are ordinarily used, it may be certain that a change has been in a given direction (e.g., when all components of the index change in the same way), questionable how much the change has been (because of ambiguities in the weighting system), and meaningless to state an absolute standing". For these types of data and for data available only in ordinal form, the methods presented herein may be particularly well suited.

It was not necessary, in the earlier papers, to assume that the distributions from which the observations had had a specific form (e.g., it was not necessary to assume that the observations were normal variates) in order to derive the distribution of the appropriate test statistics. The tests presented there were distribution-free. It was, however, assumed in these papers that the observations were mutually independent and that the distribution from which they had was continuous. To derive the asymptotic distribution of the test statistics presented herein, the assumptions made will be somewhat more general.

The calculations required to perform the tests presented in the earlier papers and those presented herein are rather simple. While the modified tests presented here require more calculations than the earlier tests, these calculations remain simple.

Let \( X = \{X_1, X_2, \ldots, X_n\} \) and \( Y = \{Y_1, Y_2, \ldots, Y_n\} \) be two different observed time series of equal duration. Let \( X_1, X_2, \ldots, X_n \) and \( Y_1, Y_2, \ldots, Y_n \) be two different observed time series of equal duration. Let \( V_i = 1 \) if \( U_i = 0 \) if \( W_i > 0 \). Let \( V_i = 0 \) if \( W_i < 0 \). Let \( V_i = 1 \) if \( Z_i > 0 \), and \( V_i = 0 \) if \( Z_i < 0 \). If \( V_i = 1 \), then a positive movement in \( X \) occurred between times 1 and \( i-1 \); if \( V_i = 0 \), then a negative movement in \( Y \) occurred between times 1 and \( i-1 \); if \( V_i = 1 \), then a positive co-movement occurred; if \( V_i = 0 \), then a negative co-movement occurred; if \( V_i = \) or if \( U_i = 1, V_i = 0 \), then a contramovement took place. (The term "comovement" used here is adopted from earlier work by Friedman.) It was also used by
Grunfeld in [12]. The term "contramovement" is adopted from Goodman and Grunfeld [9]. The observed distribution of the n pairs \((U_1, V_1)\) (for \(i=1, 2, \ldots, n\)) can be summarized in the following 2x2 cross classification table:

\[
\begin{array}{c|cc}
V_1 & 1 & 0 \\
U_1 \\
1 & a & b \\
0 & c & d \\
\end{array}
\]

The number of positive comovements in the two time series is \(a\); the number of negative comovements is \(d\); the number of comovements is \(a+d\); the number of contramovements is \(b+c\); the number of positive movements in \(X\) is \(a+b\); the number of positive movements in \(Y\) is \(a+c\).

The usual test of independence in a 2x2 cross classification table (see e.g., [17], pp. 65-72) corresponds to a test of whether \(a\) differs significantly from its estimated expected value, \(A=(a+b)(a+c)/n\), under the null hypothesis of independence. It tests whether \(a-A=\Delta\) differs significantly from zero using the fact that the estimated variance of \(\Delta\) is \(s^2=\frac{[(a+b)(c+d)(a+c)(b+d)]}{n^3}\) under the null hypothesis. Moore and Wallis [14] have suggested that the usual 2x2 table test applied to the table given above could be used as a test of the existence of correlation between the movements in \(X\) and \(Y\), which would eliminate at least the primary effects of trends in the series. They pointed out that this test is appropriate "for the case of randomly arranged signs of the first differences" in \(X\) and in \(Y\). In the case where \(X\) and \(Y\) are purely random processes (i.e., \(c\)-dependent stationary time series), they noted in [14] that the signs of the first differences in the series would have a negative serial correlation, and that if the 2x2 table test, which was justified by them when the signs of the first differences are randomly arranged, leads to acceptance of the hypothesis that correlation is absent, then it
surely would lead to acceptance of this hypothesis if the "null hypothesis of random observations were used; but nothing more can be said definitely until the sampling distribution \([\Delta]\) appropriate to the assumption of random observations is known." The problem raised in \([4]\) led to the derivation by Goodman and Grunfeld \([9]\) of the sampling distribution of \(\Delta\) for purely random processes of long duration and also for a certain kind of generalization of such time series. (They showed in \([9]\) that the usual estimate, \(s^2\), of the variance of \(\Delta\) required modification.) For these time series, a simple test of whether \(\Delta\) differed significantly from zero was obtained.

The test proposed in \([9]\) is appropriate when the \(X\) and \(Y\) are \(0\)-dependent and the series \(U=\{U_1,U_2,\ldots,U_n\}\) and \(V=\{V_1,V_2,\ldots,V_n\}\) are stationary. For such time series, this test is a test of the existence of correlation between the movements in \(X\) and \(Y\) that takes into account (a) the time trends that may exist in \(X\) and in \(Y\), and (b) the serial correlation between the signs of the first differences of \(0\)-dependent time series. (The Moore-Wallis test takes into account (a) but not (b), and a related test by Stuart\([18]\) takes into account (b) but not (a).) When \(X\) and \(Y\) are \(m\)-dependent \((m>0)\), the test in \([9]\) does not fully take into account the serial correlation between the signs of the first differences. The test presented herein will take into account both (a) and the serial correlation between the signs of the first differences of \(m\)-dependent time series.

Tests of the existence of correlation between the movements in \(X\) and \(Y\) based on \(\Delta=a-A\) compare the observed number, \(a\), of positive comovements, given in the above 2x2 table, with its estimated expected value, \(A\), when the null hypothesis of independence is true. Since \(A\) is based on \((a+b)/n\) and \((a+c)/n\), which are measures of an aspect of the "trend" in \(X\) and in \(Y\), respectively, tests based on \(\Delta\) test whether the observed number of positive comovements can be "explained" by the trends in \(X\) and in \(Y\) alone. If we
denote the estimated expected values of $b$, $c$, $d$, in the above $2 \times 2$ table, by $B=(a+b)(b+d)/n$, $C=(a+c)(c+d)/n$, $D=(c+d)(b+d)/n$, respectively, we see that $A=(a+d)-(b+c)/n = \frac{\left[(a+d)-(b+c)\right]}{2} = \frac{\left[(a+d)-(b+c)\right]}{2}$.

Thus, a test of whether $\Delta$ differs significantly from zero is also a test of whether the number of comovements $(a+d)$, the number of contramovements $(b+c)$, the difference between the number of comovements and contramovements $\left[(a+d)-[b+c]\right]$, differ from their respective estimated expected values. It is a test of whether the observed values of $(a+d)$, $(b+c)$, $\left[(a+d)-[b+c]\right]$ can be "explained" by the trends in $X$ and in $Y$ alone.

The statistic $\Delta/n$ is the observed covariance between $U_1$ and $V_1$. For certain types of data, of the kind referred to in $[14]$, where the $U_1$ (and $V_1$) are more accurate than the $W_1$ (and $Z_1$), tests based on the observed covariance between $U_1$ and $V_1$ are to be preferred to tests based on the observed covariance between $W_1$ and $Z_1$. The methods used here to obtain a test based on the observed covariance between $U_1$ and $V_1$ can be modified in a straightforward fashion in order to obtain a similar test based on the observed covariance between $W_1$ and $Z_1$. The latter test will also be presented here. Tests based on the rank covariance (or the rank correlation) between $U_1$ and $Z_1$ could also be obtained, which test should be used in a particular situation will depend upon the type of data available, on the accuracy of the $U_1$ and $V_1$ as compared with the $W_1$ and $Z_1$, and on the particular null and alternate hypotheses under consideration. For example, if the $W_1$ and $Z_1$ form 0-dependent stationary normal series, the usual test of the null hypothesis that the correlation between two normal variates is zero should be applied to the $(W_1,Z_1)$ (see, e.g., $[3]$). In some situations, tests based on the rank correlation between the $U_1$ and $Z_1$ will recommend themselves (see, e.g., related remarks in $[4]$); in other kinds of situations, discussed earlier herein, tests based on the $(U_1,V_1)$ will be more appropriate.
Under the null hypothesis that the $U_1$ and $V_1$ (or the $W_1$ and $Z_1$) are independent, the covariance between $U_1$ and $V_1$ (or between $W_1$ and $Z_1$) will be zero. It will sometimes be of interest to test the null hypothesis that this covariance is some specified value other than zero. For certain kinds of time-dependent time series, methods of testing such hypotheses, of estimating the magnitude of this covariance (i.e., the covariance between $U_1$ and $V_1$ or that between $W_1$ and $Z_1$), and of obtaining confidence intervals for this covariance, will be presented in this article. These methods require more computation than the methods referred to earlier herein.

The $U_1$ and $V_1$ (or the $W_1$ and $Z_1$) are based on the differences $X_{j}-X_{i}$ and $Y_{j}-Y_{i}$ for $j=i+1$. In other words, movement is here defined in terms of the difference in the time series at successive time points. The results obtained in this case can be generalized to the case where movement is defined in terms of the difference in the time series at time points $k$ units apart, where $k$ is a fixed positive integer. These generalizations are presented in Section 3 herein.

The methods used to derive tests of the existence of correlation between the movements in time-dependent time series can also be used to derive tests of the existence of trend in such series. We present such a test in Section 4. Other tests for trend could also be readily derived.

Most of the tests presented here are based on a dichotomous classification of the movements in $X$ (and in $Y$) indicating whether they were positive or negative. Some of the results presented herein can be modified in a straightforward fashion for situations where other fixed methods of classification, into two or more classes based on the magnitude of the movements, are used. The cross classification table describing the joint distribution of the classified movements in $X$ and in $Y$ can be analyzed in ways other than those discussed here. For example, the problem of measuring the extent of the correlation between the movements in $X$ and $Y$ can be considered, in part, a problem in the
measurement of association for this cross classification table. For a discussion of the latter problem, see \([1],[2],[3],[4]\), and the literature cited there. The particular method of analysis that will be appropriate will depend on the purpose of the particular investigation at hand.

2. TESTS BASED ON \(a-A\)

We shall use the same notation as in the preceding section. We assume throughout that \(X\) and \(Y\) are \(m\)-dependent \((m \geq 0)\). Thus, \(U=\{U_1, U_2, \ldots, U_n\}\) and \(V=\{V_1, V_2, \ldots, V_n\}\) are \((m+1)\)-dependent. For simplicity we assume also that \(U\) and \(V\) are stationary. (This assumption implies that trends in \(X\) and \(Y\) will be, in a certain sense, either constant or nonexistent; some of the results presented here will hold under more general conditions, but we shall not go into these details in the present paper (see \([13]\)).) For such series, we shall now present a test of the hypothesis that \(U\) and \(V\) are independent.

Since the \(U\) and \(V\) series are \((m+1)\)-dependent, we know that the 
\[
\text{cov} \left\{ U_i, U_{i+1} \right\} = \xi_i \quad \text{and} \quad \text{cov} \left\{ V_i, V_{i+1} \right\} = \phi_i
\]
will be zero for \(t > m+1\).

To estimate \(\xi_i\) and \(\phi_i\) for \(t \leq m+1\), we first compute 
\[g_t = \sum_{i=1}^{n-t} U_i U_{i+t}\]
and 
\[h_t = \sum_{i=1}^{n-t} V_i V_{i+t}\]
for \(t=1,2,\ldots,m+1\). The statistic \(g_t\) is the observed number of pairs of time points, \(t\) units apart, where there were positive movements in \(X\) (at both time points in the pair); \(h_t\) is the observed number of pairs of time points, \(t\) units apart, where there were positive movements in \(Y\). These quantities can also be obtained from \(2 \times 2\) tables of the following form describing the observed distribution of the \((n-t)\) pairs \((U_i, U_{i+t})\) and \((V_i, V_{i+t})\) for \(i=1,2,\ldots,n-t\):
The entry in the upper-left cell of the first table will be $g_t$, and the entry in the corresponding cell of the second table will be $h_t$. (It is interesting to note that the usual $2 \times 2$ table test of independence applied to the pairs $(U_{1:t}^1, U_{1:t}^2)$ and to the pairs $(V_{1:t}^1, V_{1:t}^2)$ has been suggested as a test of the hypothesis of randomness in the $U$ series and in the $V$ series, respectively; i.e., the hypothesis that these series are 0-dependent (see [6], [7]).)

Having computed $g_t$ and $h_t$, the following consistent estimators of $\xi_t$ and $\Phi_t$ are obtained:

\begin{align*}
(2.1) \quad \hat{\xi}_t &= \frac{g_t}{n-t} - \left[ \frac{a+b}{n} \right]^2, \\
(2.2) \quad \hat{\Phi}_t &= \frac{h_t}{n-t} - \left[ \frac{a+c}{n} \right]^2.
\end{align*}

Writing

\begin{equation}
(2.3) \quad s^2 = \frac{(a+b)(c+d)(a+c)(b+d)}{n^3},
\end{equation}

and

\begin{equation}
(2.4) \quad s^2 = \frac{1}{n} \sum_{t=1}^{m+1} \hat{\xi}_t \hat{\Phi}_t,
\end{equation}

we shall prove in the Appendix that, when $U$ and $V$ are independent, the asymptotic distribution ($n \to \infty$) of

\begin{equation}
(2.5) \quad (\hat{s} - A)/\hat{s},
\end{equation}

will be normal with zero mean and unit variance. The statistic (2.5) can therefore be used to test whether $U$ and $V$ are independent.

The test proposed in [1] did not include the term $2 \sum_{t=1}^{m+1} \hat{\xi}_t \hat{\Phi}_t$ in the variance computation; i.e., $\hat{s}^2$ was used rather than $\hat{s}_0^2$. The test proposed in [6] included the term $2 m \hat{\xi}_1 \hat{\Phi}_1$ but not $2 n \sum_{t=2}^{m+1} \hat{\xi}_t \hat{\Phi}_t$.

If the series $X$ is $n_1$-dependent and the series $Y$ is $n_2$-dependent, then $\xi_t = 0$ for $t > n_1 + 1$, $\Phi_t = 0$ for $t > n_2 + 1$, $\hat{\xi}_t \hat{\Phi}_t = 0$ for $t > n_1 + 1 + 1$, where $n_1 \equiv \text{min} \left\{ m, n_2 \right\}$. It follows from this that (2.4) can be replaced by
in the computation of (2.5). In particular, tests appropriate for the case where \(X\) and \(Y\) are 0-dependent will be appropriate also for the case where one of these \(m\)-dependent series is not 0-dependent and the other one is. It can also be seen that the test appropriate for the case where both \(U\) and \(V\) are 0-dependent (obtained by replacing \(s^2\) by \(s^2\)) will be appropriate also for the case where one of these \(m\)-dependent series is not 0-dependent and the other one is.

If \(X\) is \(m_1\)-dependent and \(Y\) is \(m_2\)-dependent, then \(X\) and \(Y\) are \(m\)-dependent where \(m = \max\{m_1, m_2\}\). In what follows we take \(m = \max\{m_1, m_2\}\).

The test described above was based on the \(U_i\) and \(V_i\). A similar test could be based on the \(W_i\) and \(Z_i\). Assuming that \(W = \{W_1, W_2, \ldots, W_n\}\) and \(Z = \{Z_1, Z_2, \ldots, Z_n\}\) form stationary series, the covariances \(\text{cov}\{W_i, W_{i+t}\} = \mathcal{E}_t^x\) and \(\text{cov}\{Z_i, Z_{i+t}\} = \mathcal{F}_t^x\) can be estimated consistently by

\[
\begin{align*}
\hat{\mathcal{E}}_t^x &= \frac{g_t^x}{(n-t)-2}, \\
\hat{\mathcal{F}}_t^x &= \frac{h_t^x}{(n-t)-2},
\end{align*}
\]

where \(g_t^x = \sum_{i=1}^{n-t} W_i W_{i+t}\), \(h_t^x = \sum_{i=1}^{n-t} Z_i Z_{i+t}\), \(W = \sum_{i=1}^{n} W_i/n\), \(Z = \sum_{i=1}^{n} Z_i/n\), for \(t=1, 2, \ldots, m+1\). Writing

\[
\begin{align*}
\hat{s}_W^2 &= n \left( W - \bar{W} \right)^2/(n-1), \\
\hat{s}_Z^2 &= n \left( Z - \bar{Z} \right)^2/(n-1), \\
\hat{s}_W^2 &= \hat{s}_W^2 \hat{s}_Z^2, \\
\hat{s}_W^2 &= \hat{s}_W^2 + 2n \sum_{t=1}^{m+1} \hat{\mathcal{E}}_t^x \hat{\mathcal{F}}_t^x, \\
\end{align*}
\]

it follows from the results in the Appendix that, when \(W\) and \(Z\) are
independent the asymptotic distribution (n → ∞) of

\[(2.13) \quad \left( \frac{\sum_{i=1}^{n} W_i Z_i - \bar{W}_1 \bar{Z}_1}{\hat{\sigma}^2} \right) / \hat{\rho}^* \]

will be normal with zero mean and unit variance. (To apply the Hoeffding-Robbins form of the central limit theorem \[13\], we assume here that the third absolute moments of \(W_i\) and \(Z_i\) are finite.) The statistic (2.13) can therefore be used to test whether \(W\) and \(Z\) are independent. As earlier herein, the statistic (2.12) can be replaced by

\[(2.14) \quad \hat{\sigma}^2 = \hat{\sigma}^2 + 2n \sum_{t=1}^{m+1} \hat{\rho}_t \hat{\phi}^* \]

in the computation of (2.13).

The preceding asymptotic results were derived under the null hypothesis that \(W\) and \(Z\) (or \(U\) and \(V\)) were independent. We shall now consider the case where \(W\) and \(Z\) need not be independent. Let \(\theta^*\) denote the covariance between \(W_1\) and \(Z_1\). Under the null hypothesis considered in the preceding paragraph, \(\theta^* = 0\). We shall assume that the \(W_1 Z_1\) form an \((m+1)\)-dependent stationary series; this will follow as a consequence, in the case where \(W\) and \(Z\) are independent, of the fact that the \(W\) and \(Z\) are \((m+1)\)-dependent stationary series. The statistic

\[(2.15) \quad \hat{\theta}^* = \frac{n}{n} \sum_{i=1}^{n} \frac{W_i Z_i}{n} \cdot \hat{\sigma}^2 \]

is a consistent estimator of \(\theta^*\). Writing

\[(2.16) \quad \hat{\psi}^*_t = \sum_{i=1}^{t} \left( W_{1+i-t} Z_{1+t} - \bar{W}_1 \bar{Z}_1 \right) \left( Z_{1+i-t} Z_{1+t} - \bar{Z}_1 \bar{Z}_1 \right) / (n-t) \hat{\sigma}^2 \]

for \(t=0, 1, 2, \ldots, m+1\), and

\[(2.17) \quad \hat{\theta}^* = \sum_{t=0}^{m+1} \hat{\psi}^*_t \cdot \hat{\sigma}^2 \]

it follows from the results in the Appendices that the asymptotic distribution \((n → ∞)\) of
will be normal with zero mean and unit variance. The statistic (2.18) can therefore be used to obtain approximate confidence intervals for $\theta^*$ and to test the hypothesis that $\theta^*$ is some specified value, say, $\theta_0^*$. When the null hypothesis is that $W_1$ and $Z_1$ are independent, then $\theta^* = 0$ and the value of $s^*$ can be replaced by $s^0$.

Let $\theta$ denote the covariance between $U_1$ and $V_1$. A method analogous to that presented in the preceding paragraph could be used to estimate $\theta$, obtain approximate confidence intervals for $\theta$, and test hypothesis concerning $\theta$. The details are given in the Appendix herein. When the null hypothesis is that $\theta = 0$, the test presented at the beginning of this section will be simpler to apply than will the test corresponding to the one presented in the preceding paragraph.

3. TESTS BASED ON $z_{ik}/\lambda_{ik}$

We now present a generalization of the tests described in the preceding section. It is also a generalization of the tests described by Goodman in [8].

Let $X_{1k} = W_{1k}$ and $Y_{1k} = Z_{1k}$ for $i = 1, 2, \ldots, n + 1 - k$, where $k$ is a fixed integer. We shall for convenience assume that the $W_{1k}$ and $Z_{1k}$ have continuous distributions. Let $U_{1k} = 1$ if $W_{1k} > 0$, and $U_{1k} = 0$ if $W_{1k} < 0$. Let $V_{1k} = 1$ if $Z_{1k} > 0$, and $V_{1k} = 1$ if $Z_{1k} < 0$. The observed distribution of the $n + 1 - k$ pairs $(U_{1k}, V_{1k})$ for $i = 1, 2, \ldots, n + 1 - k$, can be summarized in the following $2 \times 2$ cross classification table:

<table>
<thead>
<tr>
<th>$V_{1k}$</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{1k}$</td>
<td>$a_k$</td>
<td>$b_k$</td>
</tr>
<tr>
<td>1</td>
<td>$c_k$</td>
<td>$d_k$</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For \( k = 1 \), \( a_k = a \), \( b_k = b \), \( c_k = c \), \( d_k = d \). For \( k \geq 1 \) the definitions of \( a_k, b_k, c_k, d_k \) are analogous to those of \( a, b, c, d \), where now "movement" is defined by considering pairs of time points \( k \) units apart, rather than pairs of successive time points.

A test of the existence of correlation between movements in \( X \) and \( Y \), which eliminates at least the primary effects of trends in the series, can be based upon a modification of the usual test of independence in a 2x2 table applied to the table given above. This would test whether \( a_k \) differs significantly from its estimated expected value, \( A_k = \frac{(a_k+b_k)(a_k+c_k)}{(n+1-k)} \), under the null hypothesis of independence.

Let \( U^{(k)} = \left\{ U_{1k}, U_{2k}, \ldots, U_{n+l-k, k} \right\} \) and \( V^{(k)} = \left\{ V_{1k}, V_{2k}, \ldots, V_{n+l-k, k} \right\} \). Assuming that \( X \) and \( Y \) are \( m \)-dependent, then \( U^{(k)} \) and \( V^{(k)} \) will be \((m+k)\)-dependent. For simplicity we also assume that \( U^{(k)} \) and \( V^{(k)} \) are stationary.

Let \( s_{tk} = \sum_{i=1}^{n} U_{1k} V_{1+i+k, t} \), \( t = 1, \ldots, t - n + l - k \).

Writing

\[
\hat{\mathbf{C}}_{tk} = \frac{s_{tk}}{(n+1-k-t)} \left[ \frac{(a_k+b_k)}{n} \right]^2,
\]

\[
\hat{\Phi}_{tk} = \frac{s_{tk}}{(n+1-k-t)} \left[ \frac{(c_k+d_k)}{n} \right]^2,
\]

\[
s_k^2 = \frac{(a_k+b_k)(c_k+d_k)(a_k+c_k)(b_k+d_k)}{(n+1-k)^3},
\]

we shall prove in the Appendix that, when \( U^{(k)} \) and \( V^{(k)} \) are independent, the asymptotic distribution \( n \to \infty \) of

\[
(a_k - A_k) / \hat{s}_k
\]

is normal with zero mean and unit variance. The statistic (3.5) can therefore be used to test whether \( U^{(k)} \) and \( V^{(k)} \) are independent.
The test proposed in (8) was also based on the $a_k$-$\beta_k$, but that test was derived under the assumption that $m=0$. In this special case, the serial covariance, $C_{tk}$ between $U_{1k}$ and $U_{1+t+k}$ is zero for $t<k$; the serial covariance, $\phi_{tk}$ between $V_{1k}$ and $V_{1+t+k}$ is zero for $t<k$. Thus, when $m=0$, the variance formula (3.4) can be replaced by

$$s_k^2 = s_k^2 + 2(n-k+1)\hat{C}_{kk} \hat{\phi}_{kk},$$

which corresponds to the variance formula given in (8).

The test in Section 2, based on the $(U_1, V_1)$, is a special case of the test given in the present section based on $(U_{1k}, V_{1k})$. Similarly, a test analogous to the one based on $(U_{1k}, V_{1k})$ could be presented, based on the $(W_{1k}, Z_{1k})$, rather than on the $(U_{1k}, Z_{1k})$, which would be a direct generalization of the test in Section 2 based on the $(W_1, Z_1)$. Writing $\theta_k$ (or $\theta^*_{k}$) for the covariance between $U_{1k}$ and $V_{1k}$ (or between $W_{1k}$ and $Z_{1k}$), a test analogous to the test in Section 2 of whether $\theta$ (or $\theta^*$) is equal to some specified value (not necessarily zero) could also be obtained. These tests are given in the Appendix herein.

The tests proposed in this and the preceding section were based, in part, on the observed distribution of the $n^t-k$ pairs $(U_{1k}, V_{1k}), t=1, 2, \ldots, n^t-k$, or on the pairs $(W_{1k}, Z_{1k})$, when $k$ is a fixed positive integer. Considering all possible values of $k$, there are a total of $n(n^t-1)/2$ pairs $(U_{1k}, V_{1k})$. The observed distribution of these $n(n^t-1)/2$ pairs $(U_{1k}, V_{1k})$ can be summarized in a 2x2 table; the usual measure of association computed for this table will be equal to the partial rank correlation coefficient $T_{X_{1k}, Y_{1k}}$ between $X$ and $Y$ with "time $T_k$ held constant" (see (8.1), (9)). The situation considered here is, in a sense, a special case of the usual situation where partial rank correlation may be of interest; here the actual observations on the variable to be "held constant", $T_{k}$, are the integers $1, 2, \ldots, n^t$ (or a linear transformation of them). The tests of the existence of correlation (based on the $U_{1k}, V_{1k}$)
presented in the present paper are tests based on modified partial rank correlation coefficients where the \((n+1-k)\) pairs of \((\bar{U}_k, \bar{V}_k)\) are used rather than the total \(n(n+1)/2\) pairs. This follows from the fact that a test of whether \(a_k - A_k\) differs significantly from zero is also a test of whether the usual measure of association for the corresponding 2x2 table differs significantly from zero (see \([8]\)).

4. A TEST FOR TREND

For a 0-dependent time series, Cox and Stuart \([2]\) have presented a very simple test for trend that has rather high asymptotic relative efficiency against the alternative hypothesis that the series consists of 0-dependent normal variates having a linear trend. For \(m\)-dependent time series \((m \geq 0)\), this test requires modification. A modified test for trend suitable for \(m\)-dependent time series will be presented here. The method used to derive this test is similar to that used to derive the tests presented in the preceding sections. This method can be used to derive other tests for trend. Presentation herein of the modification of the Cox-Stuart test will make clear how other tests for 0-dependent series can be modified in order to obtain tests for trend in time series that are \(m\)-dependent.

Let \(U_i = 1\) if \(X_{2n+1-i} - X_1 > 0\), and \(U_i = 0\) if \(X_{2n+1-i} - X_1 < 0\), for \(i=1, 2, \ldots, n\), \(n = (n+1)/2\), where \((n+1)\) is divisible by 3. (We assume that \(X_{2n+1-i} - X_1\) has a continuous distribution.) The test proposed in \([2]\) is based on the fact that \(U_i = \sum U_i\) will have a binomial distribution with mean \(n/2\) and variance \(n/4\) when \(X\) is a 0-dependent stationary time series. A simple sign test of whether \(U_i\) differs significantly from \(n/2\) can serve as a test for trend in \(X\) (see \([2]\)). When \(X\) is 0-dependent and stationary, the asymptotic distribution of

\[ (U_i - n/2)/\sqrt{n/4} \]
is normal with zero mean and unit variance. This fact also provides us with a simple test for trend for \( m \)-dependent series.

If \( X \) is \( m \)-dependent, the time series \( U^i = \{ U^i_1, U^i_2, \ldots, U^i_n \} \) will also be \( m \)-dependent (for \( n \geq 2m \)). If the \( X \) series is stationary, the \( U^i \) series will also be stationary. Writing

\[
(4.2) \quad f_t = \sum_{i=1}^{n^i-t} U^i_{1+t}
\]

\[
(4.3) \quad s_U^2 = n^i \left\{ 2 \sum_{t=1}^{m} f_t / (n^i-t)-(2m-1)/4 \right\}
\]

we find, using a method of derivation similar to that used in the Appendix, that when \( X \) is an \( m \)-dependent stationary series the asymptotic distribution \( (n \to \infty) \) of

\[
(4.4) \quad (U^i - n^i/2)/s_U
\]

is normal with zero mean and unit variance. The statistic \( (4.4) \) can therefore be used to test for trend in \( X \). This test is a modification of the sign test in [2] where the variance \( n^i/4 \) is now replaced by \( (4.3) \). When \( n^i \) is large, the term \( 2 \sum_{t=1}^{m} f_t / (n^i-t) \) in \( (4.3) \) can be replaced by \( 2 \sum_{i=1}^{n^i-m} e_i / (n^i-m) \), where \( e_i \) is the number of values of \( j \) such that \( U^i_j = 1 \) for \( 1 < j \leq 1 + m \) when \( U^i_1 = 1 \), and \( e_i = 0 \) when \( U^i_1 = 0 \).
APPENDIX

We shall prove here a result somewhat more general than those presented in Sections 2 and 3 herein. The results presented in those sections will then be viewed in terms of this more general result. We shall use here the terminology of Section 3. The method of proof presented here can also be used to prove the result presented in Section 4.

We assume that $X$ and $Y$ are $m$-dependent. Thus, $U^{(k)}$ and $V^{(k)}$ are $(m \cdot k)$-dependent. We also assume that $U^{(k)}$ and $V^{(k)}$ are stationary. Let $E\{U_{ik}\} = p_k, E\{V_{ik}\} = r_k$ for $i = 1, 2, \ldots, n+1-k$. Writing $a_{ik} = U_{ik} - p_k$, $b_{ik} = V_{ik} - r_k$, $c_{ik} = U_{ik} - V_{ik}$, we see that
where \( \bar{Q} = \sum_{i=1}^{n+1-k} Q_{ik} / (n+1-k) \), and \( \bar{U}_t, \bar{V}_t, \bar{F}_t, \bar{G}_t, \bar{H} \) are defined similarly. (Since \( k \) is fixed, we shall for the sake of brevity omit the subscript \( k \) associated with \( \bar{Q}, \bar{U}, \bar{V}, \) etc.) We shall assume that the \( Q_{ik} \) also form an \((m+k)\)-dependent stationary series; this will follow as a consequence, in the case where \( U_{ik} \) and \( V_{ik} \) are independent, of the fact that \( U^{(k)} \) and \( V^{(k)} \) are \((m+k)\)- dependent and stationary. Let \( E \{ F_{1k} \} = 0 \). Applying the Hoeffding-Robbins form of the central limit theorem \[3.1 \] we find that the asymptotic distribution of \((\bar{F} - \theta) \sqrt{n+1-k}\) is normal with zero mean and variance

\[
(A.2) \quad E \left\{ G_{1k}^2 \right\} + 2 \sum_{t=1}^{m+k} E \left\{ G_{1k} G_{1+k+t,k} H_{1+t,k} \right\} = [2(m+k) + 1] \sigma^2.
\]

Similarly the asymptotic distribution of \( \bar{U} \sqrt{n+1-k} \) is normal with zero mean and variance

\[
(A.3) \quad E \left\{ G_{1k}^2 \right\} + 2 \sum_{t=1}^{m+k} E \left\{ G_{1k} G_{1+k+t,k} \right\}.
\]

the asymptotic distribution of \( \bar{H} \sqrt{n+1-k} \) is normal with zero mean and variance

\[
(A.4) \quad E \left\{ H_{1k}^2 \right\} + 2 \sum_{t=1}^{m+k} E \left\{ H_{1k} H_{1+k+t,k} \right\}.
\]

Since \( \bar{G} \) converges in probability to zero, \( \bar{G} \sqrt{n+1-k} \) will also converge in probability to zero (see \(3.1\), p.254). Thus, the asymptotic distribution of \((\bar{F} - \theta) \sqrt{n+1-k}\) is also the asymptotic distribution of \((\bar{F} - \theta) \sqrt{n+1-k}\). We have therefore shown that the asymptotic distribution of \((\bar{Q}-\bar{U}_t-\theta) \sqrt{n+1-k}\) is normal with mean zero and variance \(A.2\). Writing

\[
(A.5) \quad \hat{\theta} = \bar{Q} - \bar{U}_t,
\]

\[
(A.6) \quad \hat{\theta} = \sum_{i=1}^{n+1-k-t} \left( \frac{U_{ik} - \bar{U}_{ik}}{n+1-k-t} \right) \left( \frac{V_{ik} - \bar{V}_{ik}}{n+1-k-t} \right) \left( \frac{U_{i+k+t,k} - \bar{U}_{i+k+t,k}}{n+1-k-t} \right) \left( \frac{V_{i+k+t,k} - \bar{V}_{i+k+t,k}}{n+1-k-t} \right) \approx \sigma^2,
\]
we see that \((A.2)\) can be estimated consistently by

\[ (A.7) \quad \hat{\omega}_o + 2 \sum_{t=1}^{m+k} \hat{\psi}_t^2 \]

which we denote by \(\hat{s}^2/(n+1-k)\). Thus, the asymptotic distribution of

\[ (A.8) \quad \left[ \hat{\omega} - \hat{s} \right] (n+1-k)/\hat{s} \]

will be normal with zero mean and unit variance. A test of the hypothesis that \(\theta\) is equal to some specified value \(\theta_o\) can be based on the asymptotic distribution of \((A.8)\).

The preceding results did not make use of the fact that \(U_{ik}\) and \(V_{ik}\) take on only the values 0 or 1. The results will therefore apply as well, if \(U_{ik}\) and \(V_{ik}\) are replaced by \(W_{ik}\) and \(Z_{ik}\), respectively. (It will be necessary to assume that the third moments of \(W_{ik}\) and \(Z_{ik}\) are finite in order to apply the Hoeffding-Robbins theorem [13].) We thus have obtained a generalization of the result in Section 2 concerning the asymptotic distribution of \((2.18)\). The result presented there was for the special case where \(k=1\).

When \(U^{(k)}\) and \(V^{(k)}\) are independent, then \(\theta=0\), and the variance \((A.2)\) can be replaced by

\[ (A.9) \quad \mathbb{E} \left\{ G_{ik}^2 \right\} \mathbb{E} \left\{ \nu_{ik}^2 \right\} + 2 \sum_{t=1}^{m+k} \mathbb{E} \left\{ G_{ik} G_{i+t,k} \right\} \mathbb{E} \left\{ \nu_{ik} \nu_{i+t,k} \right\} \]

(It should be mentioned that formula \((A.9)\) is similar to, but different from, the usual formula for the variance of the observed correlation between two independent linear autoregressive series (see, e.g., [14], [16]).) Writing

\[ (A.10) \quad \hat{\xi}_{tk} = \epsilon_{tk}/(n+1-k-t) - \bar{\nu}^2 \]

\[ (A.11) \quad \hat{\phi}_{tk} = h_{tk}/(n+1-k-t) - \bar{\nu}^2 \]

\[ (A.12) \quad s^2_u = \sum_{i=1}^{n+1-k} (U_{4i-k} - \bar{U})^2/(n+1-k) \]
we see that (A.9) can be estimated consistently by
\[(A.12) \quad \hat{s}_V^2 = \sum_{i=1}^{n+1-k} \frac{(V_{ik} - \overline{V})^2}{(n+1-k)},\]
which we denote by \(\hat{s}_V^2/(n+1-k)\). Thus, when \(U^{(k)}\) and \(V^{(k)}\) are independent, the asymptotic distribution of
\[(A.13) \quad (\hat{\theta}, \overline{w})/(n+1-k)/\hat{s}_V\]
will be asymptotically normal with zero mean and unit variance. This result will also apply as well, if \(U^{(k)}\) and \(V^{(k)}\) are replaced by \(W^{(k)}\) and \(Z^{(k)}\), respectively. We thus have obtained a generalization of the result in Section 2 concerning the asymptotic distribution of (2.13).

Using the fact that \(U^{(k)}\) and \(V^{(k)}\) were defined in Section 3 to take on only the values 0 or 1, we see that \(\hat{\theta} = (z_k - \overline{a})/(n+1-k)\), and that the asymptotic distribution of
\[(A.16) \quad (\hat{a}_k - a_k)/\hat{s}_k,\]
where \(\hat{s}_k\) is given by (3.4), is normal with zero mean and unit variance.
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