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FOREWORD

This report, which presents working rules and recommendations for flutter analysis using the aerodynamic-influence-coefficient method, was prepared by the Aeroelastic and Structures Research Laboratory, Massachusetts Institute of Technology, Cambridge 39, Massachusetts for the Aircraft Laboratory, Wright Air Development Center, Wright-Patterson Air Force Base, Ohio. The work was performed at the MIT under the direction of Professor H. Ashley, and the project was supervised by Mr. G. Zartarian. The research and development work was accomplished under Air Force Contract, No. AF 33(618)-2436, Project No. 1370 (Unclassified Title) "Aeroelasticity, Vibration and Noise," and Task No. 13479 (Unclassified Title) "Theoretical Supersonic Flutter Studies." Mr. Walter J. Mykytow of the Dynamics Branch, Aircraft Laboratory, is task engineer.

Research was started on 1 July 1954. This report is part of a continuing effort in the flutter of aircraft structures at supersonic speeds. This is Part II of this report which is published in two separate parts.

The author, Mr. G. Zartarian, is indebted to Professor H. Ashley, Dr. P. T. Hsu and Mr. A. Heller for their contributions to the research. In addition, acknowledgements are due to Mr. G. Antiole for preparing the figures and to Mrs. B. Marks for typing the final manuscript.

This document, including the illustrations, is classified CONFIDENTIAL (excepting the title) because it contains the development of improved methods for conducting supersonic flutter analysis; hence more accurate flutter analyses for modern aircraft can be made.
ABSTRACT

On the basis of investigations described in a preceding report (Ref. 1) and subsequent research, recommendations are made concerning methods of application of aerodynamic pressure or velocity potential influence coefficients to practical flutter analyses. Following a brief discussion of the relative merits of three basic types of elementary areas, working rules are given for wing planforms of principal interest. Simple illustrative examples have been included to clarify some of the details of the process. For the Mach box system of elementary areas, which is deemed to be the most satisfactory from the overall standpoint, formulas and tables of certain related functions are presented which will facilitate future tabulations of aerodynamic influence coefficients.
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SECTION 1
INTRODUCTION

In a preceding report (Ref. 1), the need for direct, systematic numerical methods for the determination of supersonic unsteady aerodynamic forces on wings was discussed with particular emphasis on the case of simple harmonic motion, which occurs in flutter calculations. Such an approach involves a division of the planform into small areas and use of so-called aerodynamic influence coefficients. Three alternative types of elementary areas were investigated with the ultimate aim of finding the particular one which would yield the most satisfactory results from an overall standpoint. Some of the aspects of this problem which had to be considered were the adaptability of the various grids to planforms of interest; limitations on the elementary box size, reduced frequency of the oscillations and Mach number; the relative ease of tabulating the aerodynamic coefficients; and finally the accuracies attainable in the generalized forces which enter the flutter equations.

In the assumed mode approach to the flutter problem, the quantities directly involved are the aforementioned generalized forces and not the pressure distributions themselves. Therefore, the ultimate aim is to determine the generalized forces satisfactorily. Evidently, if the pressure distributions are found accurately everywhere on the planform, the resulting generalized forces (which are weighted integrals over the planform area of these pressure distributions) will also be accurate. Cases appear, however, when the pressures at various control points obtained using any of the three elementary grids fluctuate appreciably from the true pressures. Fortunately, because of the averaging effects of numerical integrations over the planform, the resultant generalized forces in such cases will still be sufficiently accurate, provided the recommended rules in Sections III and IV are followed.

In Ref. 1 the primary interest was centered on the applicability of the so-called aerodynamic pressure influence coefficients (abbreviated from here on as PIC), because this type of influence coefficient appeared to be the most straightforward in applications. After completion of the research reported in Ref. 1, it was found that to determine generalized forces a better approach would be to make use of the velocity potential influence coefficient (abbreviated from here on as VIC). In all the applications made up to date, the VIC-method has proven itself to be superior to the PIC-method, and has indicated the
following two important advantages:

1. The VIC-tabulation would require less than half the machine operations than those for the PIC.

2. For planforms with subsonic edges, and for a given accuracy, fewer boxes are needed with the VIC-method.

Because of the importance of this new approach, it is reported here in advance, pending the completion of detailed investigations on the VIC-method. Further applications of this method will be undertaken and reported on in the future. Although the rules stated in Sections III and IV are based primarily on the findings about the PIC-approach, they are still valid with minor modifications when employed in connection with the VIC.

Inasmuch as the so-called Mach box grid system offers advantages in many respects, especially for planforms with subsonic edges at \( M < \sqrt{2} \), the emphasis has been placed on the use of this system. Rules have been devised to assure satisfactory results, with the maximum generality and simplicity, whenever possible. Additional rules and techniques are also presented to meet the requirements of specific planforms and edge configurations. For instance, a method is presented in Section IV to account for the effect of the singular downwash at side edges on the airloads. Such refinements, which improve markedly the accuracies of the final results (Ref. 1), have been recommended for use whenever they are needed and can be incorporated conveniently.

Although not specifically stated, some of these rules are applicable to the square grid system, for which tables of the PIC's are already available (Ref. 2).

At relatively high Mach numbers, say \( M > 2.5 \), the recently developed "piston theory" is promising for many types of planforms. Preliminary investigations (Refs. 3,4) have indicated that, at these Mach numbers, airloads on two-dimensional or purely supersonic airfoils with small to moderate sweep can be predicted satisfactorily. An extension to the three-dimensional case seems feasible. The accuracy of such predictions improves as the Mach number is increased. In view of the simplicity of this theory, its use, whenever applicable, is preferred for this high Mach number range.

In Appendix D, a simple flutter problem is formulated to illustrate the various steps in applying either of the two types of influence coefficients. If the flutter problem is to be solved by means of a high-speed digital computer, two alternative ways can be followed in feeding the aerodynamic influence
coefficients into the machine: (1) to store the required table of influence coefficients which have already been calculated elsewhere, or (2) to store the sub-routines which generate the influence coefficients whenever they are called for. The final choice as to which process should be employed depends mainly on the storage capacity and the speed of the computer, and the ease of programming.

This report is intended primarily to supply working rules in the use of the Mach grid system for aeroelasticians interested in solving practical flutter problems. No effort has been made here to substantiate these rules, since they have been extensively discussed in Ref. 1. It should be emphasized here that these rules were arrived at by experience on a limited number of representative trial cases, with due consideration being given to compromises between desired accuracy and practicability of the method. Therefore, these rules do not guarantee a given accuracy, and their use does not necessarily result in a uniform accuracy for all types of planforms. They are expected, however, to yield acceptable calculated airloads for flutter analyses.

With the VIC-method, which is concluded to be the better approach, it is felt that it is now unnecessary to tabulate aerodynamic influence coefficients. Using one of the tables in this report (page 45), the procedure for obtaining the VIC's according to the approximate expressions is quite straightforward. Engineers using the present method can have these tabulated in a very short time for any Mach number and reduced frequency. Most flutter calculations will be carried out on high-speed digital computing machines, on which very simple subprograms can be devised for instantaneous generations of the coefficients as needed.

Under an extension of the subject contract, the following investigations are contemplated:

(1) The possibility of using a subdivision technique for partial boxes at the leading and trailing edges.

(2) A simplified procedure for handling the downwash singularity near subsonic leading and side edges. It appears that, with certain assumptions, it is feasible to formulate a general refinement of this type for subsonic leading and side edges.

(3) Applications of these methods to wings of various planforms (straight tapered, delta and swept), for which experimental data are available.
SECTION II
SUMMARY OF THE RELATIVE MERITS OF THE
THREE BASIC GRID SYSTEMS

In a preceding report (Ref. 1), several numerical techniques for the calculation of airloads on oscillating wings in supersonic flow were studied, all of which have their origin in a suggestion by Pines (Ref. 5). Briefly, this approach starts with the definition of the aerodynamic influence coefficient, according to which the pressure (or the velocity potential) at any point \((x, y)\) on the planform is related to the values of the vertical velocity ("downwash") on elementary areas ("boxes") located in the region bounded by the forward Mach lines emanating from \((x, y)\). With certain specific exceptions, such as the downwash singularity just off a side edge, each aerodynamic influence coefficient represents the pressure (or the velocity potential) induced at \((x, y)\) by a constant unit downwash over a particular elementary area, with zero downwash over all other such areas. In view of the linearity of the theory, the total pressure (or the total velocity potential) at \((x, y)\) is approximately equal to the sum of the influence coefficients for all boxes affecting that point, each one weighted with an appropriately averaged downwash for its box. When the quantity of interest at \((x, y)\) is the pressure, one uses the pressure influence coefficients (PIC). When this quantity is the velocity potential \((\psi)\) one must employ the velocity potential influence coefficient (VIC).

Three basic shapes of elementary areas were investigated in connection with the PIC-method, with the objective of determining the overall practicability of each in numerical applications.

1. The square box (the shape originally proposed by Pines);

2. The Mach box, which is a rectangle with its diagonals parallel to the Mach lines;

3. The characteristic box, which is a rhombus bounded by four Mach lines.

These alternative schemes were applied to simple trial cases for which analytic solutions are known. In so doing, several relevant points were established regarding the suitability of...
each of the grid systems. Advantages and disadvantages associated with each one were recognized.

Before attempting to apply the influence coefficient methods to particular problems, it is desirable to understand clearly the relative merits of each box shape, so as to make a judicious choice. For this purpose a summary of the conclusions reached according to the investigations for the pressure influence coefficients (Ref. 1) is now presented. In general, the conclusions reached there are expected to apply for the VIC-method as well.

II.1 The Square Box

Advantages:

1. Tabulations of the pressure influence coefficients are already available for a 20 x 20 grid system (Ref. 2). The number of boxes that can usually be taken in the chordwise direction (20) is large enough for most purposes. These boxes may nearly always be used satisfactorily for purely supersonic planforms (e.g., the wide delta). They may also be used for planforms with subsonic edges when $M > \sqrt{2}$.

2. The grid system, and therefore the pressure (or velocity potential) and downwash control points, remain fixed when the Mach number is varied. This is a desirable feature since it facilitates the necessary numerical integrations for the generalized forces.

Disadvantages:

1. This system cannot be used for planforms having subsonic edges when $M < \sqrt{2}$.

2. On the basis of trial examples with the VIC, this method is very likely to supersede entirely the original PIC-method. The computational work of tabulating the VIC's according to exact or approximate expressions far exceeds that for the other two types of boxes.

3. The effect of the downwash singularity near a side edge cannot be easily incorporated, when this refinement is needed.

4. If exact expressions (as far as the frequency is concerned) for the influence coefficients are used instead of the approximate ones given by Pines (Ref. 6), fewer boxes may be sufficient in some instances.
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Tabulations using these exact expressions are much more complicated, however, than the corresponding ones for the Mach box (see Appendix A).

5. Unless one tabulates the contributions due to "half square boxes," the condition of zero pressure (or equivalently zero velocity potential) cannot be satisfied on a streamwise side edge, with the result that lift and moment distributions cannot be made to vanish identically at such an edge.

6. The centers of boxes do not fall on the Mach line which separates the purely supersonic and the mixed regions near a side edge. A refined chordwise integration technique for calculation of generalized forces (with the PIC-method), as illustrated in Appendix C, therefore cannot be used.

II.2 The Mach Box

Advantages:

1. This system can be used conveniently and with satisfactory accuracy for planforms having subsonic edges and for all supersonic Mach numbers, \( M > 1.2 \).

2. The singularity in downwash at a side edge may be accounted for.

3. Tables based on Watkin's exact expressions for the influence coefficients (PIC or VIC) are rather simple to compute (See Appendix A).

4. Pressures are obtained on the Mach line which separates the purely supersonic and the mixed regions near a side edge. This is desirable if the integration technique of Appendix C is needed (for the PIC-method).

Disadvantages:

1. Unless one tabulates the contributions due to "half Mach boxes," the condition of zero pressure (or zero velocity potential) cannot be satisfied on a side edge, with the result that lift and moment distributions cannot be made to vanish identically at such an edge.

2. The control point locations vary when the Mach number is changed, and hence the downwashes must be recalculated for each Mach number. However, this task is
relatively easy using interpolation or equivalent procedures derived in Appendix B. The numerical integration formulas for the generalized forces must be devised for each Mach number; again, this is relatively simple and constitutes only a very small percentage of the total computational effort.

3. For large Mach numbers, say $M \geq 2.5$, many spanwise boxes must be taken to ensure a sufficient number in the chordwise direction. However, at these high Mach numbers, almost all of the present planforms will have supersonic edges, and the number of chordwise boxes need not be too large. Also, for $M \geq 2.5$, it is recommended that the much simpler "piston theory" (Refs. 3,4) be used whenever applicable.

II.3 The Characteristic Box

Advantages:

1. This system can be used for planforms having subsonic edges and for all supersonic Mach numbers, ($M \geq 1.2$).

2. The singularity in downwash at a side edge may be accounted for.

3. Tabulations (PIC or VIC) are not expected to be too difficult, although they will be more laborious than those for Mach boxes.

4. The condition of zero pressure (or zero velocity potential) can be satisfied at discrete points on a side edge.

5. Pressures are obtained on the Mach line separating the purely supersonic and the mixed regions near a side edge (PIC-method).

Disadvantages:

1. The control point locations vary when the Mach number is changed. (This is a minor objection as stated in connection with the Mach box.)

2. As in the case of the Mach box, for $M \geq 2.5$ many spanwise boxes must be taken to ensure a sufficient number of boxes in the chordwise direction.
3. Although at first glance this box system might appear quite versatile for swept leading edges, experience has shown that (except for a leading edge exactly parallel to a Mach line) it yields poorer results than when the leading edge is represented by a jagged boundary composed of lines perpendicular and parallel to the flow. To represent the leading edge in the latter fashion, when characteristic boxes are being employed, tables must be calculated of aerodynamic influence coefficients for "half-rhombic" or triangular boxes. Furthermore, experience indicates that when a wing has a streamwise side edge or a swept leading edge and the downwash varies appreciably in the chordwise direction, it is desirable to have influence coefficients tabulated for "quarter-rhombic" boxes. These requirements increase the total number of entries in the tables by a factor of four, which is a serious drawback relative to the other two-box methods. These problems are discussed in detail in Ref. 1.

It should be noted that some of the above advantages and disadvantages are based on the condition of keeping to a minimum the computational labor to determine satisfactorily the generalized forces; (this implies keeping the number of boxes on the planform to a minimum). If many more than the required number of boxes are taken, some of the refinements, such as the inclusion of the effect of side-edge downwash singularity or the use of the more elaborate integration techniques of Appendix C, may become unnecessary. Therefore, for these cases, some of the advantages and disadvantages mentioned above may become insignificant.

From experience to date, it appears that the Mach box system rates most favorably for the majority of practical applications. Accordingly it is recommended as the basis for future tabulations of supersonic aerodynamic influence coefficients.
SECTION III
RULES FOR APPLICATION OF THE MACH BOX SYSTEM TO
PLANFORMS OF PRACTICAL INTEREST

In order to carry out flutter analyses efficiently using
the Mach box scheme, certain working rules, which are given be-
low for specific planforms and edge conditions, must be followed.
It is possible to enunciate more general rules which apply for
all combinations of planform and Mach number. The latter set
would allow the analyst less freedom of choice in a particular
case, however, since it would overlook some of the possible sim-
plifications and refinements.

Planforms of current interest may be classified into three
categories: the straight tapered, the sweepback tapered, and
the triangular. As the Mach number is varied, each of these
planforms may exhibit supersonic or subsonic edges, the former
being characterized by a sweep angle less than that of a Mach
line, and conversely. For different ranges of Mach number, it
is necessary to follow different sets of rules.

Although these rules are based on the experience gained by
carrying out examples using the PIC's (Ref. 1), a few trial cal-
culations on some of these examples with the use of the VIC's
have indicated that most of the rules still apply, with increasing
resultant accuracies for planforms with subsonic edges.
These rules should therefore be adopted for both methods, unless
specifically stated otherwise.

III.1 Purely Supersonic Planforms

The following rules apply for purely supersonic planforms
(planforms with no subsonic leading or trailing edges and no
side edges; e.g., the wide delta).

Rules:

1. The dimensions of the elementary areas to be distribu-
ted over the planform are found from the condition that,
for the highest Mach number to be considered in the analy-
sis, a minimum of eight boxes chordwise along the root
chord is recommended. When possible, the spanwise dimen-
sion of the boxes should be kept constant, because then the
spanwise locations of the control points do not vary, and
the overall width of the grid of boxes bears a fixed
relation to wingspan. As the Mach number is decreased, the resulting reduction of the chordwise box dimension \( \delta_i \) causes only a moderate variation of the reduced frequency

\[
\bar{\delta}_i = \left( \frac{\omega b_i}{U} \right) \left( \frac{M^2}{\beta^2} \right)
\]

for a given frequency of oscillation \( \omega \). However, if the range between the maximum Mach number, \( M_{\text{max}} \), and the Mach number when any of the edges becomes sonic, \( M_{\text{son}} \), is large, the number of chordwise boxes may become quite high. If eight boxes are taken for \( M_{\text{max}} \), then for \( M_{\text{son}} \) there will be

\[
8 \sqrt{M_{\text{max}}^2 - 1} \sqrt{M_{\text{son}}^2 - 1} \text{ boxes.}
\]

If this number becomes impractical on account of limitations of tabulations or the capacity of the computing machine, a reduction of the number of spanwise boxes is recommended at the lower Mach numbers. In any case, no less than eight boxes along the root chord should be employed. For most of these types of planform the application of this rule will also ensure a sufficient number of spanwise boxes.

2. The number of chordwise boxes is further governed by two factors: the accuracy of the tabulations and the most sinuous assumed mode shape.

a. If approximate formulas for the influence coefficients (Appendix A) are used, the number of chordwise boxes must be chosen such that

\[
\bar{\delta}_i = \frac{\omega b_i}{U} \frac{M^2}{\beta^2} \leq 0.3 \quad \text{Eq. (3.1)}
\]

b. In the evaluation of the generalized forces, associated with the assumed mode type of flutter analysis, the mode which is the most sinuous in the chordwise direction will determine the maximum tolerable box size. A minimum of six boxes per "half wave length" of this mode shape should be used.

3. After the box size is determined by conditions 1 and 2, a grid system can be constructed. Although no specific rule for proper positioning of this grid system on the planform can be given for all cases, the example shown in Fig. III.1 will serve as a guide. The leading edge of the actual planform will be replaced by a jagged line. Therefore, the
chordwise positioning of the box system with respect to the leading edge must be such that the leading edge area of the planform left out by the grid system is approximately equal to the area outside the planform taken in by the grid. Since the trailing edge is supersonic, no particular relationship between that line and the box centers adjacent to it need be imposed.

![Diagram](image)

Fig. III.1 Positioning of the Mach Box Grid System on a Purely Supersonic Planform

According to Rule 3, the actual planform is replaced by an approximate one composed of boxes with centers on the planform. Near the trailing edge, all boxes partially on the planform, regardless of the locations of their centers, are to be included. Two types of such partial boxes appear. Referring to Fig. III.1, box 1 has its center on the planform, while box 2 has its center behind the trailing edge. For box 3, the pressures (or the velocity potential $\Delta \varphi$) and the associated weighting factors for the generalized forces (Appendix C) can be computed like
those for any other complete box. For box $\xi$, the pressures (or $\Delta \psi$) and the weighting factors should be assumed equal to the corresponding ones for the adjacent upstream box $\eta$. For each partial box, its contribution to the generalized force must be multiplied by the ratio of its area on the planform to its total area. In addition, when dealing with the VIC-method, it is necessary to determine $\Delta \psi$ at points on the trailing edge. This is accomplished by extrapolation. For instance, the $\Delta \psi$ at point $\zeta$ is found by linear extrapolation using the values at the centers of boxes $\alpha$ and $\beta$; the $\Delta \psi$ at point $\eta$ is found by linear extrapolation using the value of zero for point $\zeta$ and the calculated value for the center of box $\epsilon$.

5. With the pattern of boxes over the planform completely established, the (complex) downwash amplitude at the center of each box is found from the mode shape of simple harmonic motion. Appendix B discusses this operation. With the downwash amplitude at the center of each box known, the (complex) amplitude of pressure difference or of the velocity potential difference between the upper and lower surfaces of the wing

\[
\left( \frac{\rho}{\Delta \rho} \right) = \frac{k}{\Delta k} \quad \Delta \psi = \Delta \psi - \Delta \psi
\]

can be computed at each control point from either Eq. (A.6) or Eq. (A.7) of Appendix A.

6. The rectangular integration rule is to be applied for generalized force integrations. The pressures or $\Delta \psi$'s and the weighting factors are assumed to be constant over each box. The generalized force can be computed from Eq. (C.10) or Eq. (C.14) of Appendix C, or from equivalent formulas.

III.2 Planforms with Supersonic Leading and Trailing Edges and with Side Edges Parallel to the Flight Direction

Associated with any subsonic edge, such as a side edge, there are two special regions to be considered. These are the so-called "mixed region," which is the portion of the planform influenced by the subsonic edge and the so-called "diaphragm region" off the planform where disturbances exist. The condition of zero pressure difference must be imposed over the diaphragm region. Near a side edge parallel to the flow, this condition is identical with the requirement that the difference in the velocity potential be zero at all points of the diaphragm. From either of these conditions, the unknown downwash on this region can be calculated. Furthermore, it is known that the downwash distribution has a square-root singularity as the subsonic edge is approached from the diaphragm region. Two
alternatives in calculating the effect of this diaphragm region on the mixed region may be followed:

Alternative 1: If the unknown downwash over each diaphragm box is assumed constant, the downwash over such boxes may be computed by satisfying the condition of zero pressure (or zero $\Delta p$) at the centers. Once these downwashes are determined, the diaphragm boxes may then be treated like any other box on the planform. As a general rule, this is satisfactory when there is a minimum of ten boxes along the side edge. It should be pointed out that with ten boxes and the VIC-method, one obtains better accuracy than with the same number of boxes and the PIC-method, so that this minimum may be lowered somewhat when the former is employed.

Alternative 2: When fewer than this minimum are employed along the side, the assumption of constant downwash over each diaphragm box adjacent to the side edge is not adequate unless the mixed region is small compared to the plan area and contributes a small portion to the generalized force. In most practical cases, however, the loadings near the side edge will be quite large since the maximum deflections during flutter occur near the tip. Then one must incorporate the effect of the downwash singularity. This procedure is illustrated in Section IV.

Rules: The rules given for purely supersonic planforms apply in general also to this class of planforms. These are supplemented by the following additional rules:

1. The approximate box size dictated by the conditions of Section III.1 should be adjusted so that there will result an integral number of boxes across the span.

2. Referring to Fig. III.2, the actual side edge $ab$ is replaced by $a'b'$. Consequently, the actual mixed region $abc$ must be replaced by $a'b'c'$.

3. The diaphragm region $ba'd$ is to be represented by complete boxes if the downwashes over such boxes are assumed constant. Its leading edge is no longer a Mach line but the jagged line formed by the boundaries of the foremost boxes.

4. The pressures or the velocity potentials over the mixed region $a'b'c'$ are to be found according to Section IV.
5. If few chordwise boxes are employed near the side edge, the integration technique of Appendix C is to be used when computing generalized forces, in place of the simple rectangular rule. This refinement is necessary only with the PIC-method.

III.3 Planform with Subsonic Leading and Supersonic Trailing Edges

When a planform with subsonic leading edges is considered, two serious difficulties arise. First, the replacement of the leading edge by a jagged line causes large fluctuations of the pressure or of the velocity potential about their true values over each box. Secondly, in the diaphragm region ahead of the leading edge, there exists a singular downwash distribution similar to that near a side edge. Unlike the side edge case, this effect cannot be incorporated successfully in the theory. Both of these difficulties dictate the use of a large number of boxes.
Rules:

1. A minimum of twelve boxes along the mid-span chord is required.

2. Rules 2, 3, 4 of Section III.1 apply. Figure III.3 is furnished as an example of how a typical planform might be overlaid with Mach boxes.

3. If side edges exist, the approximate box size dictated by previous conditions should be adjusted so that there will result an integral number of boxes across the span. Again the spanwise dimension should be kept constant as the Mach number is varied. At the lowest Mach numbers more than twelve chordwise boxes will then be present, and this is desirable because the leading edge becomes "more subsonic."

4. The diaphragm region is comprised of complete boxes in the disturbed region off the planform, as shown in Fig. III.3.

5. With the pattern of boxes over the planform completely established, the (complex) downwash amplitude at the center of each box on the planform is found from the mode shape of simple harmonic motion (Appendix B).

6. With the downwash amplitude at the center of each box on the planform known, the constant downwash amplitude over each box in the diaphragm region is determined from the condition of zero pressure (or zero $\Delta \varphi$) at the centers of diaphragm boxes, according to Section IV.1.

7. With the downwash amplitudes at the centers of all boxes known, the (complex) amplitude of pressure difference (or $\Delta \varphi$) between the upper and lower surfaces can be computed at each control point on the planform from Eq. (A.6) or Eq. (A.8) of Appendix A.

8. The potentials at trailing edge points are found by extrapolation as in rule 4, Section III.1.

9. The rectangular rule is to be applied for generalized force integration, the pressures (or $\Delta \varphi$) and the weighting factors being assumed constant over each box. The generalized forces can be computed from Eq. (C.10) or Eq. (C.14) of Appendix C.
Fig. III.3 Positioning of the Mach Box Grid System on a Planform with Subsonic Leading Edges and Side Edges
The foregoing rules were arrived at originally in connection with the PIC-method (Ref. 1). They were stated after giving due consideration to the following factors: (1) accuracy for the generalized forces, (2) the amount of computational labor. Needless to say, higher accuracy requires a larger amount of work. Therefore, for the final decision a compromise had to be made, i.e., one had to determine the point beyond which the improvement in accuracy is not sufficient to warrant the associated increases in the computations.

With the same number of boxes, experience has indicated that the VIC-method yields significantly better accuracy than the PIC-method. In view of this, one would think of reducing the minimum number of boxes set forth in Rule 1 from twelve to, say, eight. However, it is regarded as preferable to keep the minimum number of twelve for the following reason. For this class of planforms, the accuracies attainable for the generalized forces are, in general, poorer than those for purely supersonic planforms when the above rules are employed. By keeping the minimum number of boxes at twelve with the VIC-method, the computational precision is brought more in line with that for purely supersonic planforms.

III.4 Planforms with Supersonic or Subsonic Leading Edges and Subsonic Trailing Edges

For planforms with subsonic trailing edges, the rules stated previously in Section III.3 apply in general with the following modifications to account for the diaphragm region behind the trailing edges (see Fig. III.4).

Rules:

1. If the leading edge is supersonic, a minimum of twelve boxes along the midspan chord is to be used; if subsonic, sixteen boxes.

2. The diaphragm region behind the trailing edge must be composed of complete boxes only. Consequently the trailing edge is replaced by a jagged line (see Fig. III.4) and in this case partial boxes are not allowed.

3. For diaphragm regions associated with a subsonic leading edge or a side edge parallel to the flow, the condition of \( \Delta \varphi = 0 \) is equivalent to the condition of zero pressure difference. For the diaphragm boxes behind a subsonic trailing edge, the equivalence of these two alternative conditions is no longer true. Rather than setting \( \Delta \varphi = 0 \) for such diaphragm boxes, one must proceed in the following manner to satisfy the true boundary condition of \( \Delta \beta = 0 \).
Consider the center of box $a$. The value of $\Delta \varphi$ at this point should be taken to be

$$
(\Delta \varphi)_a = (\Delta \varphi)_c e^{-i \gamma \left( \frac{x_a - x_c}{\sigma} \right)}
$$

Eq. (3.2)

where $(\Delta \varphi)_c$ is the potential difference at the upstream trailing edge point $c$ and $(x_a - x_c)$ represents the distance between the center of box $a$ and point $c$.

*It should be noted that $(\Delta \varphi)_c$ must be computed for the generalized force calculations (Appendix C), so that this necessary step does not add much to the complexity of the problem.*
SECTION IV
DETERMINATION OF DOWNWASH DISTRIBUTION ON THE
DIAPHRAGM REGION AND ITS EFFECT ON
THE AIRLOAD DISTRIBUTION

Associated with any subsonic edge, there exists a disturbed
region off the planform which influences the pressure distribu-
tion on the planform. Following Evvard's concept (Ref. 7), a
thin impermeable diaphragm may be introduced in this region.
This diaphragm is assumed to coincide with a stream sheet, and
therefore it will not alter the flow. It can sustain no pres-
sure difference at any point between its top and bottom sur-
faces. The latter condition allows the determination of the
unknown vertical velocity (downwash) distribution on the dia-
phragm. The combination of the planform and the diaphragm forms
a new surface which is purely supersonic and for which the down-
wash is known everywhere. The pressures (or the velocity poten-
tials) may then be determined as for any other purely supersonic
surface.

The illustrative examples shown below are carried out with
the PIC-method. The VIC-method follows an identical procedure
with these exceptions:

(1) One must employ the VIC's \( \dot{F}_{\bar{v}, \bar{w}} = \dot{R}_{\bar{v}, \bar{w}} + i \dot{J}_{\bar{v}, \bar{w}} \) instead
of the PIC's \( C_{\bar{v}, \bar{w}} = \dot{R}_{\bar{v}, \bar{w}} + i \dot{J}_{\bar{v}, \bar{w}} \). Both of these
quantities are defined in Appendix A.

(2) For diaphragm regions near a subsonic leading edge or
a side edge parallel to the flow, one must impose the
boundary condition of \( \Delta \gamma = 0 \) at the centers of the
boxes rather than \( \Delta \gamma = 0 \).

(3) For the diaphragm behind a subsonic trailing edge, the
tru boundary condition of \( \Delta \gamma = 0 \) dictates the use of
the relation \( \kappa, \gamma \) being behind the trailing edge

\[
\Delta \gamma(x, y) = \Delta \gamma(x, y) e^{-i \kappa (\frac{x-x_c}{2})}; \quad \text{Eq. (4.1)}
\]
this expression is derived from the equation relating the pressure to the velocity potential

$$\Delta p = \frac{8U}{\pi} \left\{ \frac{\partial^2 \psi}{\partial y^2} + \frac{\partial^2 \psi}{\partial x^2} \right\}$$

Eq. (4.2)

and the condition that $\Delta p = 0$ behind the trailing edge.

IV.1 Determination of the Downwash Distribution on the Diaphragm Region

If the downwash over each diaphragm box is assumed constant the diaphragm region should be represented by those complete boxes of the grid system having their centers inside this region. Imposing the appropriate boundary condition at the centers of these boxes, the downwash distribution can be determined by "sequential solution" of the resultant equations. As an example, consider the rectangular wing shown in Fig. IV.1. For this case, the diaphragm boxes are $(2,2)$, $(3,2)$, $(4,2)$ and $(3,1)$.

![Diagram showing diaphragm boxes and grid system]

Fig. IV.1 Illustrative Example for the Treatment of the Side Edge

One has the following equations:
\[ \begin{align*}
\bar{P}_{0,2} &= 0; \quad \bar{w}_{0,2} C_{0,0} + \bar{w}_{2,2} C_{2,0} = 0 \\
\bar{P}_{1,1} &= 0; \quad \bar{w}_{1,1} C_{0,0} + \bar{w}_{2,1} C_{2,0} + \bar{w}_{2,2} C_{2,2} = 0 \\
\bar{P}_{2,2} &= 0; \quad \bar{w}_{2,2} C_{0,0} + \bar{w}_{3,3} C_{3,0} + \bar{w}_{3,2} C_{3,2} + \bar{w}_{3,3} C_{3,3} = 0 \\
\bar{P}_{3,3} &= 0; \quad \bar{w}_{3,3} C_{0,0} + \bar{w}_{4,3} C_{4,0} + \bar{w}_{4,2} C_{4,2} + \bar{w}_{4,3} C_{4,3} = 0 \\
+ \bar{w}_{3,3} C_{3,0} + \bar{w}_{3,2} C_{3,2} + \bar{w}_{3,3} C_{3,3} = 0
\end{align*} \]

Eqs. (4.3a-d)

It is noted that in each equation, there is only one unknown, provided all the preceding equations have been solved. This allows a simple sequential calculation and avoids the necessity of solving a simultaneous system. If a matrix formulation is used as in Ref. 8, there follows

\[
\begin{bmatrix}
C_{0,0} & 0 & 0 & 0 & 0 \\
C_{0,0} & C_{1,0} & 0 & 0 & 0 \\
C_{1,1} & C_{2,0} & 0 & 0 & 0 \\
C_{2,1} & C_{3,0} & C_{1,2} & C_{2,3} & C_{3,3} \\
C_{3,1} & C_{2,1} & C_{3,2} & C_{1,3} & C_{2,3} & C_{3,3}
\end{bmatrix}
\begin{bmatrix}
\bar{w}_{0,3} \\
\bar{w}_{1,3} \\
\bar{w}_{2,3} \\
\bar{w}_{3,3} \\
\bar{w}_{4,3}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

or equivalently,

\[
\begin{bmatrix}
\bar{w}_{0,2} \\
\bar{w}_{1,1} \\
\bar{w}_{2,2} \\
\bar{w}_{3,2} \\
\bar{w}_{4,1}
\end{bmatrix}
= -
\begin{bmatrix}
C_{0,0} & 0 & 0 & 0 & 0 \\
C_{1,0} & C_{0,0} & 0 & 0 & 0 \\
C_{2,0} & C_{1,0} & C_{2,0} & 0 & 0 \\
C_{3,0} & C_{2,0} & C_{3,0} & C_{2,2} & 0 \\
C_{4,0} & C_{3,0} & C_{4,0} & C_{3,2} & C_{4,2} & C_{3,3}
\end{bmatrix}
\begin{bmatrix}
\bar{w}_{0,3} \\
\bar{w}_{1,3} \\
\bar{w}_{2,3} \\
\bar{w}_{3,3} \\
\bar{w}_{4,3}
\end{bmatrix}
\]

Eq. (4.4)

Eq. (4.5)
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It is known from steady-state solutions that the downwash at the side edge, when approached from the diaphragm region, exhibits a square-root singularity and vanishes at the foremost Mach line. The assumption of constant downwash over each box of the diaphragm therefore introduces errors in the pressures over planform boxes near the side edge. If a large number of boxes is used, these discrepancies are confined to a small region near the tip, and the resultant accuracy for the total generalized forces is satisfactory. The process just described is the one suggested by Alternative 1, Section III.2.

To improve the airload estimation, especially when a small number of chordwise boxes is taken along the side edge, the effect of the singularity can be accounted for more accurately in the following manner.

Referring to Fig. IV.2, in Cartesian coordinates, the receiving point is \((x, y)\) while \(\xi, \eta\) are running variables representing the influencing point. A characteristic coordinate system \(r, s\) with origin at \((x, y)\) is defined such that the axes \(r\) and \(s\) are, respectively, the right and left forward Mach lines emanating from \((x, y)\). The new coordinates \(r\) and \(s\) are related to \(x, y, \xi\) and \(\eta\) through the equations

\[
\begin{align*}
    r &= \frac{M}{2\beta} \left[ (x-\xi) - \beta(y-\eta) \right] \\
    s &= \frac{M}{2\beta} \left[ (x-\xi) + \beta(y-\eta) \right]
\end{align*}
\]

Eqs. (4.6a-b)

If the receiving point is on the side edge, i.e., \(y=0\), one may assume a downwash amplitude distribution

\[
\bar{\omega}(r,s) = \frac{\bar{\omega}_0}{\sqrt{d}} \frac{r_i - r}{\sqrt{r_i - s}}
\]

Eq. (4.7)

which exhibits the proper behavior at the side edge \((r=s\) or \(y=0\)) and vanishes on the foremost Mach line \(r=r_i\). Here \(d\) is a typical length and \(\bar{\omega}_0\) is the "strength" of the downwash. For convenience, \(d\) will be taken as half the diagonal length of a Mach box.

It is more convenient to locate the origin of the coordinate system at the point for which the pressure or potential difference is to be determined. By coordinate transformation one obtains (see Figs. IV.3a-b)
Fig. IV.2 Characteristic Coordinate System

\[ \bar{w}(r,s) = \frac{w_0}{\sqrt{a}} \frac{r-r}{\sqrt{r+s}} \]

Eq. (4.8)

when the origin is on the diaphragm region, and

\[ \bar{w}(r,s) = \frac{w_0}{\sqrt{a}} \frac{r-r}{\sqrt{r-r_0-s}} \]

Eq. (4.9)

when the origin is on the planform.

It may be shown that for steady flow the pressure coefficients associated with these two cases are
Fig. IV. 3 Singular Downwash Distribution Near a Side Edge
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\[
C^{(s)} = \frac{\kappa_2 - \lambda_1}{\left(\frac{\sqrt{\kappa_2 \lambda_1}}{\kappa_1}\right)} = -\sqrt{\frac{r}{d}} \equiv C_a \quad \text{for Fig. IV.3a}
\]

\[
= -\sqrt{\frac{r}{d}} + \sqrt{\kappa_1} \equiv C_\phi \quad \text{for Fig. IV.3f}
\]

Eqs. (4.10a-b)

Similarly, for the velocity potential coefficients, one has

\[
\Phi^{(s)} = \frac{\varphi_1 - \varphi_2}{\left(\frac{\sqrt{\kappa_2 \lambda_1}}{\kappa_1}\right)} = -\frac{4}{3} \left(\frac{r}{d}\right)^{3/2} \equiv \Phi_a \quad \text{for Fig. IV.3a}
\]

\[
= -\frac{4}{3} \left(\frac{r}{d}\right)^{3/2} + 2 \left(\frac{r}{d}\right)^{3/2} - \frac{2}{3} \left(\frac{r}{d}\right)^{3/2} \equiv \Phi_\phi \quad \text{for Fig. IV.3f}
\]

Eqs. (4.10c-d)

This refinement may be introduced in the Mach box scheme. To illustrate its application, consider the simple problem of a rectangular wing in steady flow at an angle of attack \( \alpha \). The downwash at all points on the planform is \( \psi \). Referring to Fig. IV.4, assume the following downwash distributions:

1. Singular distribution of strength \( \psi_1 \) over the region \( eac \).
2. Additional singular distributions of strength \( \psi_2, \psi_3, \psi_4 \) over the regions \( eaf, ehj, elk \), respectively.
3. Constant downwashes of strength \( \psi_5 \) and \( \psi_6 \) over boxes \( e, f \) and \( e, h \), respectively.
Satisfying the conditions of zero pressure at the centers of diaphragm boxes, one has

\[ p_{2,2} = 0; \quad C_{u_1} (Uu) + C_{a}^{(s)} \left( \frac{n}{d} = 1 \right) \omega_{51} = 0 \]

\[ p_{3,1} = 0; \quad C_{u_2} (Uu) + C_{a}^{(s)} \left( \frac{n}{d} = 1 \right) \omega_{51} + C_{u_0} \omega_{31} = 0 \]

\[ p_{3,2} = 0; \quad C_{u_2} (Uu) + C_{u_1} (Uu) + C_{u_2} (Uu) + C_{a}^{(s)} \left( \frac{n}{d} = 2 \right) \omega_{61} + C_{a}^{(s)} \left( \frac{n}{d} = 1 \right) \omega_{52} = 0 \]

As in the previous example [Eqs. (4.5)], a sequential solution or a matrix solution of the above set of equations yields the desired downwashes on the diaphragm.
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IV.2 Determination of the Pressure or Velocity Potential Distributions on the Planform

Once the downwash distribution in the diaphragm region is determined according to the previous section, the pressure or the velocity potential differences at the control points of the planform are next obtained. If the downwash over each box is assumed constant, the procedure is identical with Appendix A [Eq. (A.6) or Eq. (A.8)], where only the pressure coefficients \( C_{v,x} \) or the potential coefficients \( \Phi_{v,x} \) associated with unit constant downwashes are involved. When the singularity in downwash is to be accounted for, the method is similar but additional tabulations for the coefficients \( C_{a}^{(b)} \), \( C_{v}^{(b)} \) (or \( \Phi_{a}^{(b)} \) and \( \Phi_{v}^{(b)} \)) are necessary. For instance, the pressure at center of box \((4,4)\) is (Fig. IV.4)

\[
\beta_{v} = \frac{2\pi U}{\beta} \left[ \phi \left( C_{c0} + C_{c1} + C_{c2} + C_{c3} + C_{c4} + C_{c5} + C_{c6} + C_{c7} \right) \\
+ C_{c8} + C_{c9} + C_{c10} + C_{c11} + C_{c12} \right] \\
+ \omega C_{c}^{(b)} \left( \frac{R}{D} = 5, \frac{R}{D} = 3 \right) + \omega_{t} C_{c}^{(b)} \left( \frac{R}{D} = 4, \frac{R}{D} = 3 \right)
\]

Eq. (4.12)

IV.3 Aerodynamic Influence Coefficients Associated with Singular Downwash Distributions

The general expressions for the coefficients \( C_{a}^{(b)} \), \( C_{v}^{(b)} \), \( \Phi_{a}^{(b)} \) and \( \Phi_{v}^{(b)} \) are as follows:

\[
C_{a}^{(b)} = -8ie\frac{\beta^{2}}{M^{3}} \sqrt{\frac{r}{D}} \left\{ \overline{T}_{0}(\xi, \sigma) - \overline{T}_{1}(\xi, \sigma) \right\} - 2\sqrt{\frac{r}{D}} \overline{T}_{0}(\xi, \sigma) = \frac{\rho_{0} - \rho_{c}}{2\pi U \beta^{2}}
\]

\[
C_{v}^{(b)} = -8ie\frac{\beta^{2}}{M^{2}} \sqrt{\frac{r}{D}} \left\{ \overline{P}_{0}(\xi, \sigma) - \overline{P}_{1}(\xi, \sigma) \right\} - 2\sqrt{\frac{r}{D}} \overline{P}_{0}(\xi, \sigma) = \frac{\rho_{0} - \rho_{c}}{2\pi U \beta^{2}}
\]

Eqs. (4.13a-b)
\[ \Phi_a^{(s)} = -4 \left( \frac{\eta}{d} \right)^{3/2} \left\{ \tilde{I}_n(e, \sigma) - \tilde{I}_n^c(e, \sigma) \right\} = \frac{y_0 - y}{\left( \frac{4}{3} \frac{d}{\omega} \right)} \]

\[ \Phi_b^{(s)} = -4 \left( \frac{\eta}{d} \right)^{3/2} \left\{ \tilde{P}_n(e, \sigma) - \tilde{P}_n^c(e, \sigma) \right\} = \frac{y_0 - y}{\left( \frac{6}{3} \frac{d}{\omega} \right)} \]

where

\( \omega \)

is the circular frequency;

\( d \)

is a typical length taken to be half the diagonal length of the Mach box;

\( r_c, r, s \)

are lengths along the characteristic axes as shown in Fig. IV.3;

\[ \varepsilon = \frac{r}{k} \left( \frac{\omega M}{U \beta} \right) = \frac{1}{4} \left( \frac{r}{d} \right) \bar{\eta} \]

\[ \sigma = \frac{s_c}{r} \]

\[ \bar{\sigma} = \frac{r_c}{r} \]

and

\[ \tilde{I}_n(e, \sigma) = \frac{1}{4\pi r^{n+1}} \int_0^\infty \int_0^{\infty} \frac{r^n}{\sqrt{r+s-s}} \frac{1}{\sqrt{rs}} \exp \left( \frac{i \omega M}{U \beta} (r+s) \cos \left( \frac{2\omega}{U \beta} \sqrt{rs} \right) \right) ds \, dr \]

\[ \tilde{P}_n(e, \sigma) = \frac{1}{4\pi r^{n+1}} \int_0^\infty \int_0^{\infty} \frac{r^n}{\sqrt{r-r-s}} \frac{1}{\sqrt{rs}} \exp \left( -i \frac{\omega M}{U \beta} (r+s) \cos \left( \frac{2\omega}{U \beta} \sqrt{rs} \right) \right) ds \, dr \]

Eqs. (4.13c-d)

Eqs. (4.14a-b)
For the steady case, Eqs. (4.13a-d) reduce to the simple forms of Eqs. (4.10a-d). In general, however, the integrations for \( \mathcal{I}_n \) and \( \mathcal{P}_n \) must be carried out numerically. When computing \( \Phi^{(s)} \), one need not tabulate \( \mathcal{I}_o \) and \( \mathcal{I}_r \) (or \( \mathcal{P}_o \) and \( \mathcal{P}_r \) ) independently as in the case of \( C^{(s)} \). By suitable transformations of variables, the double integrals reduce to the single integrals

\[
\mathcal{I}_n (\varepsilon, \sigma) = e^{-i \varepsilon \sigma} \int_{\varepsilon} \int_{\varepsilon} e^{-3i \varepsilon z} \left\{ \frac{1}{2} \int_{0}^{\infty} \left[ \frac{4 \varepsilon}{z} \right] \left( \frac{4 \varepsilon}{z} \right) e^{[\varepsilon z + \sigma]} \right\} \left( \frac{4 \varepsilon}{z} \right) \left( \frac{4 \varepsilon}{z} \right) \right\} \right\} d^2 \varepsilon
\]

\[
\mathcal{P}_n (\varepsilon, \sigma) = e^{i \varepsilon \sigma} \int_{\varepsilon} \int_{\varepsilon} e^{-3i \varepsilon z} \left\{ \frac{1}{2} \int_{0}^{\infty} \left[ \frac{4 \varepsilon}{z} \right] \left( \frac{4 \varepsilon}{z} \right) e^{[\varepsilon z - \sigma]} \right\} \left( \frac{4 \varepsilon}{z} \right) \left( \frac{4 \varepsilon}{z} \right) \right\} \right\} d^2 \varepsilon
\]

where \( J_\rho \) is the Bessel function of the first kind of order \( \rho \).

The infinite series in the integrands are rapidly convergent for the ranges of Mach number and reduced frequency of interest, and only a few terms need be retained. It is worth noting that the integrands are functions of \( \varepsilon z \), \( \sigma \) is an integer or a fraction of integers and \( \frac{1}{2} \) is a fraction of integers and less than 1.

The numerical method suggested here is a modification of Gauss' quadrature. It can be proved that the integration formula
\[ \int_0^1 f(z^2) dz = \sum_{j=0}^{N-1} H_j f(z_j^2) \]  
\hspace{1cm} \text{Eq. (4.16)}

is exact if \( f(z^2) \) is a polynomial of degree \( 2N-1 \) or less in \( z^2 \), provided the \( z_j^2 \) are chosen properly. \( H_j \)'s are the weighting factors associated with this set of \( z_j^2 \) (see Ref. 1). For \( N = 5 \), one obtains

\[
\begin{align*}
Z_1^2 &= 0.022,163,567 & H_1 &= 0.295,524,215 \\
Z_2^2 &= 0.167,831,374 & H_2 &= 0.269,266,739 \\
Z_3^2 &= 0.461,597,344 & H_3 &= 0.219,086,398 \\
Z_4^2 &= 0.748,334,658 & H_4 &= 0.149,451,361 \\
Z_5^2 &= 0.948,498,910 & H_5 &= 0.064,671,338
\end{align*}
\]

Eqs. (4.17)

For low to moderate frequencies, the integrand of \( I_n \) can be satisfactorily represented by the polynomial

\[ f(z^2) = a_0 + a_1 z^2 + a_2 z^4 + \ldots + a_9 z^{18} \]

which passes through points \( z_1, \ldots, z_5 \); and the integration for \( I_n \) according to Eq. (4.16) will be adequate.

For \( I_n \), the situation is somewhat different since the range of integration varies with \( \sigma \). However, it has been found by some trial calculations that Eq. (4.16) can still be used with the following modification:

\[
\begin{align*}
P_n &= e^{i \sigma \sigma} \int_0^1 z^{2n} e^{-i \sigma z^2} \{ Q(z^2) \} dz \\
&= e^{i \sigma \sigma} \left[ \int_0^1 z^{2n} e^{-i \sigma z^2} Q(z^2) dz - \frac{i}{2} \sigma^{2n+1} \int_0^1 z^{2n} e^{-i \sigma z^2} dz \right]
\end{align*}
\hspace{1cm} \text{Eq. (4.18)}

where \( Q(z^2) \) is defined to be
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\[ Q(z^2) = \left\{ \frac{1}{2^2 \pi} \frac{\alpha}{M} \frac{1}{2\pi \sqrt{2\pi \sigma}} \sum_{m=1}^{\infty} \left( \frac{\alpha}{M} \frac{1}{2\pi \sqrt{2\pi \sigma}} \right) \sum_{m=1}^{\infty} \left( e^\left[ z^2 \sigma \right] \right) \right\} \]

when \( z^2 > \sigma \)

\[ = \frac{1}{2} \]

when \( z^2 \leq \sigma \)

By numerical integration, \( \bar{P}(\sigma^2) \) becomes:

\[ \bar{P}(\sigma^2) = e^{i\sigma^2} \sum_{j=1}^{N} H_j \left\{ \sum_{n=1}^{N} e^{3iz^2} \left( Q(z^2) - \frac{1}{2} \sigma^2 \right) e^{3iz^2} \left( e^{3iz^2} \right) \right\} \]

Eq. (4.19)

For higher frequencies, the integrand becomes sinuous and a higher-degree polynomial must be considered. Reference 1 discusses this situation, and outlines the steps in devising a nine-point integration (\( N = 9 \)) formula which must be used, especially for the \( \bar{P}(\sigma^2) \) coefficients, when the frequencies are relatively high.
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APPENDIX A
PRESSURE AND VELOCITY POTENTIAL CALCULATIONS

A.1 Pressure Influence Coefficients for Square Boxes

Although the present report concentrates on applications of
the Mach box scheme, influence coefficient formulas are listed
first for the square boxes, since extensive tables of these co-
efficients already exist. The pressure difference \( \Delta p_{n,m} \) at the
center of the receiving box \((n,m)\) due to a constant downwash
\( \bar{w}_{n,m} e^{i \omega t} \) at the sending box \((n',m')\) is (Fig. A.1).

\[
\Delta p_{n,m} = 2 \pi \rho U e^{i \omega \bar{w}_{n,m}} \left( \bar{R}_{n,m} + i \bar{I}_{n,m} \right)
\]

Eq. (A.1)

where \( \bar{w} = n - n' \), \( m = m' \), and \( \bar{R} + i \bar{I} \) is the associated
pressure influence coefficient. As depicted in the figure, the
integers \( n \) and \( m \) indicate that to reach the receiving box one
moves \( n \) boxes downstream and \( m \) boxes to the right from some
arbitrarily designated reference box \((0,0)\). Similarly \( \bar{w} \) and
\( \mu \) represent the number of steps downstream and to the right,
respectively, that one moves in going from the sending box to
the receiving box. In supersonic flow \( \bar{v} > 0 \) always.

The total pressure at the center of \((n,m)\) is therefore

\[
\Delta p_{n,m} = \sum_{n',m'} \Delta p_{n',m'} = 2 \pi \rho U e^{i \omega \bar{w}} \sum_{n',m'} \bar{w}_{n',m'} \left( \bar{R}_{n',m'} + i \bar{I}_{n',m'} \right)
\]

Eq. (A.2)

where the summation extends over all boxes \((n',m')\) that lie par-
tially or totally inside the forward Mach cone emanating from
the center of box \((n,m)\). These coefficients are tabulated in
Ref. 2. Only positive values of \( \mu \) need be considered since
by symmetry,

\[
\bar{R}_{n',m'} + i \bar{I}_{n',m'} = \bar{R}_{n,m} + i \bar{I}_{n,m}
\]

Eq. (A.3)

A slight error appears in Eq. (7a) of Ref. 2, and is carried
through in the tables. The correct expression should read
**Fig. A.1** Square Grid System

**Fig. A.2** Mach Grid System
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Furthermore, the accuracy of \( \bar{R}_o \) in the most extreme cases (i.e., large \( A \), at low Mach numbers) is no better than five units in the third decimal place. For these high frequencies and low Mach numbers, this is not serious, since it is known that the accuracies for the rows \( \bar{\nu} > 2 \) are much poorer.

### A.2 Aerodynamic Influence Coefficients for Mach Boxes

For Mach boxes, the pressure difference at the center of the receiving point \((n, m)\) due to a constant downwash \( \bar{w}_{nm} e^{i\omega t} \) at the sending box \((\nu, \mu)\) is defined as follows (Fig. A.2):

\[
\bar{p}_{nm}^{\nu_\mu} = \frac{2sU}{\beta} e^{i\omega t} \bar{w}_{nm}^{\nu_\mu} \left( \bar{R}_{\nu\mu} + i \bar{S}_{\nu\mu} \right)
\]

Eq. (A.5)

This definition is more convenient for tabulations, and for the steady case \( \bar{R}_{\nu\mu} \) is independent of Mach number. Accordingly, the total pressure at the center of \((n, m)\) is

\[
\bar{p}_{nm} = \sum_{\nu, \mu} \bar{p}_{nm}^{\nu_\mu} = \frac{2sU}{\beta} e^{i\omega t} \sum_{\nu, \mu} \bar{w}_{nm}^{\nu_\mu} \left( \bar{R}_{\nu\mu} + i \bar{S}_{\nu\mu} \right)
\]

Eq. (A.6)

The velocity potential difference at \((n, m)\) due to a constant downwash \( \bar{w}_{nm} e^{i\omega t} \) at the sending box is

\[
\Delta \varphi_{nm}^{\nu_\mu} = \frac{s}{\beta} e^{i\omega t} \bar{w}_{nm}^{\nu_\mu} \left( \bar{R}_{\nu\mu}^{(s)} + i \bar{S}_{\nu\mu}^{(s)} \right)
\]

Eq. (A.7)

The total velocity potential difference at \((n, m)\) is

\[
\Delta \varphi_{nm} = \sum_{\nu, \mu} \Delta \varphi_{nm}^{\nu_\mu} = \frac{s}{\beta} e^{i\omega t} \sum_{\nu, \mu} \bar{w}_{nm}^{\nu_\mu} \left( \bar{R}_{\nu\mu}^{(s)} + i \bar{S}_{\nu\mu}^{(s)} \right)
\]

Eq. (A.8)

Again by symmetry,
\[ R_{\mu, -\mu} + i J_{\mu, -\mu} = R_{\mu, \mu} + i J_{\mu, \mu} \]

\[ R_{\mu, -\mu}^{(\psi)} + i J_{\mu, -\mu}^{(\psi)} = R_{\mu, \mu}^{(\psi)} + i J_{\mu, \mu}^{(\psi)} \]

Eqs. (A.9a-b)

\[ R_{0, 0} + i J_{0, 0} = -c^{-i \frac{\pi}{2}} J_0 \left( \frac{\pi}{2M} \right) - \frac{i \pi}{2M^2} \int_0^\infty \sin \left( \frac{\pi}{2} \frac{X}{X} \right) \sin \left( \frac{\pi}{2} \frac{Y}{X} \right) \sin \left( \frac{\pi}{2} \frac{Z}{X} \right) dX, \quad \mu = 0 \]

\[ R_{\mu, 0} + i J_{\mu, 0} = \frac{i \pi}{2M^2} \int_0^\infty \sin \left( \frac{\pi}{2} \frac{X}{X} \right) \sin \left( \frac{\pi}{2} \frac{Y}{X} \right) \sin \left( \frac{\pi}{2} \frac{Z}{X} \right) dX, \quad \mu = 0 \]

a. Exact Expressions

The exact expressions for the PIC's and the VIC's are now given. These were derived by using the series expansion for the velocity potential given by Watkins of NACA (no formal reference available, see Ref. 1).

\[ R_{0, 0} + i J_{0, 0} = \sum_{\mu=0}^{\infty} \int_0^\infty \sin \left( \frac{\pi}{2} \frac{X}{X} \right) \sin \left( \frac{\pi}{2} \frac{Y}{X} \right) \sin \left( \frac{\pi}{2} \frac{Z}{X} \right) dX, \quad \mu = 0 \]

\[ R_{\mu, 0} + i J_{\mu, 0} = \frac{i \pi}{2M^2} \int_0^\infty \sin \left( \frac{\pi}{2} \frac{X}{X} \right) \sin \left( \frac{\pi}{2} \frac{Y}{X} \right) \sin \left( \frac{\pi}{2} \frac{Z}{X} \right) dX, \quad \mu = 0 \]
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\[ R_{\frac{\theta_{\mu}}{\nu}} + \frac{\partial}{\partial \nu} = -\frac{\partial}{\partial \nu} \left( M_0, \frac{\bar{\nu}}{2} \right), \quad \bar{\nu} = \bar{\nu} = 0 \]

\[ R_{\frac{\theta_{\mu}}{\nu}} + \frac{\partial}{\partial \nu} = \frac{2}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-i k X} \left[ I_{\frac{\bar{M}_0}{\nu}} \sin \left( \frac{2\bar{\nu} X}{2X} \right) + \sum_{r=1}^{n} \frac{1}{r} \int_{-\frac{\pi}{2}}^{\frac{2\pi}{r}} e^{i k X} \left( \sin \left( \frac{2\bar{\nu} X}{2X} \right) \right) dX, \quad \bar{\nu} = \bar{\nu} > 1 \]

\[ R_{\frac{\theta_{\mu}}{\nu}} + \frac{\partial}{\partial \nu} = \frac{e}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-i k X} \left[ I_{\frac{\bar{M}_0}{\nu}} \sin \left( \frac{2\bar{\nu} X}{2X} \right) - \sin \left( \frac{2\bar{\nu} X}{2X} \right) \right] + \sum_{r=1}^{n} \frac{1}{r} \int_{-\frac{\pi}{2}}^{\frac{2\pi}{r}} e^{i k X} \left( \sin \left( \frac{2\bar{\nu} X}{2X} \right) - \sin \left( \frac{2\bar{\nu} X}{2X} \right) \right) dX, \quad \bar{\nu} > \bar{\nu} > 1 \]

Eqs. (A.10a-d)

Eqs. (A.11a-d)
where $\bar{f}$ is a reduced frequency based on the streamwise dimension of a box

$$\bar{f} = \frac{\omega d}{U \beta x}$$

Eq. (A.12)

and $J_{2r}$ is the Bessel function of the first kind of order $2r$. The function $f$ is commonly encountered in linearized unsteady supersonic flow (cf. Refs. 9, 15). Although the expressions seem rather lengthy and complicated, the task of tabulating these coefficients is not difficult, because of the rapid convergence of the infinite series. (It is assumed that high-speed computers will be available.) The sine functions in the series may be written in terms of the Chebyshev polynomials $S_n(x)$ (Ref. 10)

$$\sin(2r \sin^{-1} x) = (-1)^r \sqrt{1 - x^2} \sum_{r=0}^{\infty} S_{2r+1}(2x)$$

Eq. (A.13)

b. Approximate Expressions

For Mach boxes, the approximate expressions for the pressure influence coefficients are next given. These involve the same degree of approximation as those of Ref. 2 for square boxes.

$$\begin{align*}
R_{\phi} + i T_{\phi} & = -\frac{1}{\varepsilon^2} \left( \frac{\bar{f}}{x} \right)^3 \left( \frac{\bar{f}^2}{x^2} \right)^2 \left( \frac{\bar{f}^3}{x^3} \right)^3 + i \left\{ \frac{1}{M^4} \left( \frac{\bar{f}^2}{x^2} \right)^2 - \frac{1}{M^3} \left( \frac{\bar{f}^3}{x^3} \right)^3 \right\}, \quad \nu = \mu = 0
\end{align*}$$

$$\begin{align*}
R_{\phi} + i T_{\phi} & = -\frac{1}{\varepsilon^2} \left( \frac{\bar{f}}{x} \right)^3 \left( \frac{\bar{f}^2}{x^2} \right)^2 \left( \frac{\bar{f}^3}{x^3} \right)^3 + i \left\{ \frac{1}{M^4} \left( \frac{\bar{f}^2}{x^2} \right)^2 - \frac{1}{M^3} \left( \frac{\bar{f}^3}{x^3} \right)^3 \right\}, \quad \nu = \mu = 2
\end{align*}$$

Eqs. (A.14a-c)
where
\[
\begin{align*}
\mathcal{A}_{\bar{v},\bar{\mu}}^+ &= \pi - 2 \cos^{-1} \frac{1}{2 \bar{v} + 1} \quad \text{and} \quad \mathcal{A}_{\bar{v},\bar{\mu}}^- = \pi - 2 \cos^{-1} \frac{1}{2 \bar{v} - 1} = \mathcal{A}_{\bar{v},\bar{\mu}}^+ \quad \forall \bar{v} \geq 2, \bar{\mu} = 0 \\
\mathcal{B}_{\bar{v},\bar{\mu}} &= \cosh^{-1} \left( (2 \bar{v} + 1) - \sinh^{-1} \left( (2 \bar{v} - 1) + (2 \bar{v} - 1) \mathcal{A}_{\bar{v},\bar{\mu}}^+ \right) \right) - (\bar{v} - 1) \mathcal{A}_{\bar{v},\bar{\mu}}^-
\end{align*}
\]

\[
\begin{align*}
\mathcal{B}_{\bar{v},\bar{\mu}} &= (\bar{v} - 1) \cosh^{-1} \left( \frac{2 \bar{v} - 1}{2 \bar{v} - 1} \right) + (\bar{v} + 1) \mathcal{A}_{\bar{v},\bar{\mu}}^+ \\
&\quad + (\bar{v} + 1) \mathcal{A}_{\bar{v},\bar{\mu}}^+ - (\bar{v} - 1) \mathcal{A}_{\bar{v},\bar{\mu}}^-
\end{align*}
\]

(The interpretations of \( \cos^{-1} \), \( \cosh^{-1} \), etc. given by Eqs. (2.10a-h), Ref. 1, have been applied.)

For the boxes in row \( \bar{v} = \bar{\mu} \), a subdivision is employed which is similar to the method of Ref. 2. Referring to Fig. A.2, each such box is divided by a finer grid of \( \bar{x} \times \bar{x} \) elements.

\[
\begin{align*}
\mathcal{R}_{\bar{v},\bar{\mu}} + i \mathcal{J}_{\bar{v},\bar{\mu}} &= \sum_{\bar{v}_3} (\mathcal{R}_{\bar{v}_3} + i \mathcal{J}_{\bar{v}_3}) \delta \bar{v}_3 + 2 \sum_{\bar{v}_3} \sum_{\bar{\mu}_3} (\mathcal{R}_{\bar{v}_3,\bar{\mu}_3} + i \mathcal{J}_{\bar{v}_3,\bar{\mu}_3}) \delta \bar{v}_3 \delta \bar{\mu}_3 \quad \forall \bar{v} - 1, \bar{\mu} = 0 \\
\mathcal{R}_{\bar{v},\bar{\mu}} + i \mathcal{J}_{\bar{v},\bar{\mu}} &= \sum_{\bar{v}_3} \sum_{\bar{\mu}_3} (\mathcal{R}_{\bar{v}_3,\bar{\mu}_3} + i \mathcal{J}_{\bar{v}_3,\bar{\mu}_3}) \delta \bar{v}_3 \delta \bar{\mu}_3 \quad \forall \bar{v} = \bar{\mu} = 1
\end{align*}
\]

where the subscript indicates that \( \mathcal{R}_{\bar{v},\bar{\mu}} + i \mathcal{J}_{\bar{v},\bar{\mu}} \) depend on a reduced frequency argument equal to one fifth of \( \bar{\xi} \) and are obtainable from Eqs. (A.14d-e).

As may be seen from the definitions, \( \mathcal{A}_{\bar{v},\bar{\mu}}^+ \), \( \mathcal{A}_{\bar{v},\bar{\mu}}^- \) and \( \mathcal{B}_{\bar{v},\bar{\mu}} \) are independent of Mach number, in contrast to the
corresponding coefficients for the square box scheme. The Mach box tabulations are therefore much simpler. The values of 
\( A_{V,\mu}^+ \), \( A_{V,\mu}^- \) and \( B_{V,\mu} \) are given in Table A.1 for \( \nu \) from 2 to 25 and for \( \mu \) from 0 to 25. Note that only 
values of \( \mu \leq \nu \) need be considered. For the steady case, the 
above formulas are exact. A short table of \( R_{V,\mu} \) (\( \kappa = 0 \)) is 
also included (Table A.2).

For the velocity-potential-difference influence coeffi-
cients, the following approximate formulas apply:

\[
R_{00}^{(o)} + iS_{00}^{(o)} = \left\{ -1 + \frac{2M^2}{1} \left( \frac{A}{M} \right)^2 \right\} \left( \frac{B}{M} \right)^2 + iM \left( \frac{B}{2M} \right) - \frac{2M^2 + 3}{384} \left( \frac{A}{M} \right)^3 \right\}, \quad \nu = \mu = 0
\]

\[
R_{V,\mu}^{(o)} + iS_{V,\mu}^{(o)} = \frac{2}{\kappa} \left( \cos \theta V, - \sin \theta V, \cos \left( \frac{A}{2} \sqrt{\kappa - \mu^2} \right) \right) \hat{B}_{V,\mu}, \quad \nu \geq \mu \geq 2
\]

\[
R_{10}^{(o)} + iS_{10}^{(o)} = \frac{1}{2} \sum_{\nu = 0}^{2} \left( R_{V,\mu}^{(o)} + iS_{V,\mu}^{(o)} \right) + \frac{2}{5} \sum_{\nu = 3}^{2} \left( R_{V,\mu}^{(o)} + iS_{V,\mu}^{(o)} \right) \hat{A}_{V,\mu}, \quad \nu = 1, \mu = 0
\]

\[
R_{11}^{(o)} + iS_{11}^{(o)} = \frac{1}{2} \sum_{\nu = 0}^{2} \sum_{\mu = 3}^{2} \left( R_{V,\mu}^{(o)} + iS_{V,\mu}^{(o)} \right) \hat{A}_{V,\mu}, \quad \nu = \mu = 1
\]

Eqs. (A.15a-d)
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.4207105</td>
<td>0.4421343</td>
<td>0.5271953</td>
<td>0.675193</td>
<td>0.805794</td>
<td>0.909021</td>
<td>0.979548</td>
<td>1.026704</td>
<td>1.048105</td>
<td>1.056876</td>
<td>1.054215</td>
<td>1.040348</td>
<td>1.014592</td>
</tr>
<tr>
<td>4</td>
<td>0.2956951</td>
<td>0.2992619</td>
<td>0.3592669</td>
<td>0.4067923</td>
<td>0.4569586</td>
<td>0.5086106</td>
<td>0.5536519</td>
<td>0.5945385</td>
<td>0.6299016</td>
<td>0.6597639</td>
<td>0.6842359</td>
<td>0.7034354</td>
<td>0.7174592</td>
</tr>
<tr>
<td>5</td>
<td>0.1386666</td>
<td>0.1388390</td>
<td>0.1854255</td>
<td>0.2177875</td>
<td>0.2564166</td>
<td>0.2969447</td>
<td>0.3345132</td>
<td>0.3719505</td>
<td>0.4092612</td>
<td>0.4422122</td>
<td>0.4681946</td>
<td>0.4873858</td>
<td>0.5022472</td>
</tr>
<tr>
<td>6</td>
<td>0.1359009</td>
<td>0.1358884</td>
<td>0.1849620</td>
<td>0.2166239</td>
<td>0.2560939</td>
<td>0.2964747</td>
<td>0.3340233</td>
<td>0.3714456</td>
<td>0.4087612</td>
<td>0.4416040</td>
<td>0.4686252</td>
<td>0.4880764</td>
<td>0.5026472</td>
</tr>
<tr>
<td>7</td>
<td>0.1351431</td>
<td>0.1350919</td>
<td>0.1841277</td>
<td>0.2158621</td>
<td>0.2553683</td>
<td>0.2957267</td>
<td>0.3332499</td>
<td>0.3705454</td>
<td>0.4078072</td>
<td>0.4405651</td>
<td>0.4675833</td>
<td>0.4869349</td>
<td>0.5015054</td>
</tr>
<tr>
<td>8</td>
<td>0.1305112</td>
<td>0.1304031</td>
<td>0.1792711</td>
<td>0.2109206</td>
<td>0.2504180</td>
<td>0.2907494</td>
<td>0.3289375</td>
<td>0.3660832</td>
<td>0.3932218</td>
<td>0.4260711</td>
<td>0.4530722</td>
<td>0.4713905</td>
<td>0.4857091</td>
</tr>
<tr>
<td>9</td>
<td>0.1300538</td>
<td>0.1299277</td>
<td>0.1784552</td>
<td>0.2101173</td>
<td>0.2495605</td>
<td>0.2888681</td>
<td>0.3268870</td>
<td>0.3639657</td>
<td>0.3910411</td>
<td>0.4238297</td>
<td>0.4506312</td>
<td>0.4688490</td>
<td>0.4828184</td>
</tr>
<tr>
<td>10</td>
<td>0.1296014</td>
<td>0.1294576</td>
<td>0.1776430</td>
<td>0.2093135</td>
<td>0.2486697</td>
<td>0.2879431</td>
<td>0.3258788</td>
<td>0.3628860</td>
<td>0.3898788</td>
<td>0.4225271</td>
<td>0.4491733</td>
<td>0.4673705</td>
<td>0.4812392</td>
</tr>
<tr>
<td>11</td>
<td>0.1291528</td>
<td>0.1289926</td>
<td>0.1768347</td>
<td>0.2084743</td>
<td>0.2477797</td>
<td>0.2869283</td>
<td>0.3247684</td>
<td>0.3617098</td>
<td>0.3885816</td>
<td>0.4210671</td>
<td>0.4475788</td>
<td>0.4656430</td>
<td>0.4793772</td>
</tr>
<tr>
<td>12</td>
<td>0.1287076</td>
<td>0.1285304</td>
<td>0.1760293</td>
<td>0.2076369</td>
<td>0.2467901</td>
<td>0.2856532</td>
<td>0.3233821</td>
<td>0.3602444</td>
<td>0.3870202</td>
<td>0.4193898</td>
<td>0.4457857</td>
<td>0.4637210</td>
<td>0.4772262</td>
</tr>
<tr>
<td>13</td>
<td>0.1282667</td>
<td>0.1280819</td>
<td>0.1752267</td>
<td>0.2068016</td>
<td>0.2457022</td>
<td>0.2843750</td>
<td>0.3220861</td>
<td>0.3607798</td>
<td>0.3874654</td>
<td>0.4197365</td>
<td>0.4460253</td>
<td>0.4638407</td>
<td>0.4773137</td>
</tr>
</tbody>
</table>

**TABLE A.1** TABULATION OF $f_p$
### TABLE A.1 (CONTINUED) TABULATION OF $g_{x}$

<p>| | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.516,959</td>
<td>0.641,999</td>
<td>0.679,159</td>
<td>0.718,059</td>
<td>0.759,359</td>
<td>0.792,659</td>
<td>0.828,059</td>
<td>0.865,459</td>
<td>0.904,859</td>
<td>0.946,259</td>
<td>0.989,659</td>
<td>1.034,059</td>
<td>1.080,259</td>
<td>1.127,659</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.516,159</td>
<td>0.641,259</td>
<td>0.679,559</td>
<td>0.718,859</td>
<td>0.759,159</td>
<td>0.792,459</td>
<td>0.828,759</td>
<td>0.865,059</td>
<td>0.904,359</td>
<td>0.946,659</td>
<td>0.989,959</td>
<td>1.034,259</td>
<td>1.080,559</td>
<td>1.127,959</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.516,359</td>
<td>0.641,659</td>
<td>0.679,959</td>
<td>0.718,259</td>
<td>0.759,559</td>
<td>0.792,859</td>
<td>0.829,159</td>
<td>0.865,459</td>
<td>0.904,759</td>
<td>0.947,059</td>
<td>0.990,359</td>
<td>1.034,659</td>
<td>1.080,959</td>
<td>1.128,359</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.516,559</td>
<td>0.642,059</td>
<td>0.680,359</td>
<td>0.719,659</td>
<td>0.760,759</td>
<td>0.793,059</td>
<td>0.830,359</td>
<td>0.866,659</td>
<td>0.906,059</td>
<td>0.948,359</td>
<td>0.991,659</td>
<td>1.035,959</td>
<td>1.082,259</td>
<td>1.129,659</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.516,759</td>
<td>0.642,459</td>
<td>0.680,759</td>
<td>0.720,059</td>
<td>0.761,359</td>
<td>0.793,659</td>
<td>0.830,959</td>
<td>0.867,359</td>
<td>0.906,659</td>
<td>0.948,959</td>
<td>0.992,259</td>
<td>1.036,559</td>
<td>1.082,859</td>
<td>1.130,259</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.516,959</td>
<td>0.642,859</td>
<td>0.681,159</td>
<td>0.720,459</td>
<td>0.761,759</td>
<td>0.794,159</td>
<td>0.831,559</td>
<td>0.867,759</td>
<td>0.907,159</td>
<td>0.950,559</td>
<td>0.993,059</td>
<td>1.037,359</td>
<td>1.083,959</td>
<td>1.130,659</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.517,159</td>
<td>0.643,259</td>
<td>0.681,559</td>
<td>0.720,859</td>
<td>0.762,159</td>
<td>0.794,559</td>
<td>0.831,959</td>
<td>0.868,159</td>
<td>0.907,559</td>
<td>0.950,959</td>
<td>0.993,559</td>
<td>1.037,759</td>
<td>1.084,359</td>
<td>1.131,059</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.517,359</td>
<td>0.643,659</td>
<td>0.681,959</td>
<td>0.721,259</td>
<td>0.762,559</td>
<td>0.794,959</td>
<td>0.832,359</td>
<td>0.868,559</td>
<td>0.907,959</td>
<td>0.951,359</td>
<td>0.994,059</td>
<td>1.038,159</td>
<td>1.084,959</td>
<td>1.131,359</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.517,559</td>
<td>0.644,059</td>
<td>0.682,359</td>
<td>0.721,659</td>
<td>0.762,959</td>
<td>0.795,359</td>
<td>0.832,759</td>
<td>0.869,159</td>
<td>0.908,359</td>
<td>0.951,759</td>
<td>0.994,459</td>
<td>1.038,559</td>
<td>1.085,259</td>
<td>1.131,759</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.517,759</td>
<td>0.644,459</td>
<td>0.682,759</td>
<td>0.722,059</td>
<td>0.763,359</td>
<td>0.795,759</td>
<td>0.833,159</td>
<td>0.869,559</td>
<td>0.908,759</td>
<td>0.952,159</td>
<td>0.994,859</td>
<td>1.039,159</td>
<td>1.085,859</td>
<td>1.132,159</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.517,959</td>
<td>0.644,859</td>
<td>0.683,159</td>
<td>0.722,459</td>
<td>0.763,759</td>
<td>0.796,159</td>
<td>0.833,559</td>
<td>0.870,059</td>
<td>0.909,159</td>
<td>0.952,559</td>
<td>0.995,259</td>
<td>1.039,559</td>
<td>1.086,459</td>
<td>1.132,559</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** The table continues with similar entries for the remaining columns.
TABLE A.2 TABULATION OF $\Phi_{y,x}$ FOR STEADY-STATE CASE

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1.000,000,0</td>
<td>0.783,653,1</td>
<td>0.391,826,6</td>
<td>0.045,930,5</td>
<td>0.005,277,7</td>
<td>0.002,283,2</td>
<td>0.001,718,3</td>
</tr>
<tr>
<td>1</td>
<td>0.788,156,4</td>
<td>0.045,930,5</td>
<td>0.005,277,7</td>
<td>0.002,283,2</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
</tr>
<tr>
<td>2</td>
<td>0.045,930,5</td>
<td>0.018,901,6</td>
<td>0.010,731,0</td>
<td>0.011,483,1</td>
<td>0.011,483,1</td>
<td>0.011,483,1</td>
<td>0.011,483,1</td>
</tr>
<tr>
<td>3</td>
<td>0.005,277,7</td>
<td>0.005,277,7</td>
<td>0.005,277,7</td>
<td>0.005,277,7</td>
<td>0.005,277,7</td>
<td>0.005,277,7</td>
<td>0.005,277,7</td>
</tr>
<tr>
<td>4</td>
<td>0.002,283,2</td>
<td>0.002,283,2</td>
<td>0.002,283,2</td>
<td>0.002,283,2</td>
<td>0.002,283,2</td>
<td>0.002,283,2</td>
<td>0.002,283,2</td>
</tr>
<tr>
<td>5</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
</tr>
<tr>
<td>6</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
<td>0.001,718,3</td>
</tr>
</tbody>
</table>
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APPENDIX B
DETERMINATION OF DOWNWASH DISTRIBUTION

In the determination of the generalized forces for use in the assumed-mode approach of flutter analysis, one must first obtain either the pressure or the velocity potential distribution over the wing due to the downwash which is associated with each of the assumed free vibration modes. The downwash \( w(x,y,t) \) corresponding to an assumed mode \( A_k(x,y) \) in simple harmonic motion (complex representation) may be expressed by

\[
 w(x,y,t) = \frac{\partial U}{\partial \phi} \left\{ \frac{i \phi_k(x,y) + 6 \frac{\partial f(x,y)}{\partial x}}{E} \right\} e^{i\omega t}
\]

Eq. (B.1)

The downwash is a function of both the deflection and its streamwise slope. If the functionality of each such mode with respect to the streamwise coordinate \( x \) is known analytically, then no difficulty arises in determining the downwash at any desired point. For example, in the case of a beam-rod type structure, where there are no chordwise elastic deformations, \( f(x,y) \) is at most linear in the variable \( x \). However, for a plate type structure, there exist chordwise elastic deformations, and one must resort to graphical differentiation or construct an analytical approximation for \( f(x,y) \) in the \( x \)-direction at a given spanwise station in order to obtain streamwise slopes.

In practice, the flutter mode is assumed to be some linear complex combination of the first few free vibration modes. For a plate structure, the frequencies and deflections at a set of discrete points are usually obtainable for these modes. The main task in evaluating the downwashes is to find the streamwise slopes and deflections at the centers of the boxes from the deflections at these given points. If, at each spanwise station corresponding to the centers of each column of boxes, there exists a sufficient number of points at which deflections can be computed, then simple graphical procedures can be resorted to to obtain the downwashes at the centers of the boxes. Otherwise, the usual procedure is to find suitable polynomial expressions for the deflections. Then the slopes are obtainable by proper differentiations of these polynomials.

B.1 General Procedure for Finding Approximate Analytical Expressions for the Deflections

Consider a cantilever rectangular wing on which the deflections \( f(x_i,y) \) are given at \( m \times n \) points as shown in Fig. B.1.
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Given the deflections at \( y = y_1, \ldots, y_n \) at any chordwise location \( x \), one can find a polynomial in \( y \) for the deflection \( f(x, y) \). For this cantilever case, if the polynomial is given by

\[
g(x, y) = b_{i2} y^2 + b_{i3} y^3 + \cdots + b_{i,n} y^n = g_i(y), \tag{B.2}
\]

then one has

\[
g(x_i, y) = b_{i2} y_i^2 + b_{i3} y_i^3 + \cdots + b_{i,n} y_i^n
\]

\[
g(x_i, y) = b_{i2} y_i^2 + b_{i3} y_i^3 + \cdots + b_{i,n} y_i^n.
\tag{B.3}

Fig. B.1 Typical Spanwise Deflection Curve

Solutions of the above set of simultaneous equations yield the constants \( b_{i2}, b_{i3}, \ldots, b_{i,n} \). Analytic expressions for other chordwise locations may be obtained in a similar manner. In general, the deflection over the whole surface may then be written as:
\[ f(x, y) = h_1(x) p_1(y) + h_2(x) p_2(y) + \cdots + h_m(x) p_m(y) \]  
Eq. (B.4)

where the functions \( h_i(x) \) are polynomials in \( x \) which satisfy the relations

\[ h_i(x_i) = 1, \quad h_i(x_k) = 0 \text{ when } k \neq i \]  
Eqs. (B.5)

Again one may find polynomial expressions for \( h_i(x) \). The degree of \( h_i(x) \) will depend on the number of chordwise points. Once the general form of the deflection [Eq. (B.4)] is obtained, one can easily determine the downwash at any desired point according to Eq. (B.1). It should be noted that either a graphical method or a procedure similar to the above for finding the downwash is necessary regardless of the type of grid system used.

It is worth mentioning at this point that when one finds a polynomial which passes through a given set of points \( x_1, \ldots, x_n \) (or \( y_1, \ldots, y_m \)), one can be sure of its reliability only in the range \( x_1 \leq x \leq x_n \) (or \( y_1 \leq y \leq y_m \)). Beyond these limits the polynomial may deviate considerably from the true picture. It is therefore desirable to have the \( x_1 \)- and \( x_n \)-stations near the leading and trailing edges respectively, so that the chordwise locations of the boxes will not be much beyond these limits. Similarly, the centers of the boxes nearest the tip should not be much beyond \( y_m \). To insure this in instances where the deflections at points near the edges are not given from normal mode data, some artificial means must be devised. One such means is the cross-plotting of the deflection along constant \( x \)- and constant-\( y \)-lines, so that a reasonably smooth deflection surface results.

B.2 The Triangular Wing

In essence, one might consider the above as a useful scheme for finding deflection polynomials for other planforms, such as a triangular wing. As an example, consider the oversimplified case of Fig. B.2; deflections are given at only six points. On actual wings, there will be given more points (cf. Fig. D.1), but still they will be limited to the extent that at outboard spanwise stations only one or two chordwise points will be available. For such stations, it is a difficult task to obtain accurate streamwise slopes. In order to find polynomials that fit the surface deflections of the planform, it is necessary to have artificial, reasonable estimates of the deflections at points \( a, b, c \) which may or may not lie on the planform. However, such calculations demand cut and trial cross-plotting procedures of deflection vs. \( x \) for constant values of \( y \) and of deflection vs. \( y \) for constant values of \( x \) with arbitrary extensions of curves whenever the data are lacking. The following procedure (which can be also applied to the rectangular wing as well) is suggested:
Fig. B.2 Illustrative Example for Finding the Analytical Expression of the Deflection on a Cantilever Delta Wing

(1) From the aforementioned cross-plots, find at the given sets of x's, the deflections at the spanwise stations corresponding to the centers of various columns of boxes. When changing Mach number, the spanwise location of the boxes will not change if the span-dimension of a box is kept fixed (as suggested in Section III).

(2) Knowing the deflections at a discrete set of points for each desired spanwise station, one can proceed analytically to find polynomials in x for each such spanwise station.

(3) Using these polynomials one can differentiate to find streamwise slopes.

In the above steps, one may employ any existing additional requirements on the polynomial which would supplement the data of deflections. For instance, one can utilize the boundary conditions for the cantilever wing

\[ \varepsilon = 0, \quad \frac{\partial \varepsilon}{\partial y} = 0 \quad \text{for all x's at y = 0}. \]  

Eqs. (B.8-9)

Another condition is that the trailing edge is free, so that

\[ \left( \frac{\partial^2 \varepsilon}{\partial x^2} + \nu \frac{\partial^2 \varepsilon}{\partial y^2} \right) \varepsilon = 0 \quad \text{at trailing edge. Eq. (B.10)} \]

As it stands condition (B.10) is difficult to use, so that one may take this condition approximately by setting

\[ \frac{\partial^2 \varepsilon}{\partial x^2} = 0 \quad \text{at trailing edge. Eq. (B.11)} \]

This is justified, since for built-up beams the effective Poisson's ratio \( \nu \) is small.
B.3 Lagrangian Interpolation Technique

In cases where, for each mode, both the deflections and their slopes are given for a set of discrete points, it is possible to find the deflection and its slope at any other point by direct interpolation. Then the determination of an analytic expression for the deflection is no longer required.

Given a function \( f \) at \((2N+1)\) equally spaced points, it is possible to pass through these points a polynomial of order \(2N\)

\[
 f(x) = K_n(\lambda)f(x_n) + \ldots + K_0(\lambda)f(x_0) + \ldots + K_N(\lambda)f(x_N) \quad \text{Eq. (B.10)}
\]

where \( \lambda = (x-x_0)/\Delta \) and \( \Delta \) is the spacing between points. It may be shown (Ref. 11) that, for instance,

\[
 K_n(\lambda) = \frac{(-1)^n}{n!} \left[ \frac{\Delta^2}{2} - \lambda^2 \right], \quad K_0(\lambda) = 1 - \lambda^2, \quad K_1(\lambda) = \frac{1}{2} \left[ \lambda^2 + \lambda^2 \right]; \quad \text{for } N=1
\]

\[
 K_2(\lambda) = \frac{\lambda^4 - 2\lambda^3 - \lambda^2 + 2\lambda}{24}, \quad K_{02}(\lambda) = \frac{-\lambda^4 + 4\lambda^3 - 4\lambda}{6}
\]

\[
 K_4(\lambda) = \frac{\lambda^8 - 5\lambda^6 + 4\lambda^4}{4}, \quad K_1(\lambda) = \frac{-\lambda^4 + 6\lambda^3 - \lambda^2 + 4\lambda}{6}
\]

\[
 K_6(\lambda) = \frac{\lambda^6 - 2\lambda^5 + 2\lambda^4}{24}; \quad \text{for } N=2.
\]

Eqs. (B.11)

Tables are available for the \( K_n(\lambda) \), but if \( \lambda \) is irrational it might be easier to use these formulas directly. In cases where the given points are not equally spaced, one still can devise appropriate interpolation procedures which are similar but somewhat more tedious. To illustrate the application of the above, consider a spanwise station of the wing having six equally spaced chordwise stations 1, ..., 6 where the slopes \( \theta_i \) are known (see Fig. B.3). It is required to find the slopes at other points \( \theta_i \), ..., \( \theta_{6} \) as shown in the figure. Assume that the slope at point \( \theta_c \) may be adequately computed using a three-point interpolation, i.e., \( N=1 \).
Fig. B.3 Lagrangian interpolation for a function of one variable

Then one can write for the deflections at the new points $i,...,s$

$$\theta_i = K_i(\lambda_i)\theta_i + K_s(\lambda_i)\theta_s + K_r(\lambda_i)\theta_s$$

$$\theta_i = K_i(\lambda_i)\theta_i + K_s(\lambda_i)\theta_s + K_r(\lambda_i)\theta_s$$

or in matrix notation,

$$\{\theta_i\} = [K_i(\lambda_i)][\theta_i]$$

where $\{\theta_i\}$ and $\{\theta_i\}$ are column matrices,

$$[K(\lambda_i)] = \begin{bmatrix}
K_i(\lambda_1) & K_s(\lambda_1) & K_r(\lambda_1) & 0 & 0 & 0 \\
0 & K_i(\lambda_2) & K_s(\lambda_2) & K_r(\lambda_2) & 0 & 0 \\
0 & 0 & K_i(\lambda_3) & K_s(\lambda_3) & K_r(\lambda_3) & 0 \\
0 & 0 & 0 & K_i(\lambda_4) & K_s(\lambda_4) & K_r(\lambda_4) \\
0 & 0 & 0 & 0 & K_i(\lambda_5) & K_s(\lambda_5) & K_r(\lambda_5)
\end{bmatrix}$$

Eq. (B.12)

Eq. (B.13)

Eq. (B.14)
and
\[ \lambda_i = \frac{x_i - x_e}{h}, \quad \lambda_i' = \frac{x_i' - x_e}{h}, \quad \lambda_i'' = \frac{x_i'' - x_e}{h} \]

Eq. (B.15)

In a Mach box grid system, if the Mach number is changed while keeping the spanwise dimension of each box fixed as recommended in Section III, the control points will change position in the chordwise direction only. Therefore, the type of interpolation matrix illustrated above is sufficient to determine the slopes at the new control points in terms of the known slopes of the original set of fixed points (for the initial Mach number). In instances when there are fewer than three points for interpolation, such as near the tip of a delta wing, a lower-order interpolation must be resorted to.

B.4 Lagrangian Interpolation for a Function of Two Variables

To obtain the proper interpolation for a function of two variables, the above technique may be used repeatedly. Two such examples are: (1) when the force-displacement structural influence coefficients \( C_{ij} \) (which is dependent on the two control points \( i, j \)) are to be found at different chordwise points for given spanwise stations (see below), and (2) when the deflections and slopes are needed at points \( (x, y) \) for which \( x, y \) do not lie on the spanwise or chordwise locations of the discrete points with known deflections and slopes. (In the previous section, the \( y \)-coordinate of the new points coincided with the \( y \)-coordinate of the old points, so that the interpolation was in the stream direction only.)

As an illustration of case (1) above, let \( i' \) (or \( j' \)) define the original set of points and \( i' \) (or \( j' \)) define the new set. Bearing in mind that \( i' \) and \( i' \) (or \( j' \) and \( j' \)) are restricted to the same spanwise location for this example (Fig. B.4), one obtains

\[ [C_{ij}] = [K(x_i)][C_{ij}] \]

Eq. (B.16)

and

\[ [C_{ij}] = [C_{ij}][K(x_i)]^T \]

\[ = [K(x_i)][C_{ij}][K(x_i)]^T \]

Eq. (B.17)
where \( \mathbf{S}^{T} \) indicates the transpose of the matrix. Referring to Fig. B.4,

\[
\begin{bmatrix}
K_1(\lambda_1) & K_0(\lambda_2) & K_1(\lambda_3) \\
K_1(\lambda_2) & K_0(\lambda_3) & K_1(\lambda_4)
\end{bmatrix}
\]

**Fig. B.4** Lagrangian Interpolation for a Function of Two Variables

\[
\begin{bmatrix}
C_{i1} \\ C_{i2} \\ C_{i3}
\end{bmatrix} =
\begin{bmatrix}
C_{ij} & C_{i5} & C_{i6} \\ C_{2j} & C_{25} & C_{26} \\ C_{3j} & C_{35} & C_{36}
\end{bmatrix},
\begin{bmatrix}
K(\lambda_1) \\ K(\lambda_2) \\ K(\lambda_3)
\end{bmatrix} =
\begin{bmatrix}
K_1(\lambda_1) & K_0(\lambda_2) & K_1(\lambda_3) \\
K_1(\lambda_2) & K_0(\lambda_3) & K_1(\lambda_4)
\end{bmatrix}
\]

**Eqs. (B.18)**

\[
\begin{bmatrix}
K(\lambda_1) \\ K(\lambda_2) \\ K(\lambda_3)
\end{bmatrix} =
\begin{bmatrix}
K_1(\lambda_1) & K_0(\lambda_2) & K_1(\lambda_3) \\
K_1(\lambda_2) & K_0(\lambda_3) & K_1(\lambda_4)
\end{bmatrix}
\]

**Eqs. (B.19a-b)**
Therefore one obtains for the new set of influence coefficients

\[
[C_{ij}] = \begin{bmatrix}
C_{ij} & C_{i\bar{j}} \\
C_{ij} & C_{i\bar{i}}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
K_{i}(a_{1}) & K_{i}(a_{2}) & K_{i}(a_{3}) \\
K_{j}(a_{1}) & K_{j}(a_{2}) & K_{j}(a_{3})
\end{bmatrix}
\begin{bmatrix}
C_{14} & C_{15} & C_{16} \\
C_{24} & C_{25} & C_{26} \\
C_{34} & C_{35} & C_{36}
\end{bmatrix}
\begin{bmatrix}
K_{i}(a_{4}) & K_{i}(a_{5}) \\
K_{j}(a_{4}) & K_{j}(a_{5})
\end{bmatrix}
\]

Eq. (B.20)

The above procedure may be repeated for all other spanwise stations \( \Theta \) and \( \Phi \) to obtain the complete set of influence coefficients.

For case (E) above, the situation is somewhat different. It entails interpolation in one direction, say \( \gamma \)-direction, keeping \( x \) constant, followed by interpolation in the other direction (\( x \)-direction), keeping \( \gamma \) constant.
APPENDIX C
RECOMMENDED INTEGRATION TECHNIQUES FOR GENERALIZED FORCES

Once the downwash distributions are determined according to Appendix B, the recommended box scheme may be used to find the pressure (or the velocity potential) distribution associated with each assumed mode. Then the generalized forces are obtained by integrations over the planform of the pressure (or the velocity potential) distribution weighted with the various mode shapes.

The pressure distribution along a streamwise strip in the supersonic region of a planform is continuous and smoothly varying. To evaluate the chordwise portion of the double integral representing a generalized force, a simple integration scheme such as the rectangular rule will suffice. However, when a streamwise strip includes a segment of the mixed wingtip region, the chordwise pressure distribution exhibits a sharp drop and a discontinuity in slope across the Mach line. If many boxes were included along this strip, the segment between the Mach line and the succeeding downstream point (i.e., the segment containing the sharp drop in pressure distribution) contributes only a small fraction of the integral across the entire chord. Hence the error introduced will be small if the rectangular rule is used. However, if there are only a few boxes present (say six or less) across a streamwise strip in the mixed region, the contribution to the total force due to the sharp drop in pressure distribution may be appreciable. A refinement in the chordwise integration procedure is then recommended.

C.1 Refined Chordwise Integration Scheme (PIC-Method)

Referring to the planform of Fig. C.1a, a typical chordwise pressure distribution for section A-A is shown in Fig. C.1b.

From points c to 2 and 3 to d, where no sharp drop occurs, the simple rectangular rule may be applied. Between points 2 and 3, the following integration technique is suggested:

Let the pressure distribution between points 2 and 3 be represented by:

\[ p(x) \approx \frac{1}{2} \left( 1 - \frac{x-x_2}{d_2} \right) + \frac{1}{2} \left( \frac{x-x_3}{d_3} \right) \tag{C.1} \]

where \( d \) is the length from point 2 and 3. This expression yields the correct pressures at 2 and 3, and has an infinite slope at 2. The infinite slope condition is imposed because it represents the correct behavior, as may be derived from.
Fig. C.1 Typical Chordwise Pressure Distribution Near a Side Edge
(Steady-State Condition)

steady-state results. Integrating $p(x)$ between points 2 and 3, the formula for the lift in that segment is

$$\Delta l = \int_{x_2}^{x_3} p(x) dx$$

$$= \frac{b_1}{3} (h_2 + 2h_3)$$

Eq. (C.2)

The above integration in conjunction with the rectangular rule for segments other than 2-3, yields the lift per unit span at $\bar{A}$ - $\bar{A}$

$$l = \int_{0}^{\infty} p(x) dx$$

$$= b_1 h_1 + b_1 \left( \frac{h_1}{3} \right) + b_1 \left( \frac{h_2}{3} + 2h_3 \right) + b_1 \left( \frac{h_3}{3} \right) + b_2 h_4 + b_3 h_5$$

$$= b_1 (h_1 + \frac{h_1}{3} + \frac{h_2}{3} + h_4 + h_5)$$

Eq. (C.3)

This refined integration formula is very similar to the rectangular rule, and its use is no more difficult than the simpler rule.
In a similar manner, if the moment about any axis \( x_a \) is represented by

\[
\Delta m = \int_{x_2}^{x_3} \left[ \frac{1}{2} \left( 1 - \sqrt{\frac{x - x_a}{b}} \right) + \frac{1}{2} \left( \frac{x - x_a}{b} \right) \right] (x - x_a) \, dx
\]

Eq. (C.4)

there results the moment expression for the segment 2-3

\[
\Delta m = \frac{1}{2} \left[ \frac{2}{3} x_2 + \frac{2}{3} x_3 - \frac{2}{3} x_a \right] + \frac{1}{2} \left( \frac{4}{15} x_2 + \frac{2}{15} x_3 - \frac{2}{15} x_a \right)
\]

Eq. (C.5)

The above procedure can be extended for the calculation of the generalized forces. If the weighted integration between points 2 and 3 is given by (assuming linear variation of the weighting factor between 2 and 3)

\[
\Delta F = \int_{x_2}^{x_3} \left[ \frac{1}{2} \left( 1 - \sqrt{\frac{x - x_a}{b}} \right) + \frac{1}{2} \left( \frac{x - x_a}{b} \right) \right] (x - x_a) \, dx
\]

Eq. (C.6)

then this approximation yields

\[
\Delta F = \frac{1}{2} \left[ \frac{2}{3} f(x_2) + \frac{2}{3} f(x_3) \right] + \frac{1}{2} \left( \frac{4}{15} f(x_2) + \frac{2}{15} f(x_3) \right)
\]

Eq. (C.7)

It should be emphasized here that this refinement must be used only when there are no severe fluctuations of the pressure across the chord. This fact limits its use to planforms with supersonic leading edges. For planforms with subsonic leading edges, the whole planform is influenced by the diaphragm region, and then one must take a sufficiently large number of boxes and use the rectangular rule.

C.2 The Determination of Generalized Forces (PIC-Method)

A generalized force is given as a double integral over the planform of the pressure of mode \( \ell \) weighted with the deflection function of a mode \( j \). For instance, in dimensional coordinates \( x, y \)

\[
Q_{ij} = \iint_{S} \Delta p(x,y) f(x,y) \, dx \, dy
\]

Eq. (C.8)

The integral over the chord at any spanwise station \( y_s \) is
\[
\int \Delta p(x,y) f(x,y) \, dx = \sum_{m=1}^{M} a_m(y) \left\{ \Delta p(x_m, y) f(x_m, y) \right\}
\]

Eq. (C.9)

where \( a_m(y) \) are the adjusted integration coefficients of the previous section. In cases where the rectangular rule is sufficient, the \( a_m(y) \) will be equal to the box dimension \( b \) except for boxes at the trailing edge where some sort of an area correction is recommended (cf. Rule 4, Section III.1). In addition, a spanwise numerical integration yields the generalized force

\[
Q_{ij} = \sum_{n=1}^{N} \sum_{m=1}^{M} d_n a_n(y) \left\{ \Delta p(x_m, y) f(x_m, y) \right\}
\]

Eq. (C.10)

where \( d_n \)'s are the spanwise integration constants. If here the rectangular rule is used, the \( d_n \)'s are all constants and are equal to the spanwise width of the strip \((h/\rho)\).

C.3 The Determination of Generalized Forces (VIC-Method)

Using the pressure-velocity potential relation

\[
\Delta p = \frac{SU}{b} \left[ ik \Delta \psi + \beta \frac{\partial (\Delta \psi)}{\partial x} \right]
\]

Eq. (C.11)

the expression for the generalized force [Eq. (C.8)] may be put in the form

\[
Q_{ij} = \frac{SU}{b} \int \int k \Delta \psi(x,y) f(x,y) \, dx \, dy + \frac{SU}{b} \int \int \beta \frac{\partial (\Delta \psi(x,y))}{\partial x} f(x,y) \, dx \, dy
\]

Eq. (C.12)

A partial integration with respect to \( x \) for the second area-integral yields

\[
Q_{ij} = \frac{SU}{b} \int \int \Delta \psi(x,y) [ik f(x,y) - \beta \frac{\partial f(x,y)}{\partial x}] \, dx \, dy
\]

\[
+ \frac{SU}{b} \int \int_{\text{span}} (\Delta \psi(x,y)) f(x,y) \, dy
\]

Eq. (C.13)
CONFIDENTIAL

where the subscript $t$ refers to the trailing edge at $y$. Here one may use the rectangular rule for both the $x$- and $y$-integrations, with the result

\[ Q_y = \rho \sum_{n=1}^{N} \rho_n \{ \rho_n(x_n,y_n)^2 (x_n^2 + y_n^2) + \frac{1}{\pi} \sum_{m=1}^{M} \rho_m(x_m,y_m) [ \rho_m(x_m,y_m) \rho_m(x_m,y_m) - \rho_m(x_m,y_m) ] \} \]  
Eq. (C.14)

Here $\rho_n = 6/\beta$ and $\rho_m(y_m) = \gamma$ except near the trailing edge where they must be adjusted to comply with the area correction rule (cf. Rule 4, Section III.1).
APPENDIX D

FORMULATION OF THE FLUTTER PROBLEM

It has been common practice in the past to approximate a flutter analysis as a series of related but separate problems. The flutter mode is assumed to be some linear combination of the first few free vibration modes of the structure. These vibration modes are calculated by whatever method is feasible. Next, the aerodynamic problem is solved to provide the necessary generalized forces associated with the assumed modes. If two-dimensional forces are to be employed, as in cases of large-aspect-ratio surfaces (Ref. 12), this step is considerably simplified. With these results available, the flutter equations of motion may be formulated and solved in any of a number of possible ways. This procedure has been very successful for platforms which are rigid in the streamwise direction, i.e., the streamwise slope at any spanwise station is constant for any one of the assumed modes. A beam-rod type structure falls in this category. Experience has shown that even rather approximate assumptions as to the mode shapes and knowledge of the free uncoupled vibration frequencies of these modes usually yield satisfactory solutions. However, when plate type structures, such as delta wings, are to be analyzed, accurate representations of the assumed modes become necessary.

Another approach is a direct integral equation formulation for the flutter problem in terms of aerodynamic and structural influence coefficients (Ref. 13), but this method does not offer all of the advantages in simplicity obtained from the assumed mode technique.

D.1 Equations for Bending-Torsion-Aileron Flutter

If the structure to be analyzed is of the conventional beam-rod type, the formulation according to the present report is very similar to the method presented in Ref. 12 with the sole exception that the generalized forces are evaluated by the aerodynamic influence coefficient method (the notations are those of Ref. 12, except that the spanwise variable is taken to be $\alpha$).
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\[ \mathcal{A} = \left[ 1 - \left(\frac{\omega}{k}\right)^2 \sigma^2 (1 + \frac{\omega}{k}) \right] \int L \left[ \frac{\omega}{k} \right]^2 dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{B} = \int S_y \left[ f_0(y) \right] [f_0(y)] dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{C} = \int \int S_y \left[ f_0(y) \right] [f_0(y)] dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{D} = \int S_y \left[ f_0(y) \right] [f_0(y)] dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{E} = \left[ 1 - \left(\frac{\omega}{k}\right)^2 (1 + \frac{\omega}{k}) \right] \int L \left[ \frac{\omega}{k} \right]^2 dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{F} = \int \int \left[ I_p + (c - a) b S_p \right] [f_0(y)] [f_0(y)] dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{G} = \int \int S_p \left[ f_0(y) \right] [f_0(y)] dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{H} = \int \int \left[ I_p + (c - a) b S_p \right] [f_0(y)] [f_0(y)] dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

\[ \mathcal{I} = \left[ 1 - \left(\frac{\omega}{k}\right)^2 (1 + \frac{\omega}{k}) \right] \int L \left[ \frac{\omega}{k} \right]^2 dy + \frac{1}{\omega} \mathcal{Q}_{eh} \]

Eq. (D.1 a-1)
Typical examples of the generalized forces in these equations are listed below:

\[ Q_{hh} = \text{the weighted lift due to unit amplitude of bending motion at the reference station,} \]
\[ = \int_0^L \Delta l_h \left[ f_h(y) \right] dy, \quad (h = 1 \text{ at the reference station}), \]

\[ Q_{\alpha\alpha} = \text{the weighted moment about the elastic axis due to unit amplitude of pitching motion at the reference station}, \]
\[ = \int_0^L (\Delta m_{\alpha})_{c.a} \left[ \bar{f}_\alpha(y) \right] dy, \]

and

\[ Q_{\beta\alpha} = \text{the weighted moment about the elastic axis due to unit amplitude of aileron motion at the reference station}, \]
\[ = \int_0^1 (\Delta m_{\beta}) \left[ \bar{f}_\alpha(y) \right] dy, \]

where \((\_\_\_\_)_{c.a}\) denotes a moment about the elastic axis. The spanwise running lifts and moments, such as \(\Delta l_h, (\Delta m_{\alpha})_{c.a.}\) and \((\Delta m_{\beta})_{c.a.}\) etc. may be obtained by appropriate chordwise integrations of the pressures or of the velocity potentials which are calculated in advance by the box scheme. Finally, spanwise integrations may be carried out by numerical means. The quantities \(\bar{A}, \ldots, \bar{F}\) are the elements of the flutter determinant

\[
\begin{bmatrix}
\bar{A} & \bar{B} & \bar{C} \\
\bar{D} & \bar{E} & \bar{F} \\
\bar{G} & \bar{H} & \bar{I}
\end{bmatrix}
\]

Associated with this determinant are two unknowns (such as the velocity and the frequency). At flutter these two unknowns (eigenvalues) are such that the value of the determinant is zero.
D.2 Flutter Equations for Plate-Type Structures

For low-aspect-ratio surfaces or plate-type structures, the assumption of beam-rod type deformations is no longer justified. A new approach must be devised to treat these cases. As an example of the modified procedure, consider a cantilever triangular wing which is divided into ten areas as shown in Fig. D.1. Each such area has a mass \( m_i \) concentrated at its center-of-gravity location \((x_i, y_i)\). If the structural influence coefficients associated with these points are given, one may obtain by matrix iteration (Ref. 14) the first few free vibration frequencies and the related orthogonal mode shapes. Once they are available, one may proceed to the flutter equations of motion. If the flutter mode is assumed to consist of the first two free vibration modes \( A(t) f_1(x, y) \) and \( B(t) f_2(x, y) \) then the displacement of a point \((x_n, y_n)\) may be written as

\[
\ddot{z}_n(t) = A(t)f_1(x_n, y_n) + B(t)f_2(x_n, y_n)
\]

Eq. (D.2)

For use in deriving Lagrange's equations, the total kinetic energy of the system is
\[ KE = \frac{1}{2} \sum_{n=1}^{10} m_n \dot{z}_n^2 \]
\[ = \frac{1}{2} \dot{A}^2 \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right]^2 + \frac{1}{2} \dot{B}^2 \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right]^2 + \dot{A} \dot{B} \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right][f_i(x, y)] \]

**Eq. (D.3)**

Since the last term is zero by the orthogonality condition, the kinetic energy terms in Lagrange's equations are

\[ \frac{d}{dt} \left( \frac{\partial (KE)}{\partial A} \right) = \dot{A}(t) \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right]^2 \]
\[ \frac{d}{dt} \left( \frac{\partial (KE)}{\partial B} \right) = \dot{B}(t) \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right]^2. \]

**Eqs. (D.4a-b)**

For simple harmonic motion, \( \dot{A}(t) = -\omega^2 A(t) \), \( \dot{B}(t) = -\omega^2 B(t) \). Because of the orthogonality of the modes, one may write for the potential energy terms

\[ \frac{\partial (PE)}{\partial A} = \omega^2 A(t) \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right]^2 \]
\[ \frac{\partial (PE)}{\partial B} = \omega^2 B(t) \sum_{i=1}^{10} m_i \left[ f_i(x_n, y_n) \right]^2. \]

**Eqs. (D.5a-b)**

Finally, the generalized forces \( Q_A \), \( Q_B \) are:

\[ Q_A = \iint_S \left( \partial (PE)_A + (\dot{A} \frac{\partial (PE)}{\partial A})_A \right) f_i(x, y) \, dx \, dy \]
\[ = \frac{SE}{U} \iint_S \left( (i k \Delta x + b \frac{\partial (\Delta y)}{\partial x})_A \right) f_i(x, y) \, dx \, dy = (A \dot{Q}_A + B \ddot{Q}_A)_A \]

**Eq. (D.6a)**
\[ Q_B = \iint_S \left\{ (\frac{\partial}{\partial t} + \frac{\partial}{\partial x}) f_2(x,y) \right\} dx dy \]
\[ = \iint_S \left\{ (i \alpha A \beta + \frac{\partial}{\partial x}) f_2(x,y) \right\} dx dy = A Q_{AB} + B Q_{BB} \]
Eq. (D.6b)

where for instance \((\frac{\partial}{\partial t} + \frac{\partial}{\partial x}) f_2(x,y)\) indicates the pressure distribution due to the motion \(A(t)f_2(x,y)\) and the integrations are over the planform \(S\). The task of evaluating these forces is discussed in Appendix C.

Equations (D.4a-b), (D.5a-b), and (D.6a-b) provide the elements in Lagrange's equations
\[ \frac{d}{dt} \left( \frac{\partial (K_E)}{\partial \dot{q}_r} \right) + \frac{\partial (P_E)}{\partial q_r} = Q_r, \quad q_r = A, B. \quad \text{Eqs. (D.7)} \]

Equations (D.7) form a set of two simultaneous homogeneous linear equations in the complex modal amplitude functions \(A\) and \(B\):

\[
\begin{bmatrix}
(\omega^2 - \omega_0^2) \sum_{i=1}^{10} m_i \left[ k(x_i, y_i) \right]^2 & Q_{BA} & Q_{AB} \\
Q_{AB} & (\omega^2 - \omega_0^2) \sum_{i=1}^{10} m_i \left[ k(x_i, y_i) \right]^2 & Q_{BB}
\end{bmatrix}
\begin{bmatrix}
A \\
B
\end{bmatrix} = 0.
\]
Eq. (D.8)

The condition for flutter is that the determinant of the above matrix should vanish.