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A Particle Swarm Optimization algorithm was implemented along with an Euler (inviscid) computational fluid dynamics code to determine both body bending angles and locations that separately optimized two parameters: lift-to-drag ratio at the trim angle of attack and pitching moment coefficient at 0° angle of attack. The Air Force Finner missile at a Mach number of 2 was used as the baseline configuration. As a constraint, only configurations that could reach a trimmed condition over the angle of attack range (–10°<α<10°) were considered valid. The performance of the Euler code was evaluated by modeling the baseline Air Force Finner and comparing with archival experimental data as well as previous high-fidelity, viscous simulations. The Euler code produced comparable solutions to the viscous solutions for multiple bending body configurations with superior efficiency. Implementation of the shape optimization resulted in convergence to a different configuration, but with similar lift-to-drag ratios and trim angles of attack, for each of the optimized parameters. A “bentness” angle was defined that had a similar value for both optimal configurations. The optimal bending body configurations produced significantly higher pitching moment increments and improved maneuverability potential over a generic canard-controlled configuration with a 10° canard deflection. A 34% increase in lift-to-drag ratio was achieved for the bending body configurations. Overall, the optimization routine proved to be an efficient tool for producing highly maneuverable aerodynamic designs.
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1. Introduction

Small-diameter gun-launched munitions with fast and aggressive maneuver capabilities are of great research interest in the ballistics’ community. Specifically, there has been growing interest to improve the delivery of munitions to be more precise and accurate to minimize collateral damage and maximize lethal effects. One method that can potentially achieve the necessary aggressive maneuver capability is bending body technology.

Conventional maneuvering munitions rely on actuators such as canards, fins, reaction control jets, or thrust vector control to provide the control authority necessary to perform maneuvers. For canard control, two configurations have typically been considered for maneuver control and are continuing to be developed: 1) slowly rolling munitions equipped with a single plane of moveable lifting surfaces\(^1-^3\) and 2) nonrolling munitions with dual plane, moveable lifting surfaces.\(^4\) Canards are proven to be effective for some missions and maneuvers but can be limited in aggressive maneuver capability. Bending body technology offers a form of morphing airframe technology that can provide another method for control.\(^5,^6\)

The bending body concept may provide aggressive maneuver capability, which can be limited with conventional canards, as they are subject to loss of effectiveness at high angle of attack, \(\alpha\), due to stall. Additionally, the interference loads that occur on the tail fins due to the interaction of vortices shed from the canard tips have been shown to limit maneuverability or adversely affect control. Vortex-fin interaction continues to be an area of active research, as its understanding is critical to increasing the performance of the flight body.\(^7-^19\) However, there are concerns for the actual implementation of bending body technology. While the projectile would fly in a straight configuration for most of the flight envelope, there is a significant increase in \(C_D\) during the maneuvering phase of flight (i.e., when the projectile is bent) that decreases performance.\(^5,^6\) Additionally, the center of pressure of the projectile may shift significantly when bent, causing destabilization of the projectile.\(^5,^6\) It is important to address these issues because there are several other advantages to using bending body technology, such as no canard-induced aerodynamic issues due to trailing vortex-fin interference, structural integrity during launch, and volumetric constraints associated with launch platforms.\(^16,^{20,21}\)

Previous research on bending body technology has focused on deflecting just the nose section of the projectile at its base.\(^22-^26\) In the early 1980s, Thomson considered a deflectable nose concept, where the weapon forebody is angularly deflect about a suitable pivot point as a way to control a tube-launched weapon.\(^22,^23\) Through his analyses, Thomson found the deflectable nose does not perform well at subsonic speeds but is feasible in the supersonic regime. Landers
et al. \textsuperscript{24} performed wind tunnel tests at Mach 3 and Mach 6 on a hypervelocity projectile with a deflectable nose, comparing pitch control effectiveness with a canard configuration of the same projectile. They found the projectile with the deflectable nose control reduced the forebody $C_D$ from 5\% to 13\% at Mach 3 and 6, respectively, attributed to the elimination of the control surfaces. They also found the reduction in axial force was increased to 10\% to 30\% at trim conditions when both control types provide similar maneuverability. Interference effects were found on both the deflected-nose and canard-controlled noses, but at low $\alpha$ ($<6^\circ$). Vaughn and Auman\textsuperscript{25} demonstrated capability to model the same deflected-nose concept using an intermediate-design level code based on the same Cartesian-grid, Euler computational fluid dynamic (CFD) solver used in the current paper. Shoesmith et al.\textsuperscript{26} performed CFD simulations using the parabolized Navier–Stokes equations of the same deflected-nose projectile and found the downstream flow was insensitive to the nose deflection, providing an opportunity to decouple responses of nose control and fin-mounted actuators. They also determined the estimated actuator loads could be met with current actuators. Youn and Silton\textsuperscript{6} demonstrated multiple bends can increase the advantage in control authority but at the cost of increased $C_D$.

Finding the “optimum” shape for a bent-body configuration would enable the leveraging of the control authority bending body technology offers, while mitigating the cost of increased $C_D$. Our approach to this problem is to simulate a bent body design with CFD and evaluate the results for the best performance. To evaluate the results of the simulations, we implement an optimization method to select the bent body configuration that best suits our chosen objective functions. We want to use optimization because the complex interactions between the performance metrics make closed form evaluation and analysis impractical. The challenge with optimizing the bending body projectile is the highly dimensional, multimodal nature of the problem. Evolutionary programming is a powerful optimization technique that is widely applicable to scientific research and the engineering industry. As a subset of machine learning, evolutionary programming provides a robust approach to the difficult optimization task. Li et al.\textsuperscript{27} demonstrated that evolutionary programming (genetic algorithms, particle swarm optimization algorithms, etc.) can be used for aerodynamically driven shape optimization. Many other researchers and scientists have demonstrated similar investigations.\textsuperscript{28–30}

The evolutionary programming technique used in this investigation is a Particle Swarm Optimization (PSO) algorithm.\textsuperscript{31} PSO is based on the theory of swarm intelligence. Swarm intelligence is the property of a system where the collective behavior of individual particles evaluated locally in their environment contribute to
coherent global patterns in the population. A natural, real-world analogy to PSO would be a “swarm” of bees, a school of fish, or an army of ants. A PSO algorithm evolves multiple iterations of a population of particles where each “particle” is a solution to the problem or objective function. The objective function characterizes what is being optimized. Particles that are found to solve the problem poorly are encouraged to change their identity, while those found to solve the problem well are discouraged to change their identity. The algorithm iterates until a convergence condition is met. Defining aspects of PSO algorithms include metaheuristic, stochastic, and conditionally global. PSO algorithms are metaheuristic because they find practical solutions instead of exact or perfect solutions. They are stochastic because the algorithm invokes pseudorandom number generation to assist searching the design space. They are conditionally global depending on how the algorithm is constructed or parameterized. If the algorithm is not properly constructed or parameterized, there may not be enough “search effort” or diversity in the iterations to search all necessary aspects of the design space of the problem. This issue may result in optimized individuals finding local extrema instead of global extrema or no extrema at all.

The current numerical study extends the investigation of Youn and Silton using the common US Air Force Finner (AFF) missile geometry as the baseline configuration. The effect of the body hinge location as well as the nose and body bending angles of the aerodynamic performance are considered. The ability of the inviscid Cart3D CFD solver to efficiently predict the aerodynamic coefficients is evaluated by comparing with the results of a fully viscous, Reynolds-Averaged Navier–Stokes (RANS) CFD solver as well as previously obtained experimental results. After establishing the efficiency and accuracy of Cart3D to determine the aerodynamic coefficients of the bending body configuration, a PSO algorithm is used to optimize a bent body design of the AFF geometry. Two objective functions were studied with three swarm sizes for a total of six unique optimization studies. The first objective function sought to maximize $L/D$ and the second sought to optimize $C_{m_0}$ while also requiring that the configuration reach a stable, trim condition. Three swarm sizes were used to determine the optimal individuals as well as the veracity of the optimal configurations. The optimization studies were completed at Mach 2 across an angle-of-attack range of $-10^\circ$ to $10^\circ$. The aerodynamics of the optimal bent configuration were then studied in greater detail and compared with conventional canard configurations.

* The term “projectile” is used in this report because our primary focus is a gun-launched guided munition, but it is aerodynamically equivalent to a missile.
2. Projectile Design

The numerical studies were completed using the basic AFF ($D = 30$ mm)$^{38-44}$ as the baseline geometry (Fig. 1). This projectile was chosen because it is a baseline supersonic geometry that has been studied extensively with a large volume of computational and empirical data available for comparison. The projectile has four uncanted, clipped delta tail fins spaced equidistant circumferentially. The AFF has a length-to-diameter, or fineness, ratio of 10 and the nose cone length is $2.5 \, D$. The center of gravity, $c.g.$, is located at $4.8 \, D$ from the tip of the nose. The fins are beveled on the leading and trailing edges with a root cord of $4/3 \, D$ and a semi-span of $0.5 \, D$. The baseline straight body configuration is shown in Fig. 1.

![Fig. 1 AFF straight body configuration](image_url)

2.1 Bent Body Model Variant

The projectile, in concept, is designed to fly in the baseline straight body configuration and morph into a bent body configuration when a maneuver is desired. A generic bent body configuration is shown in Fig. 2 with control parameters $\Phi_1$, $\Phi_2$, and $Q_1$. The first bend angle ($\Phi_1$) is the angle between the projectile axis in the unbent configuration and the axis of the deflected forward-body section. The second bend angle ($\Phi_2$) is the angle between the axis of the deflected forward-body section and the axis of the projectile nose section (or ogive). The first bend is located between the projectile’s $c.g.$ and the base of the nose cone ($Q_1$). Angle of attack, $\alpha$, of the projectile is defined as the angle between the freestream velocity vector and the axis of the unbent portion of the projectile (dashed blue line in Fig. 2).
During the initial bent-body viability study, 31 configurations—30 randomly generated bent body configurations and the baseline configuration—were investigated. $Q_1$ was allowed to vary between 1 and 66 mm from the c.g. in 4.33-mm increments. The bend angles ($\Phi_1$ and $\Phi_2$) were initially permitted to vary from $0^\circ$ to $7.5^\circ$ in $0.5^\circ$ increments. As the research progressed to the aerodynamic performance study using the Euler code, five configurations were chosen for comparison. The control parameters for these models are listed in Table 1. After the aerodynamic performance study, it was decided to reduce the size of the design space by doubling the value of the parameter increments (also eliminating the final option for each parameter) for the subsequent optimization studies. The new reduced design space is tabulated in Table 2.

**Table 1  Control parameters for selected configurations**

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Phi_1$ (°)</th>
<th>$\Phi_2$ (°)</th>
<th>$Q_1$ (mm)</th>
<th>Individual visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight body</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td><img src="image1" alt="Individual visualization" /></td>
</tr>
<tr>
<td>Model 2</td>
<td>0.5</td>
<td>6.5</td>
<td>68.75</td>
<td><img src="image2" alt="Individual visualization" /></td>
</tr>
<tr>
<td>Model 3</td>
<td>3</td>
<td>3.5</td>
<td>10.25</td>
<td><img src="image3" alt="Individual visualization" /></td>
</tr>
<tr>
<td>Model 4</td>
<td>5</td>
<td>4</td>
<td>1.25</td>
<td><img src="image4" alt="Individual visualization" /></td>
</tr>
<tr>
<td>Model 5</td>
<td>1</td>
<td>0.5</td>
<td>23.75</td>
<td><img src="image5" alt="Individual visualization" /></td>
</tr>
</tbody>
</table>

* $Q_1$ can take on any value in parameter space (Table 2) for straight body configuration.
Table 2  Optimization control parameter values

<table>
<thead>
<tr>
<th>$\Phi_1$ (°)</th>
<th>$\Phi_2$ (°)</th>
<th>$Q_1$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>9.67</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>18.33</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>27.00</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>35.67</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>44.33</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>53.00</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>61.67</td>
</tr>
</tbody>
</table>

To effectively categorize the various geometries within the design space set by the bending body parameters, each particle is mapped onto an $H$ versus $\theta$ characterization. An example of the imaginary triangle having the $\theta$ and $H$ is modeled on the basic AFF in Fig. 3, where $H$ represents the hypotenuse of the imaginary triangle and $\theta$ represents the angle between the straight body axis and the straight line from the center of gravity to the tip of the nose of the projectile. The $H$ dimension only decreases 1.2 mm (0.4%) as the nose changes from the undeflected to the most deflected position. Therefore, the angle $\theta$ alone provides a good representation of the effective “bentness” to describe combined bending of the nose and body sections.

![Fig. 3 Imaginary triangle characterizing the “bentness” of a generic bent body](image)

2.2 Canard Configuration Variant

A generic canard configuration is shown in Fig. 4. The axial location and size of the canards were determined using Missile DATCOM$^{45}$ such that maximum control authority could be achieved without compromising stability in the Mach number regime of interest. Missile DATCOM is an aero-prediction code that uses a hybrid of empirical and analytical techniques to calculate aerodynamic coefficients. Four clipped-delta planform canards were placed in the “+” orientation (i.e., aligned with
the pitch and yaw axes) on the ogive section of the AFF. Three locations of the canards along the ogive were considered: a forward location, such that canards could be deployed during tube launch, and two additional rearward locations that would require the canards to be deployed after launch if in a tube-launched configuration. The most rearward location was at the ogive–body interface, while the remaining location was midway between these two. The canard planform area could be increased as the location moved rearward, but the reduced moment arm resulted in little change in effective control authority. An optimization of the canard size and/or location was not deemed necessary unless the tail fin design was also allowed to change. As the comparison here was to compare two control actuation methods added to the standard AFF, the tail fin design was unchanged. As a result, the generic configuration with the canards located in the middle location, shown in Fig. 4, is representative of the performance that can be expected using typical canard control on the AFF. The canard configuration variant was considered in three discrete configurations by varying the deflection angle of the canards ($\delta = 0^\circ, 5^\circ, 10^\circ$). Canard deflections greater than $10^\circ$ offered no significant increase in performance.

![Canard configuration of the AFF](image)

Fig. 4 Canard configuration of the AFF

### 3. Methodology

The initial portion of this study was completed using a commercial RANS flow solver. While the computational time for each simulation was not extreme, the combination of mesh generation and simulation time for each configuration would become too large when the larger optimization study was undertaken. As such, the feasibility of using an inviscid solver was established prior to its extensive use.

#### 3.1 RANS Flow Solver

All of the initial configurations were simulated using CFD++ by Metacomp Technologies. CFD++ was used to solve the fully 3-D RANS equation set with the realizable $k-\varepsilon$ turbulence closure model. Several techniques such as an implicit scheme and relaxation are used to achieve faster convergence. Second-order discretization was used for the flow variables and the turbulent viscosity equation. All simulations used freestream fluid properties for air at standard, sea level,
temperature, and pressure (101325 Pa, 298 K). Supersonic Mach numbers of 2 and 3 were considered. The angle of attack, $\alpha$, was varied using a quasi-steady sweep methodology, where simulations were started at the minimum $\alpha$ value and swept upward in 0.25° increments. The angle-of-attack range investigated was limited to $-8^\circ \leq \alpha \leq 8^\circ$.

The computational meshes for the RANS solver were created using the unstructured mesh generator MIME by Metacomp Technologies. Three views of a representative computational mesh generated by MIME are shown in Figs. 5–7. The surface mesh is created using Delaunay triangulation with the growth rate restricted to 1.2. Prism layers, with a growth rate of 1.2, are utilized to ensure boundary layer resolution. The unstructured volume mesh was allowed to grow at a rate of 1.4 to minimize the size of the overall mesh. Density boxes are implemented around the body and in the wake to control mesh growth in order to ensure adequate resolution of the shock and wake regions. The outer boundary is within 10 projectile diameters of the surface in all directions (less fore and aft) as only supersonic flow was considered. For all the configurations considered here, longitudinal symmetry is used to reduce the required computational resources. These mesh parameters had previously been found to produce reasonable results by Youn and Silton. The mesh sizes were typically 9–12 million cells. Generation of the mesh was semi-automated, as the parameter file could remain the same between configurations. However, manual intervention was required for each configuration to define the geometry.

Approximately 30 min was required to generate each computational mesh. Computational resources of a Cray XC40 supercomputer (CONRAD), located at the Navy Department of Defense High Performance Computing Center, Stennis Space Center, Mississippi, were utilized for the flow solver. Each simulation (initial steady-state solution plus transient sweep) used 96 processor cores and required 6–8 h of wall clock time. All simulations were performed with the projectile in the “x”-configuration.
Fig. 5   Global view of an MIME-generated computational mesh

Fig. 6   Detailed perspective of aft end surface mesh and cut planes generated by MIME
3.2 Inviscid Flow Solver

Cart3D is a high-fidelity inviscid analysis package for aerodynamic design. Cart3D provides utility for surface modeling and intersection, mesh generation, flow simulation, and postprocessing.\textsuperscript{48–51} The mesh generation software with the Cart3D package produces Cartesian meshes for arbitrarily complex, watertight geometries. For the configurations considered here, a stereolithography (STL) geometry file generated using SOLIDWORKS was used to create the Cartesian mesh once the domain’s extent and resolution were set.\textsuperscript{52} The mesh generation process automatically increases the fidelity of the domain near small features and curvature present in the geometry to better resolve flow features near the surface. The option also exists to create higher-resolution areas in the wake of the body. For the Cartesian meshes generated as part of this study, the domain extended 40 projectile diameters in all directions from the center of the projectile. The resolution was chosen such that the smallest typical cell size for the domain was 0.0067 $D$ (0.2 mm). The typical computational domain consisted of approximately 3.9 million Cartesian cells. An example of the final Cartesian mesh used is shown in Fig. 8.
Once the mesh is generated, the flow solver, flowCart, is run using its parallelized version. The solver, which is a multilevel, linearly exact upwind solver, uses on-the-fly domain decomposition to quickly compute the aerodynamic forces and moments of a given configuration. For each configuration considered, the range of angles of attack was analyzed \((-10^\circ \leq \alpha \leq 10^\circ)\) for the Mach number of interest. A unique steady-state simulation was completed for each \(\alpha\). Since the Euler equations being solved do not include the viscous components, the Cart3D analysis package provides only inviscid aerodynamic coefficients. Simulations have shown that 1) as in full Navier-Stokes simulations, it is important to ensure mesh convergence in the wake region through appropriate mesh refinement and 2) at high angles of attack the contribution of the viscous component of drag decreases as the pressure drag dominates in the body separation region leading to predictions that are closer to those in viscous solutions. The pressure component dominates in the other major static loads \((C_l\text{ and } C_m)\). Therefore, with care to take into account the limitations to predict drag, the inviscid flow solver was deemed to be an adequate tool for analyzing initial design configurations.


**Mesh Resolution Study**

To ensure the results of the simulations in Cart3D were mesh independent, 33 mesh parameters were adjusted and studied over 12 meshes at Mach 2 for a single bent body configuration ($\Phi_1 = 7.5^\circ$, $\Phi_2 = 5.5^\circ$, $Q_1 = 50.75$ m). The mesh parameters included both STL surface mesh parameters (longitudinal surface mesh discretization, surface mesh deviation, and surface mesh angle) and computational mesh parameters (computational mesh radius, computational mesh maximum refinement, density box boundaries, and density box refinement levels). The STL mesh parameter investigation was necessitated by the lack of control of surface triangle maximum aspect ratio (e.g., on cylindrical body in line with projectile axis) when output from SOLIDWORKS. Previous studies have found evidence of adverse effect on moment predictions in Cart3D.\(^{48-51}\) For the current study it was determined that the STL surface mesh parameters did not significantly affect the aerodynamic coefficients. This conclusion was made by comparing the coefficient predictions from flow solutions using STL files output from SOLIDWORKS with those generated from higher-resolution STL files output from MissileLab,\(^{53}\) a graphical user interface used to run several missile aerodynamic prediction codes. SOLIDWORKS’ STL files were selected for ease of generation; the output parameters were modified from the default settings within SOLIDWORKS to limit the facets visible in the post-processing visualization. Some of the computational mesh parameters were found to have a significant effect on the aerodynamic coefficients, including maximum refinement, density box (defined in the following) boundaries, and density box refinement levels. Combinations of these parameters were studied over six meshes at Mach 2, $\alpha = 8^\circ$ (detailed in Table 3). The maximum $\alpha$ was chosen for the investigation as the flow physics would be the most complicated and most likely to highlight shortcomings of the meshes. Table 4 shows $C_D$, $C_L$, and $C_m$ for each test case, as well as the RANS solution. Note that $C_D$ for the RANS solution is the total value, viscous and inviscid.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Mesh radius</th>
<th>Wake density box refinement level</th>
<th>Body density box refinement level</th>
<th>Cell count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$80 , D$</td>
<td>N/A</td>
<td>N/A</td>
<td>900,000</td>
</tr>
<tr>
<td>2</td>
<td>$80 , D$</td>
<td>Medium</td>
<td>N/A</td>
<td>1,000,000</td>
</tr>
<tr>
<td>3</td>
<td>$40 , D$</td>
<td>Medium</td>
<td>N/A</td>
<td>3,500,000</td>
</tr>
<tr>
<td>4</td>
<td>$40 , D$</td>
<td>Fine</td>
<td>N/A</td>
<td>3,850,000</td>
</tr>
<tr>
<td>5</td>
<td>$40 , D$</td>
<td>Fine</td>
<td>Fine</td>
<td>4,500,000</td>
</tr>
<tr>
<td>6</td>
<td>$40 , D$</td>
<td>Fine</td>
<td>Medium</td>
<td>3,900,000</td>
</tr>
</tbody>
</table>
A computational mesh radius of 40 projectile diameters was determined to be sufficient and effective for the computational domain. Reducing the computational mesh radius while holding all other mesh parameters constant (Cases 2 and 3) significantly increases computational mesh density without any significant change in the aerodynamic coefficients. The computational mesh density for a global mesh radius of 40 projectile diameters and a wake density box with a medium refinement in the wake is shown in Fig. 8. The wake density box was added in an attempt to increase the repeatability of the inviscid $C_D$ prediction. The Cart3D value without the wake density box was quite similar to that obtained for the RANS simulation, not less as would be expected of an inviscid code. The addition of a mesh density box in the wake or along the body did not significantly affect $C_L$ and $C_m$, as the results in Table 4 show a variation of about 1% across the six test cases. However, increasing the mesh resolution in the wake by 1) reducing the outer domain distance (80 to 40 $D$) and 2) using the finest wake density box resulted a decrease in $C_D$ of 6.3% (Test Case 3 to Test Case 4 in Table 3). Figures 9 and 10 show that the wake density box provides a better-resolved wake flowfield. For the final mesh used in the study, a fine density box was chosen for the wake region. In addition, the medium refinement density box around the body was expanded to include the region on the windward side of the projectile (Test Case 6) to better refine wake features developing behind bent portions of the projectile (Fig. 11).

![Fig. 9](image-url)  

$C_p$ contours in wake of projectile for Test Case 1 (left), 2 (middle), and 3 (right)
Fig. 10  Computational mesh with a heavily refined density box in the wake of the projectile (left) and resulting wake flowfield (right) for Test Case 4

Fig. 11  Detailed perspective of a final computational mesh of a bent body projectile (Test Case 6)

3.3 Particle Swarm Optimization

Utilizing similar strategies as described in Vasile et al.,$^{32}$ PSO algorithms were used to process generations of configurations simulated by Cart3D to optimize the shape
of the bent body configuration. The essence of a PSO algorithm is that each particle in a swarm represents a design point that can move in the given design space searching for the best solution. Each particle’s position is updated based on the memory of each particle as well as the knowledge gained by the swarm as a whole. Particles move through the design space according to their respective velocity (i.e., rate of change in design space parameters relative to iterations of the optimization algorithm). At each iteration, the particles are ranked in fitness according to the objective function. Once ranking is complete, the particle velocities are adjusted such that particles are oriented toward better solutions. The particle velocities then inform future particle positions in the environment. Overall, the population works together by sharing information through mathematical expressions to find progressively better solutions as the optimization routine marches through iterations. The theory is that as the number of iterations increase, the population increases in both agreement on the best solution and objective function evaluation. Once the particles in the population find enough agreement with each other or the score of the population converges by a certain statistical threshold, the optimization routine is complete. The best particle in the population at the final iteration is selected as the optimized individual. The two PSO algorithms used in this investigation were the built-in PSO algorithm in MATLAB and an “in-house” PSO algorithm. The default convergence method for the MATLAB PSO algorithm focuses on the best particle in the population. Once the relative change in the best objective function value falls below the convergence criteria (i.e., $1e^{-20}$), the routine execution is considered converged. The convergence method selected for the “in-house” PSO algorithm is a variance function of the swarm’s fitness. The routine execution was considered converged once the variance function was evaluated below a certain tolerance (i.e., $\varepsilon_{tol} = 1e^{-5}$). The equation for this convergence variance function is:

$$\frac{\sum_{i=1}^{n} \left( \frac{f_i - \bar{f}}{\max(1, \max(|f_i - f|))} \right)^2}{n} < \varepsilon_{tol} \tag{1}$$

Each PSO algorithm will direct Cart3D to simulate each progressive swarm in a routine execution. Once Cart3D has completed the particle simulations, the aerodynamic data will be returned to the PSO algorithm where optimization processing will generate the identity of the next swarm. This process continues until the convergence criterion for the PSO algorithm is met. The aerodynamic data for each configuration that is simulated is saved and subsequent calls to the same configuration will access this data rather than run the simulation again. Two optimizations are considered as part of this study. The first optimization study seeks to find a bent body configuration with a maximum $L/D$ at the trim condition (i.e., there is an equilibrium $C_m$ value of zero within the $\alpha$ range of interest) for a given
Mach number. Maximum $L/D$ was selected as an optimization goal because $L/D$ is directly correlated to efficient glide flight and range metrics. For this constrained optimization problem, the evaluated bent body configurations that do not satisfy the trimmed condition are neglected. The second optimization seeks to find a bent body configuration that results to a maximum pitching moment at zero degree body angle of attack (i.e., $C_{m_0}$). Maximum $C_{m_0}$ was selected as an optimization goal because $C_{m_0}$ is directly correlated to advantages in maneuverability. In both optimizations, the aerodynamic coefficient data was fit using third-degree polynomials. Reverse linear interpolation is then used to find the root of the polynomial fit (i.e., the body trim angle). Once the trim angle is determined, linear interpolation is used to find the $C_D$ and $C_L$ corresponding to the trim angle. An example of the polynomial fit is shown in Fig. 12.

![Fig. 12 Examples of $C_m$ vs. $\alpha$ and the polynomial fits for one projectile that does not achieve a trimmed condition, and another projectile that achieves a trimmed condition](image)

To assist the algorithm in converging to configurations that achieve a trimmed condition, a functional constraint is placed on configurations that do not trim. If the configuration does not trim, the minimum $C_m$ (scaled by an amplification factor) is taken as the objective function evaluation. Configurations that result in smaller magnitudes of $C_m$ were considered “closer to achieving a trimmed condition” and were therefore desired, and scaled accordingly. There are eight discrete options...
(Table 2) for each control parameter that can characterize a given configuration. Using the three control parameters, $\Phi_1$, $\Phi_2$, and $Q_1$, the design space is represented by 512 unique configurations. The aim of these optimization studies is to find the configuration for Mach 2 that yields the most desirable results.

4. Results and Discussion

4.1 Baseline Configuration

Numerical simulations were completed for the baseline, straight body AFF (Fig. 1) at Mach 2 and Mach 3. To validate that either CFD++ or Cart3D could be used to obtain reasonable aerodynamic coefficients, experimental data$^{24-27}$ at Mach 2 was used for comparison. At Mach 3, numerical simulations were compared with each other, as experimental data was not available. The Mach 2 aerodynamic coefficients are presented in Figs. 13–15. By judging these data sets we can determine the efficacy of these methodologies for this particular investigation.

![Fig. 13 $C_D$ vs. $\alpha$ at Mach 2 for straight body configuration](image)
Figure 13 shows a comparison of the drag coefficient predictions from Cart3d, CFD++, and DATCOM with experimental data. While the predictions are generally within about 10% of the experimental data, further investigation revealed that the lack of skin friction drag in the Cart3D predictions is offset by an overprediction of
the base drag by Cart3D such that the total drag coefficient is comparable among
the three predictive methods. $C_L$ and $C_m$ are shown in Figs. 14 and 15, respectively.
Agreement between the computational methodologies (viscous CFD++ and inviscid
Cart3D) and the experimental data is good for $C_L$ and $C_m$ within the context of this
investigation, as they primarily rely on the forebody pressure distribution. Only
Missile DATCOM shows any disagreement ($|\alpha| > 5^\circ$).

$C_p$ contours are presented to illustrate the main flow features are present in the
straight body configuration for both the Euler and RANS solutions. The $C_p$ contours
for the straight body configuration at Mach 2, $\alpha = 0^\circ$ and $\alpha = 8^\circ$ are shown in
Figs. 16 and 17 for Cart3D and CFD++, respectively. The Mach 3 $C_p$ contours are
shown in Figs. 18 and 19. Not surprisingly, there are minimal differences between
the CFD++ and Cart3D flowfields at Mach 2 for either $\alpha$. There are some minor
differences in the wake flow at Mach 3 at both $\alpha$, although the forebody flow is
very similar even at $\alpha = 8^\circ$.

As expected, the $\alpha = 0^\circ$ cases at Mach 2 and 3 (Figs. 16 and 18) are symmetric.
Additionally, the shock is stronger for the Mach 3 case. At $\alpha = 8^\circ$, at both Mach 2
(Fig. 17) and Mach 3 (Fig. 19), the shock on the windward side of the nosecone
significantly stronger than the shock on the leeward side of the nosecone due to the
asymmetric nature of the flow. The curvature of the shock due to the ogive nose
cone is present at both Mach numbers, but more evident with the stronger Mach 3
shock. The flow behind the bow shock is relatively uniform until it passes over the
four fins where shock interactions occur.

Fig. 16  $C_p$ contours at Mach 2: $\alpha = 0^\circ$ from Cart3D (left) and CFD++ (right)
Fig. 17  $C_p$ contours at Mach 2, $\alpha = 8^\circ$ from Cart3D (left) and CFD++ (right)

Fig. 18  $C_p$ contours at Mach 3, $\alpha = 0^\circ$ from Cart3D (left) and CFD++ (right)

Fig. 19  $C_p$ contours at Mach 3, $\alpha = 8^\circ$ from Cart3D (left) and CFD++ (right)
4.2 Initial Bent Body Configurations

A random population of bent body configurations (bending in only one direction) was simulated in CFD++, and the aerodynamic coefficients were obtained to gain a general perspective on the aerodynamic characterization of this design concept. The plots for $C_D$, $C_L$, and $C_m$ of the random population are shown for Mach 2 and Mach 3 in Figs. 20–22 and Figs. 23–25, respectively. A subset of configurations (from Table 2, shown as thicker lines in Figures 20–25) was selected for in-depth study based on $C_m$ at Mach 2 (Fig. 26). These bent body models were selected as representative of all configurations. Model 5 has small bend angles and trims ($\alpha$ at which projectile is in static equilibrium, i.e., $C_m = 0$) at relatively small $\alpha$; Model 2 appears to just reach a trimmed condition at $\alpha = 7^\circ$. Neither Model 3 nor Model 4 reaches a trimmed condition in the range of $\alpha$ investigated, but Model 3 appears to be less unstable than Model 4. For a bent body maneuver, projectile static stability is not considered a requirement at this time. Further analyses of actuator and vehicle response times are still needed to determine if vehicle control can be maintained upon returning to the straight body configuration. At Mach 3, only Model 5 reaches a trimmed condition in this range of $\alpha$ (Fig. 25). In Figs. 20–25, the legend only includes, for simplicity, the particular configurations under investigation, which are also bold.

Figure 20 (Mach 2) and Fig. 23 (Mach 3) both show asymmetry in $C_D$. The variation in $C_D$ is significantly less at negative $\alpha$ than at positive $\alpha$. The magnitude of $C_D$ is smaller at negative $\alpha$ than at the same positive $\alpha$ for all configurations other than the straight body configuration. This is to be expected, as bending in the same direction as $\alpha$ results in a greater projected area to the freestream velocity than bending opposite to the freestream velocity. This also leads to asymmetric behavior in $C_L$, and $C_m$. 
Fig. 20  \( C_D \) vs. \( \alpha \) at Mach 2 for population of bent body models

Fig. 21  \( C_L \) vs. \( \alpha \) at Mach 2 for population of bent body models
Fig. 22  $C_m$ vs. $\alpha$ at Mach 2 for population of bent body models

Fig. 23  $C_D$ vs. $\alpha$ at Mach 3 for population of bent body models
Fig. 24  $C_L$ vs. $\alpha$ at Mach 3 for population of bent body models

Fig. 25  $C_m$ vs. $\alpha$ at Mach 3 for population of bent body models
$C_L$ is plotted in Fig. 21 and Fig. 24 for Mach 2 and Mach 3, respectively. There is significantly less variation with configuration than was seen in $C_D$, but there is an increase in magnitude difference of $C_L$ among the configurations as $\alpha$ increases (i.e., the spread of values is greater). This again follows from the fact that the asymmetric, bent configurations, as configured here, will provide a greater effective angle of attack at positive angles of attack.

Figures 22 and 25 show both expected and unique features for $C_m$. As expected, the slope of $C_m$ at Mach 3 is shallower than at Mach 2. For the straight body configuration, this indicates that AFF at Mach 2 is more statically stable than at Mach 3, which is typical of a supersonic projectile. Decreased stability at Mach 3 also affects the bent body configurations; 10 of the bent body configurations investigated reach a trimmed condition at Mach 2, while only 1 does so at Mach 3. Also at Mach 2, $C_m$ of the straight body configuration as well as the less bent configurations varies approximately linearly with $\alpha$, while at Mach 3 it is a cubic dependency. For these configurations, the bent body configurations appear to be no more than a shift in $C_m$ value at $\alpha = 0^\circ$ (Model 5). As $\Phi_1$ and $\Phi_2$ continue to increase, slope of $C_m$ begins to decrease with increasing $\alpha$ (Model 2). In fact, for some of the configurations with the largest $\Phi_1$ and $\Phi_2$, $C_m$ reaches a minimum and begins to increase (Model 3); in the most extreme cases, a local maximum is reached as well (Model 4). This local maximum may be due to a stall effect of the flow over the bent section. The result is divergence and a significant range of $C_m$ across the configurations.

The initial CFD++ simulations demonstrated that significant computational resources and arduous/nonautomated meshing would be required to obtain an
optimized configuration for the bent body, which would not be feasible. As such, a more efficient (i.e., automated) method was sought. The aeroprediction code Missile DATCOM has a documented method of implementing the bent body configuration by assigning a “camber” to the centerline axis.\textsuperscript{38} However, there are limited validation cases available in Missile DATCOM, and the authors felt an “intermediate-level” code, such as Cart3D, would provide the necessary throughput, while providing information on the flowfield that would be valuable in understanding and evaluating the relative performance of the bent configurations. While reasonable results were obtained for the baseline AFF configuration, evaluation of Cart3D for the bent body configurations is necessary prior to full implementation. The four models referenced (Table 2) were chosen to highlight possible differences. The aerodynamic coefficients for these four bent body models were compared between the two flow solvers, Cart3D to CFD++ \( C_D \), \( C_{L} \), \( C_{L}/C_D \), and \( C_m \) are compared at Mach 3 (Figs. 27–30, respectively). \( C_D \) is shown in Fig. 27 for Cart3D (only inviscid available), CFD++ (total, viscous, and inviscid), and the CFD++ inviscid-only component (labeled CFD++ inv) for each bent body model. Figures 28–30 include only the Cart3D and total CFD++ results, as the viscous component of \( C_{L} \) and \( C_m \) is generally small.

Cart3D predicts forebody pressure drag well compared to DATCOM and RANS CFD but tends to overpredict base drag. The difference in base drag is not unexpected since the viscous wake in the base region that contributes to the base drag is not physically modeled using the inviscid Cart3D technique. The overprediction of base drag in Cart3D is offset by the lack of skin-friction drag in the total drag prediction such that the total drag predicted is comparable to DATCOM and RANS CFD predictions. Predominant variations calculating drag in Cart3D are due to changes in forebody pressure drag, which is largely an inviscid phenomenon well predicted by Cart3D.

The primary investigation of this report seeks to optimize the pitching moment at zero degrees angle of attack and maximum lift-to-drag ratio at the trim angle of attack. The pitching moment at zero degrees angle of attack should be well predicted by the forebody component of pitching moment. For lift-to-drag ratio at the trim condition, both the trim angle of attack and lift at the trim angle of attack should be reasonably well predicted due to accurately calculating the forebody component of normal/lift force and pitching moment in Cart3D. Although there are inaccuracies calculating the drag contribution to lift-to-drag ratio, Cart3D still produces reasonable predictions of total drag while also including the relevant effects of variation in drag due to angle of attack and nose bentness.

The Cart3D predicted \( C_D \) is a little higher than expected compared to the inviscid component of the CFD++ prediction for the straight body configuration (Fig. 27).
However, Cart3D predicted $C_D$ for the bent body configurations correlate better with total $C_D$ calculated by CFD++. This is possibly because in the bent body configurations a larger component of the drag is due to pressure drag behind the bent section. As a lower percentage of the drag is due to viscous effects, the inviscid calculation is able to predict a higher percentage of the total drag. The $L/D$ values calculated using Cart3D predictions should therefore also be reasonable for this study.

![Fig. 27 $C_D$ vs. $\alpha$ at Mach 3 for select bent body models](image)

Figure 28 shows there is generally little difference between the flow solver results for $C_L$, although the differences increase as $\alpha$ increases. Although small, the Cart3D result for each model is less than the CFD++ result at every angle of attack. This is an expected result because in Cart3D, vortices will roll up at larger $\alpha$, because it has to rely on the curvature of the body alone, and not the rotation induced by the viscous boundary layer. Besides this difference, there is still generally good agreement between Cart3D and CFD++. Comparing the $L/D$ between Cart3D and CFD++ (Fig. 29), there is good agreement between the flow solvers for the bent body configurations investigated here, indicating Cart3D is likely adequate for our analysis.
Figure 30 shows very good agreement between Cart3D and CFD++ for $C_m$ on each model. From this plot, we see that only Model 5 can trim at Mach 3; predicted at $\alpha = 5^\circ$ for CFD++ and $\alpha = 7^\circ$ Cart3D. The rest of the models are unstable at all $\alpha < 8^\circ$. Again, a statically unstable configuration is not a concern as the control algorithm would be expected to have the projectile fly in the baseline, straight body configuration for most of the flight, morphing to the unstable, bent body configuration when maneuver was desired.
Pressure coefficient contours are presented for each of the bent body models for Mach 3 at $\alpha = 0^\circ$ and $\alpha = 8^\circ$ in Figs. 31–38. In each figure, the Cart3D solution is on the left and the CFD++ solution is on the right. Comparing the Cart3D and CFD++ flow field solutions reveal that the only significant differences are in the wake for any of these configurations. Thus, future studies could be conducted with reasonable reliability using Cart3D rather than CFD++ to minimize resource use. Additionally, mesh refinement, with concentration on the wake region, should be completed to ensure proper resolution for both solvers. At present, no analysis of the vortices being shed from the forebody has been conducted, which could also account for differences observed in the coefficients.
Fig. 32  \( C_p \) contours at Mach 3: \( \alpha = 8^\circ \) from Cart3D (left) and CFD++ (right) for Model 2

Fig. 33  \( C_p \) contours at Mach 3: \( \alpha = 0^\circ \) from Cart3D (left) and CFD++ (right) for Model 3
Fig. 34  $C_p$ contours at Mach 3: $\alpha = 8^\circ$ from Cart3D (left) and CFD++ (right) for Model 3

Fig. 35  $C_p$ contours at Mach 3: $\alpha = 0^\circ$ from Cart3D (left) and CFD++ (right) for Model 4
Fig. 36  $C_p$ contours at Mach $3: \alpha = 8^\circ$ from Cart3D (left) and CFD++ (right) for Model 4

Fig. 37  $C_p$ contours at Mach $3: \alpha = 0^\circ$ from Cart3D (left) and CFD++ (right) for Model 5
4.3 Design Space Analysis

The availability of high-performance computers and the resulting speed of Cart3D in providing solutions allowed solutions to be computed for the entire design space (512 unique configurations) of the problem prior to running optimization routines. The design space in this case is the combinatorial summation of all three parameters from Table 2. Although typically not possible to compute a priori all the possible configurations to be used in the optimization process, in this case it allowed us to investigate multiple optimization methodologies. Assessing the plots of all of the data can help us attain a broad perspective of the problem to be optimized. Figure 39 displays the aerodynamic coefficients versus $\alpha$ for $C_m$, $C_L$, and $C_D$ for the entire set of 512 unique configurations at Mach 2 and the range of $\alpha$ investigated ($-10^\circ \leq \alpha \leq 10^\circ$). As expected, the general shape of these plots match those observed in the previous section, which highlighted 31 of the 512 configurations shown. As predicted, the trends in aerodynamic coefficients versus $\alpha$ were essentially the same for the 512 configurations as they were for the first random set of 31 configurations. The magnitude of the “bentness” of the projectile has little effect at large negative $\alpha$ as the total “effective” $\alpha$ is reduced.
From these data sets, the objective functions can be evaluated for each configuration that achieved trim condition. The first objective function value (Optimization Study 1: maximum $L/D$ at respective trim angle) and second objective function value (Optimization Study 2: maximum $C_m$ at $\alpha = 0^\circ$) are plotted as a function of “bentness angle” $\theta$, (Section 2.1, Fig. 3) in Fig. 40. By plotting the optimization goals with respect to $\theta$, we can more easily understand how the bent body design space is related to the optimization goals as opposed to creating separate plots for each bending body parameter. Only 44% of all possible configurations were able to achieve trim within the $\alpha \leq 8^\circ$ range investigated. The untrimmed configurations were neglected and, thus, discarded in the current optimization analysis. The distributions of both $L/D$ and $C_m$ for all configurations as a function of $\theta$ for each configuration are presented. From these plots, it is clear that both data sets reach respective maxima (shown in red) near the maximum $\theta$ value for the given trimmed configurations. How these maximums are reached by the PSO algorithm, as well as the aerodynamic characterization for these optimal configurations, are discussed in the following sections.
4.4 Particle Swarm Optimization Analysis

The PSO algorithm in MATLAB was effective at optimizing both maximum $L/D$ and maximum $C_{m0}$ for trimmed configurations. Depicted in Figs. 41 and 42 are the geometric and aerodynamic parameters, respectively, that were found from each optimization study and are presented in Table 5. The results indicate that the optimization routine converges to similar “bentness” values of $\theta = 3.9^\circ$ and $\theta = 4.1^\circ$. However, as depicted in Figs. 41 and 42, there are subtle differences in the overall shape for each configuration. The optimal $L/D$ configuration (Fig. 41) has a bend near the c.g. while the nose remains relatively straight, whereas the optimal $C_{m0}$ configuration (Fig. 42) has a small bend in the center body and a significant bend at the nose. Each optimal configuration is better than the other for their respective objective functions but achieve similar performance overall. This is an important observation to consider; there may be more than one design that can be used to accomplish maneuverability with bending body technology.
The optimal configurations were determined from the results of an in-depth analysis on optimization convergence characteristics. These assessments are made based on studying the average number of iterations, success rate at finding the true optimal configuration for a given execution, and resulting average score error. Ten optimization executions were performed for each objective function (maximum $L/D$ and maximum $C_{m0}$) for a given swarm size of 5, 10, 20, and 30 particles. These optimization metrics are summarized in Tables 6–9. An expected trend that emerges from analyzing the optimization studies show there is an increase in success rate and a decrease in score error as the swarm size increases. Subjectively, we can also see that an acceptable success rate is not achieved until the swarm size passes 10 particles. This phenomenon is observed in both PSO algorithms. For the in-house code, iterations increase with increasing swarm size, but for the MATLAB PSO algorithm, iterations decreased just slightly. Both algorithms were prohibited from passing 100 iterations.
Table 8  Optimization study metrics for maximum $C_{m0}$ from in-house PSO algorithm

<table>
<thead>
<tr>
<th>Swarm size</th>
<th>Average iterations</th>
<th>Success rate</th>
<th>Average $C_{m0}$</th>
<th>Average $C_{m0}$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>15</td>
<td>0%</td>
<td>0.774</td>
<td>5.4%</td>
</tr>
<tr>
<td>10</td>
<td>73</td>
<td>50%</td>
<td>0.795</td>
<td>2.9%</td>
</tr>
<tr>
<td>20</td>
<td>55</td>
<td>50%</td>
<td>0.809</td>
<td>1.2%</td>
</tr>
<tr>
<td>30</td>
<td>78</td>
<td>60%</td>
<td>0.811</td>
<td>1.0%</td>
</tr>
</tbody>
</table>

Table 9  Optimization study metrics for maximum $C_{m0}$ from MATLAB PSO algorithm

<table>
<thead>
<tr>
<th>Swarm size</th>
<th>Average iterations</th>
<th>Success rate</th>
<th>Average $C_{m0}$</th>
<th>Average $C_{m0}$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>27</td>
<td>10%</td>
<td>0.779</td>
<td>4.8%</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>60%</td>
<td>0.812</td>
<td>0.8%</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
<td>70%</td>
<td>0.816</td>
<td>0.3%</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
<td>90%</td>
<td>0.813</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

To better understand the results of the optimization studies for both maximizing $L/D$ and maximizing $C_{m0}$, the parameter histograms of each optimization study can be analyzed. Beyond the success rate and the goal error, the histograms give us deeper insight into how well the optimization algorithms performed. Each histogram comprises the parameters of all the converged configurations from each swarm size for the respective study. By consolidating the data in this way, we are able to minimize the stochasticity of finite executions. The 12 histograms for these data sets are shown in Figs. 43–46. In Figure 43, we can see the presence of parameter probabilities for each parameter value from the maximum $L/D$ routine executions using the in-house PSO algorithm. The parameters of the two optimal configurations found by the optimization studies are highlighted in each histogram in green and red columns for the optimal $L/D$ and optimal $C_{m0}$ configurations, respectively. This is done to show that for each objective function, the parameters of the optimal configuration found using the alternate objective function have a high probability of occurring.
Fig. 43  Parameter probability histograms for maximum $L/D$ from in-house PSO algorithm

Fig. 44  Parameter probability histograms for maximum $L/D$ from MATLAB PSO algorithm
The first check we can make is that each histogram exhibits a high probability of the optimal configuration for the optimization study (i.e., the optimal $L/D$ configuration for optimizing $L/D$). As an interesting result, there is also a rather high concentration of the other optimal configuration in each figure (excluding Fig. 46). Explained more explicitly, the parameter histograms generated by the optimization studies for maximizing $L/D$ also exhibit a high probability of the parameters that characterize the optimal $C_{m_0}$ configuration and vice versa. Among general observations, there are also subtle observations worth noting. In Fig. 44 we...
see the optimal $C_{m_0}$ configuration is present in the maximum $L/D$ study with greater probability. While unexpected, it is important to remember that both optimal configurations attain similar performance in both objective functions. So while converging to a suboptimal configuration with a high probability is not ideal, it is not unusual for a heuristic, especially when the suboptimal configuration is very close to the optimal configuration in performance. As another subtle observation, neither expected nor unexpected, the optimal $L/D$ configuration has relatively reduced probability when maximizing $C_{m_0}$ with the MATLAB PSO algorithm (Fig. 46). This observation is relative to Figs. 43–45, especially Fig. 45. There is no causal reason to expect a relatively high probability (with respect to itself) of this suboptimal in this optimization study, but since it was found in all other cases, it is unusual.

After completing our analysis of the parameter histograms, we can also analyze results histograms of all four optimization studies, shown in Figs. 47 and 48. Generally, both algorithms performed well optimizing each objective function (possibly excluding the MATLAB PSO algorithm’s optimization of maximum $L/D$ at trimmed condition.) We can see the optimal result was generally found with the highest probability, and suboptimal results were found with exponentially decreasing probability as the result decreases in objective function value. Additionally, it appears the algorithms found greater success optimizing $C_{m_0}$ in contrast to optimizing $L/D$. This observation is supported by the greater probability of converging to the optimal configuration in contrast to optimizing for $L/D$. This could imply that optimizing $C_{m_0}$ was easier than optimizing $L/D$. Finally, we can note the consistency between the MATLAB PSO algorithm results histogram in Fig. 47 and the parameter histogram in Fig. 44. While there is not a perfect mapping of the parameter probabilities to the results probabilities, each histogram is evidential support of the other.
Fig. 47 $L/D$ results probability histograms from in-house PSO algorithm (left) and MATLAB PSO algorithm (right)

Fig. 48 $C_{m_0}$ results probability histograms from in-house PSO algorithm (left) and MATLAB PSO algorithm (right)
4.5 Optimized Bent Body Projectile Analysis

The data for the optimal configurations as well as three canard configurations, in the form of $\alpha$-sweeps, are displayed in Figs. 49–52 and summarized in Table 10. The data for the optimal configurations were curve-fitted to interpolate the trim angle location and are plotted in the figures along with the raw data. The optimal configurations for each respective objective function result in similar aerodynamic characteristics. Both configurations behave similarly for $C_m$ (Fig. 49), reaching trim conditions at 8.8° and 9.1°. Overall, the aerodynamics of the optimal configurations behave linearly until approximately $\alpha = 4^\circ$. At $\alpha > 4^\circ$, the $C_m$ of the bent body becomes nonlinear. At all $\alpha$, the optimal configurations generate significantly larger $C_m$, as well as $C_{m0}$, compared with the canard configurations. The bent body configurations have double the $C_{m0}$ value compared with the $\delta = 10^\circ$ canard configuration. This indicates the bent body configuration has the potential for more maneuver authority than the $\delta = 10^\circ$ canard-controlled configuration. The optimal $C_{m0}$ configuration features a significantly bent nose as compared to the moderately bent body of the $L/D$ configuration but the “bentness” parameter, $\theta$ is comparable. The aerodynamic parameters are summarized in Table 10.

![Fig. 49 $C_m$ vs. $\alpha$ for optimal configurations and canard configurations at Mach 2](image-url)
Figure 50: $C_L$ vs. $\alpha$ for optimal configurations and canard configurations at Mach 2

Figure 51: $C_D$ vs. $\alpha$ for optimal configurations and canard configurations at Mach 2
Table 10  Comparison of significant aerodynamic metrics between the optimal bent body configuration, the canard configurations and the baseline configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Trim $\alpha$ (°)</th>
<th>$C_m_0$</th>
<th>$C_L$ at trim</th>
<th>$C_D$ at trim</th>
<th>$L/D$ at trim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.380</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta = 0^\circ$ Canard</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.395</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta = 5^\circ$ Canard</td>
<td>3.3</td>
<td>0.207</td>
<td>0.405</td>
<td>0.425</td>
<td>0.953</td>
</tr>
<tr>
<td>$\delta = 10^\circ$ Canard</td>
<td>5.5</td>
<td>0.423</td>
<td>0.695</td>
<td>0.496</td>
<td>1.401</td>
</tr>
<tr>
<td>Optimal $L/D$</td>
<td>9.1</td>
<td>0.800</td>
<td>1.143</td>
<td>0.611</td>
<td>1.871</td>
</tr>
<tr>
<td>Optimal $C_m_0$</td>
<td>8.8</td>
<td>0.819</td>
<td>1.113</td>
<td>0.636</td>
<td>1.749</td>
</tr>
</tbody>
</table>

There is little difference in $C_L$ between the optimal bent body and the canard configurations (Fig. 50). At the highest $\alpha$, the bent body configurations provide about the same lift as the $\delta = 10^\circ$ canard configuration. However, there are significant differences in the drag profiles of each configuration (Fig. 51). At $\alpha = 0^\circ$ the bent body configurations have about a 4%–13% increase in $C_D$. At
positive $\alpha$ the bent body configurations have comparable values of $C_D$ as the deflected canard configurations. At negative $\alpha$, the bent body configurations have lower $C_D$ values than the canard configurations ($\alpha \leq -4^\circ$) and the unbent configuration ($\alpha \leq -5^\circ$). Moreover, the optimal $C_{m0}$ configuration has a larger $C_D$ value than the optimal $L/D$ configuration, indicating that the larger deflection of the nose (Table 5) will lead to a small amount increased drag (6\% over the optimal $L/D$ value). Synthesizing the $C_L$ and $C_D$ data into a single value, we can plot $L/D$ (Fig. 52). Much like $C_L$, $L/D$ appears to be mostly linear and $C_D$ seems to modulate the value of $L/D$. Studying the plot we can see an inflection point seems to occur at $\alpha = 4^\circ$. The inflection point marks the $\alpha$ where bending body technology is no longer providing greater increase in lift for greater increase in drag. However, if we remember from Fig. 49, the bending body configurations trim at a higher $\alpha$ than the canard configurations and are therefore providing significantly more lift at trim (about 57\% over the $\delta = 10^\circ$ canard configuration).

The performance of control actuators can also be quantified by calculating the incremental differences in the coefficients as compared with the undeflected configuration, which is the standard AFF body-fin configuration in this case. These increments are defined as $\Delta C_D$, $\Delta C_L$, and $\Delta C_m$ and are presented in Figs. 53–55. The $C_m$ increments, shown in Fig. 53, indicate a much larger value for the bent body configurations over most of the angle-of-attack range. As the bent configurations can have more positive $C_m$ than the canard configurations for $\alpha \leq 0^\circ$, the $C_m$ increments are nearly symmetric, while those for the canard configurations are antisymmetric about $\alpha = 0^\circ$. The higher $C_m$ increments for the bent configurations lead to higher trim $\alpha$ than the canard configurations (Table 10). This results in the higher $L/D$ values at trim and increased maneuverability. The $L/D$ at trim for the optimal $L/D$ bent configuration is 34\% higher than the $L/D$ at trim for the $\delta = 10^\circ$ canard configuration.
Fig. 53  $C_m$ increment for canard configurations and optimal bent configuration

Fig. 54  $C_l$ increment for canard configurations and optimal bent configuration
The $C_m$ increments, shown in Fig. 53, indicate a much larger value for the bent body configurations over most of the angle-of-attack range. As the bent configurations can have more positive $C_m$ than the canard configurations for $\alpha \leq 0^\circ$, the $C_m$ increments are nearly symmetric, while those for the canard configurations are antisymmetric about $\alpha = 0^\circ$. The higher $C_m$ increments for the bent configurations lead to higher trim $\alpha$ than the canard configurations (Table 10). This results in the higher $L/D$ values at trim and increased maneuverability. The $L/D$ at trim for the optimal $L/D$ bent configuration is 34% higher than the $L/D$ at trim for the $\delta = 10^\circ$ canard configuration.

Figure 54 shows the $\Delta C_L$ curves for the canard configurations. The optimal $C_{m_0}$ configuration provides about the same $C_L$ increment as the $\delta = 10^\circ$ canard configuration. The optimal $L/D$ configuration provides similar $C_L$ as that of the lower canard deflection configurations until $\alpha = 10^\circ$, where it provides comparable $C_L$ as the optimal $C_{m_0}$ configuration. This indicated a more bent nose provides a higher $C_L$ increment than the more subtle bend at the rearward section, with $\theta$ value being comparable. However, the optimal $L/D$ configuration has lower $C_D$ increment (Fig. 55). The $C_D$ increment for the bent body configurations are larger than the configurations with canards; however, the canards are always deployed while the high-drag bent body configuration is only present during the
maneuver. Even the nonmaneuvering, \( \delta = 0^\circ \) configuration has significant \( C_D \) increment for \( \alpha > 7^\circ \). The optimal \( L/D \) configuration has a \( C_D \) increment value that falls between the \( 5^\circ \) and \( 10^\circ \) canard deflection cases, increasing above the latter at \( \delta = 10^\circ \). The optimal \( C_{m0} \) configuration has the highest \( C_D \) increment of all configurations for \( \alpha > -4^\circ \). This configuration has the most-bent nose section, which likely produces the largest wake-like flow leading to increased pressure drag contribution.

Contours of Mach number and pressure coefficient for both optimal bent configurations and the \( \delta = 10^\circ \) canard configuration are presented in Figs. 56 and 57, respectively. At \( \alpha = 0^\circ \), the canard configuration (Fig. 56c) shows the typical flow characteristics in supersonic flow: a symmetric attached oblique shock at the nose and expansion waves at the ogive–cylinder body junction. Some evidence of canard trailing vortices and wake flow is observed as regions of low surface pressure behind the canards. In contrast, the bent body configurations (Fig. 56a and b) show an asymmetric oblique shock that provides the majority of the lift increment and a recompression shock at the location where the bent section meets the straight aft body. No significant differences are observed in the projectile wake. At increased angle of attack (Fig. 57) these flow features are still present and are increased in intensity. The canard configuration (Fig. 57c) bow shock is now also asymmetric and leads to lift provided by the projectile body. The low-pressure regions along the side of the bent body configurations (Fig. 57b and c) indicate that a pair of symmetric, co-rotating vortices have formed over the ogive section, as the effective angle of attack of the nose section is now greater than \( 14^\circ \). Symmetry of these vortices is indicated since no side force was generated. Differences in the projectile wake flow between the bent body configurations and the canard configuration are now also observed, which is due to interaction of the body vortices and other effects of the flow in the wake of bent forward section.

From the analysis of the aerodynamic coefficients of the two optimal bent configurations, it is observed that they are similar in aerodynamic performance while having a distinct difference in “local” shape. Both have similar \( C_{m} \) increments. The optimal \( L/D \) configuration has slightly higher \( L/D \) at trim, owing to lower \( C_D \) increment. The overall “bentness” parameter, \( \theta \), appears to be the significant shape parameter for the conditions of this study. The configuration chosen for implementation may depend on other design considerations, such as requirements on actuator location, payload location, and seeker configuration. It is advantageous to have the capability to reach equivalent maneuverability via the two different bent body configurations.
Fig. 56  Mach contours on symmetry plane and surface pressure coefficient contours of the a) optimal $C_{m0}$, b) optimal $L/D$, and c) and $\delta = 10^\circ$ canard configurations at Mach 2 and $\alpha = 0^\circ$
Taking some of the information from Table 10, a preliminary estimation of the dynamic rates for different configurations can be calculated to provide an indicator of the potential maneuver authority of each configuration. This is achieved by using $C_L$ and $C_{m0}$ to obtain the corresponding lateral and pitch accelerations. The lateral acceleration comes from Newton’s Second Law of Motion and the pitch acceleration comes from Euler’s Rotation Equation. These accelerations are determined using mass properties obtained from aerodynamic range tests. The mass properties and conditions used to perform the calculations are shown in Table 11, and the resulting metrics are shown in Table 12. Naturally the baseline and $\delta = 0^\circ$ canard configuration are omitted due to their zero-valued aerodynamic coefficients, as shown in Eqs. 2 and 3.
\[
a = \frac{C_L \bar{q} \left(\frac{1}{4} \pi D^2\right)}{m},
\]
(2)

\[
\dot{\omega} = \frac{C_{m_0} \bar{q} \left(\frac{1}{4} \pi D^2\right) D}{I_{yy}}.
\]
(3)

<table>
<thead>
<tr>
<th>Table 11</th>
<th>Air Force Finner mass properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>Temperature (K)</td>
</tr>
<tr>
<td>1.225</td>
<td>288.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 12</th>
<th>Estimated dynamic rates for maneuver configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration</td>
<td>(C_L) at (\alpha_{trim})</td>
</tr>
<tr>
<td>(\delta = 5^\circ) canard</td>
<td>0.405</td>
</tr>
<tr>
<td>(\delta = 10^\circ) canard</td>
<td>0.695</td>
</tr>
<tr>
<td>Optimal (L/D)</td>
<td>1.143</td>
</tr>
<tr>
<td>Optimal (C_{m_0})</td>
<td>1.113</td>
</tr>
</tbody>
</table>

In Table 12 the expected trends are observed. As \(C_L\) at trim increases, lateral acceleration increases, and as \(C_{m_0}\) increases, pitch acceleration increases. The minor differences in acceleration between the two optimal bent body configurations are consistent with the minor differences in \(C_L\) and \(C_m\) increment, indicating each configuration should have similar maneuver authority. However, both optimal bent body configurations provide significant more maneuver authority than the \(\delta = 10^\circ\) canard configuration: approximately 50% more lateral acceleration and double the pitch acceleration. This is another indicator of the potential advantage of bent body control over canard control.
5. Summary and Conclusions

A numerical study was completed to investigate the feasibility of using a bending body projectile as a possible maneuver mechanism for a supersonic projectile. The baseline configuration was the AFF straight body, which was simulated at both Mach 2 and Mach 3. The bent body configurations were generated with two bends, one at the ogive–cylinder intersection and the other between intersection and the center of gravity. Both bending angles were only allowed in the same direction. CFD++ and Cart3D simulation results were validated for the baseline AFF configuration using previously obtained experimental data and compared to Missile DATCOM predictions.

Thirty randomly chosen bent body configurations were investigated with CFD++ at Mach 2 and Mach 3. \( C_D \) varied significantly among configurations, Mach number and \( \alpha \). The projected area was the significant driver, as the projectile was only bent one direction; configurations with larger bends had greater projected area and thus greater \( C_D \). \( C_L \) variation was likely minimized by the adverse effect of leeside separation causing a higher pressure and thus reducing the lift that can be produced with increasing bending angles. \( C_m \) showed significant variation with \( \alpha \) at both Mach numbers. These variations could be separated into four regimes: a shift in \( C_{m0} \) (minimal change in slope), decreasing slope of \( C_m \) with increasing \( \alpha \), varying slope in \( C_m \) such that a local minimum is obtained, varying slope in \( C_m \) such that both a local minimum and local maximum occur. Due to the greater stability of the AFF at Mach 2, these four regimes could be more easily identified; one case was selected for further investigation in each regime. At Mach 2 nearly one-third of the configurations could reach a trimmed condition (all were in the first two regimes), while only 1 model of the 30 investigated could reach a trimmed condition at Mach 3. These conclusions are based on the limited angle of attack range investigated, \( \alpha \leq 10^\circ \); it is possible that some configurations may trim at a higher \( \alpha \).

Four bent body configurations were down-selected for further analysis and comparison with Cart3D simulations, as it was determined that performing the optimization study with the full Navier–Stokes CFD solver would be too computationally intensive. Comparison of Cart3D to the CFD++ for these four cases demonstrated that Cart3D could be used to efficiently simulate the flow around the bent body configurations while obtaining adequate prediction of the aerodynamic coefficients. Comparison of the flowfield for the bent body configurations revealed that body-shed vortices form on the ogive even at moderate projectile \( \alpha (<10^\circ) \) because the effective angle of attack of the bent ogive section is greater \( (\geq14^\circ) \). These vortices lead to differences in the projectile wake flow as compared with the canard configurations.
In conjunction with the aerodynamic coefficients generated by Cart3D, a PSO algorithm was used to find the optimum bend angles and location. Two objective functions were investigated, one seeking to maximize $L/D$ and the other to maximize $C_{m_0}$, while also requiring that the configuration reach the trimmed condition. The optimization routine for each objective function converged to a different configuration, one with a large bending angle at the nose and the other with a smaller angle bend closer to the c.g. and nearly no bend at the nose. However, the two configurations had similar $L/D$, $C_{m_0}$, trim $\alpha$, and a similar “bentness” angle, $\theta$.

The aerodynamic characteristics of the optimal designs were further analyzed and compared with a conventional static deflected canard variant of the AFF. Larger $C_m$ increments were found for either of the bent configurations, leading to higher trim $\alpha$ than the canard configurations. This results in the higher $L/D$ values at trim and increased potential maneuverability. The $L/D$ at trim for the optimal $L/D$ bent configuration was 34% greater than the $L/D$ at trim for the $\delta = 10^\circ$ canard configuration. Similarly, the optimal $C_{m_0}$ bent configuration was 94% greater than the $C_{m_0}$ for the $\delta = 10^\circ$ canard configuration. Estimates of lateral and pitch acceleration also indicated significant potential increased maneuver authority over canard configuration. Flight trajectory simulations of the optimal configurations will need to be completed using the aerodynamic models generated using Cart3D to quantify the maneuver authority of the bent body configurations.
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**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>angle of attack, degrees</td>
</tr>
<tr>
<td>$C_D$</td>
<td>drag coefficient</td>
</tr>
<tr>
<td>$C_L$</td>
<td>lift coefficient</td>
</tr>
<tr>
<td>$C_m$</td>
<td>pitching moment coefficient</td>
</tr>
<tr>
<td>$C_{m0}$</td>
<td>pitching moment coefficient at zero degrees angle of attack</td>
</tr>
<tr>
<td>$C_p$</td>
<td>pressure coefficient</td>
</tr>
<tr>
<td>c.g.</td>
<td>projectile center-of-gravity, millimeters</td>
</tr>
<tr>
<td>$D$</td>
<td>projectile diameter, millimeters</td>
</tr>
<tr>
<td>$f$</td>
<td>objective function score</td>
</tr>
<tr>
<td>$H$</td>
<td>hypotenuse, millimeters</td>
</tr>
<tr>
<td>$L/D$</td>
<td>lift-to-drag ratio</td>
</tr>
<tr>
<td>$n$</td>
<td>swarm size</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>hinge location relative to center of gravity, millimeters</td>
</tr>
<tr>
<td>$\bar{q}$</td>
<td>dynamic pressure</td>
</tr>
<tr>
<td>$\delta$</td>
<td>canard deflection angle, degrees</td>
</tr>
<tr>
<td>$\Phi_1$</td>
<td>nose bend angle, degrees</td>
</tr>
<tr>
<td>$\Phi_2$</td>
<td>body bend angle, degrees</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>cumulative angle, degrees</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>3-D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>AFF</td>
<td>Air Force Finner</td>
</tr>
<tr>
<td>CFD</td>
<td>computational fluid dynamic</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle Swarm Optimization</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-Averaged Navier–Stokes</td>
</tr>
<tr>
<td>STL</td>
<td>stereolithography</td>
</tr>
</tbody>
</table>