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Short-wave infrared (SWIR) photon detection has become an essential technology in the modern world. Sensitive SWIR detector arrays with high pixel density, low noise levels, and high signal-to-noise-ratios are highly desirable for a variety of applications including biophotonics, light detection and ranging, optical tomography, and astronomical imaging. As such many efforts in infrared detector research are directed toward improving the performance of the photon detectors operating in this wavelength range. We review the history, principle of operation, present status, and possible future developments of a sensitive SWIR detector technology, which has demonstrated to be one of the most promising paths to high pixel density focal plane arrays (FPAs) for low flux applications. The so-called electron-injection (EI) detector was demonstrated for the first time in 2007. It offers an overall system-level sensitivity enhancement compared to the p-i-n diode due to a stable internal avalanche-free gain. The amplification method is inherently low noise, and devices exhibit an excess noise of unity. The detector operates in linear-mode and requires only bias voltage of a few volts. This together with the feedback stabilized gain mechanism, makes formation of large-format high pixel density electron-injection FPAs less challenging compared to other detector technologies such as avalanche photodetectors. Detector is based on the mature InP material system and has a cutoff wavelength of 1700 nm. The layer structure consists of 500 nm InP injector/50 nm InAlAs etch stop/50 nm GaAsSb electron barrier (and hole trap)/1 μm InGaAs absorber. The epitaxial layers are grown on InP substrates. Electron-injection detector takes advantage of a unique three-dimensional geometry and combines the efficiency of a large absorbing volume with the sensitivity of a low-dimensional switch (injector) to sense and amplify signals. EI detectors have been designed, fabricated, and tested during two generations of development and optimization cycles. We review our imager results using the first-generation detectors. In the second-generation devices, the dark current is reduced by two orders of magnitude, and bandwidth is improved by four orders of magnitude. The dark current density of the second-generation EI detector is shown to outperform the state-of-the-art technology, the SWIR HgCdTe eAPD by more than one order of magnitude. We demonstrate a performance comparison with other SWIR detector technologies with internal amplification and show that the electron-injection detectors offer more than three orders of magnitude better noise-equivalent sensitivity compared with state-of-the-art phototransistors operating at similar temperature. Second-generation devices provide high-speed response ~6 ns rise time, low jitter ~12 ps, high amplification of more than...
1000, unity excess noise factor, and operate at bias voltage of –3 V, at room temperature. The internal dark current density is ~1 μA/cm² at room temperature decreasing to 1 nA/cm² at 210 K. These improvements have opened up many applications for these detectors in the medical field, remote sensing, and exoplanet detection.
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INTRODUCTION

Highly sensitive detector arrays in the short-wave infrared (SWIR) band spanning from 1 to 2.5 μm in the electromagnetic spectrum have wide applications. These include biophotonics (Matousek and Stone, 2013), astronomy (Schindler et al., 2014), optical tomography (Hu et al., 2001), spectroscopy,1 non-invasive diagnosis, and environmental monitoring systems (Demarco et al., 2004; Diamanti et al., 2006; Haddadi et al., 2015). The mainstream, but still highly researched, detector technologies for SWIR detection today include p-i-n detectors and avalanche photodetectors (APDs).

The noise-equivalent power (NEP) of the SWIR p–i–n detectors is as low as a few fW/√Hz at room temperature. These detectors have a high-speed response and ultra-low jitter (Poloczek et al., 2007). However, the equivalent input noise of the read-out-integrated-circuit (ROIC), which determines the detection limit of the p–i–n detector, has been nearly constant over the past 20 years (Joshi et al., 2004). This is shown in Figure 1, which illustrates the trend in noise reduction for imaging arrays with cutoff wavelength (λc) ~1–1.5 μm developed for use in telescopes, and as such, demonstrates the state-of-the-art performance. In this paper, cutoff wavelength is defined as the long wavelength point at which the detector responsivity falls to 50% of the peak responsivity.

Detectors with an internal amplification mechanism, on the other hand, such as the linear-mode APDs can reduce the input ROIC noise. An overall system-level sensitivity enhancement is offered by such a detector compared to p–i–n diodes. The signal-to-noise-ratio (SNR) of the photodetection system utilizing a detector with internal amplification (G) is expressed as

\[
SNR = \frac{S}{\sqrt{N_{\text{detector}} + N_{\text{amplifier}} G}},
\]

where S is the signal at the input, \(N_{\text{amplifier}}\) is the preamplifier input noise, and \(N_{\text{detector}}\) is the detector noise (Spieler, 2005). This expression implies that although the noise contribution of the detector is unavoidable, and is always higher than a p–i–n diode, the contribution from the amplifier can be suppressed in the presence of gain in the detector. Another benefit of the internal amplification in APDs is that the arrays can satisfy the significantly increased demands on high pixel rates. Figure 1 illustrates that APD arrays allow for a higher pixel rate compared to p–i–n arrays, and at the same time, they provide a suppressed overall system noise. APD detector arrays with as high as 1-GHz pixel rate have been reported in the literature (Itzler et al., 2011).

1 http://www.sensorsinc.com/applications/spectroscopy/swir-spectroscopy

Unfortunately, avalanche photodiodes require high bias voltages and are sensitive to material inhomogeneity. As such, to benefit from their advantages in focal plane arrays (FPAs), specifically designed readout circuits capable of applying a high bias and with very low noise are critical. Furthermore, due to a super-exponential gain characteristic, the yield in achieving uniform arrays is low. For example a mere fraction of a percent variation in the epilayer thickness or doping concentration, results in sizeable shifts in the APD output voltage that may render an array unusable (Clark et al., 2006). The large electric field in the device leads to surface breakdown mechanisms and consequently guard rings are required to prevent this phenomenon (Dasgupta et al., 1997). The guard rings increase the pixel pitch and reduce the fill factor. Furthermore, the APD pixels need to be spaced apart to prevent crosstalk due to carrier re-emission. Hence, realization of...
high-resolution imagers has remained a challenging task for APD based imagers. Recent advances in device design and epitaxial growth have made formation of 256 $\times$ 320 pixels and 30 $\mu$m pixel pitch APD arrays possible (de Bornioli et al., 2010; Rothman et al., 2014). Furthermore, APDs suffer from afterpulsing, which results in long deadtimes (Ribordy et al., 2004), and increases the jitter of the device (Iitzler et al., 2007). On the other hand, p–i–n detectors operate at low (CMOS compatible) bias voltages. The electric field in the p–i–n detector active region is less than APDs, and this feature makes p–i–n detectors less sensitive to material inhomogeneities. As shown in Figure 2, the p–i–n imaging focal plane array sizes has increased in proportion to the ability of readout integrated circuit technology to read, process, and demonstrate the detector array signals. Currently, the most advanced sensors are based on the Hawaii-4RG, with 4096 $\times$ 4096 pixels and 10 $\mu$m pixel pitch (Bai et al., 2008a; Finger et al., 2009).

Avalanche photodetectors based on III-V material have another important limitation as well. They exhibit an inherent uncertainty in the multiplication process, which significantly elevates their noise levels (McIntyre, 1966; Lau et al., 2006). They have typical noise factors of $F$ $\sim$ 4–5 (Feautrier et al., 2015). As such, huge amount of work has been reported in the literature to reduce the multiplication noise in such APDs (Saleh et al., 2000; Hayat et al., 2002; Kwon et al., 2003). Mercury Cadmium Telluride (HgCdTe) is the most important semiconductor alloy system for IR detectors in the mid-wave infrared (MWIR) and long-wave infrared (LWIR) spectral range and has addressed this issue. HgCdTe material system can offer an excess noise factor of near unity (Leveque et al., 1993; Vojetta et al., 2012), which is the result of a nearly exclusive impact ionization of the electrons (Feautrier et al., 2015). APDs based on HgCdTe material system are denoted as "electron initiated APDs or eAPDs." Unfortunately, in the SWIR region between 1 and 2.5 $\mu$m, these detectors do not offer any gain (Rogalski, 2011). For SWIR region, to obtain gain with a near unity excess noise, detectors with a bandgap in MWIR are typically cooled to $\sim$60 K (Rogalski, 2012; Gach and Feautrier, 2015). The extensive cooling is due to the fact that HgCdTe eAPDs utilize a bandgap that is much smaller than what is needed for SWIR detection. Furthermore, low pass filters are utilized to filter out the longer wavelengths (Dhar et al., 2013).

Electron-injection (EI) detectors are an alternative approach to above detection technologies for SWIR band, and are based on an electron-injection process. They utilize the exact band gap required for SWIR detection and, as such, compared to the SWIR HgCdTe eAPD, require much less cooling. Similar to p–i–n diodes, they operate at CMOS compatible bias voltages (Fathipour et al., 2014a). Similar to linear-mode APDs, they provide an internal amplification to suppress the readout noise. On the other hand, unlike APDs, due to an inherent negative feedback inside the device, the amplification mechanism is avalanche-free and stable. Furthermore, they have an excess noise of near unity (Memis et al., 2008a,b; Fathipour et al., 2014b; Fathipour and Mohseni, 2015a). The low electric field in the device ($\sim$40 KV/cm) together with a sub-linear gain dependence on the bias voltage makes formation of high yield large-format high pixel density FPAs less challenging with this technology for low photon flux applications. Another benefit of this technology is that it satisfies the significantly increased demands on pixel rates due to increased collection area (as a result of its gain). EI detectors are based on the mature InP material system, and have a cutoff wavelength of 1700 nm.

Electron-injection detectors are similar to phototransistors (Campbell et al., 1981a,b; Lin et al., 2000), but with two distinct differences: a unique 3-D geometry, and a type-II band alignment as we have reported earlier, and will discuss in more detail in this paper (Fathipour et al., 2016). EI detectors operate by absorbing photons in a large volume, confining the photo-excited holes into a small sensor, and then amplifying the signal through electron-injection. Detector output pulse is intrinsically proportional to the number of photons absorbed (Memis et al., 2008b, 2010a; Fathipour et al., 2013a; Fathipour and Mohseni, 2015b). Due to the different charge-carrier multiplication process compared to an APD, EI detectors have typically a lower bandwidth [approximately few nano second rise time at 20 $\mu$W optical power at 1550 nm (Movassaghi et al., 2016)]. Nonetheless, detector can achieve a higher theoretical bandwidth, once its structure is optimized. Last but not least, EI detectors utilize a less expensive material system compared to HgCdTe APDs, as InP foundries are available.

This review aims to act as an introduction to the principle of operation of the electron-injection detectors, their design, layer structure, status, and future directions. It provides a broad overview to their characteristics including optical gain, dark current, and response time. Detectors were demonstrated for the first time in 2007, and have been fabricated and tested during two generations of development and optimization cycles. First-generation detectors yielded large dark currents with a limited bandwidth of $\sim$3 KHz. The low bandwidth and large dark current limited the application of first-generation devices in many fields. A prototype 320 $\times$ 256 pixel and 30-$\mu$m pixel pitch EI imager was demonstrated in 2010. An off-the-shelf CMOS ROIC with 575–870 electrons rms noise was utilized for hybridization. As
a result of the internal charge amplification mechanism in the detector, the measured imager noise was reduced to 28 electrons rms at a frame rate of 1950 frames/s. The results of the first-generation devices are indicated by green markers in Figures 1 and 2. The shortcomings of the first-generation devices were addressed in the second-generation detectors. Second-generation devices achieved high gain, high bandwidth, and low leakage current in a single structure at room temperature. Compared with first-generation detectors, the second-generation devices achieved two orders of magnitude lower dark current and four orders of magnitude enhancement in bandwidth. We demonstrate the first and the second-generation results. We compare the second-generation of detectors with first-generation devices, as well as the best-reported linear-mode APD, which is based on HgCdTe. We demonstrate a performance comparison with other SWIR detector technologies with internal amplification in terms of noise-equivalent sensitivity. Finally, we illustrate the benefit of scaling of the injector diameter with respect to the trapping/absorbing layer diameter using an analytical model and confirm it by experimental data. We discuss future development of large-format EI detector arrays based on second-generation of devices (also shown using arrows in Figures 1 and 2). These improvements have opened up applications for these detectors in medical field (optical coherence tomography), remote sensing (light detection and ranging), and astronomy (exoplanet detection). These are the focus of our current research.

**ELECTRON-INJECTION DETECTOR LAYER STRUCTURE**

The schematic diagram of the detector together with the energy band diagram as a function of depth along the central axis of the device, in darkness (blue), and under illumination (red) are shown in Figures 3A, B, respectively. Detectors have a type-II band alignment. The layer structure consists of 1000 nm n− doped (<10^15 cm^−3) In_{0.53}Ga_{0.47} absorber, 50 nm p+ doped (5 × 10^18 cm^−3) GaAs_{0.52}Sb_{0.48} hole trap (electron barrier), 50 nm undoped In_{0.53}As etch stop, 500 nm n+ doped (10^17 cm^−3) InP injector, and 50 nm n+ doped (10^19 cm^−3) In_{0.53}Ga_{0.47}As cap layer. The epitaxial layers are grown with metal organic chemical vapor deposition (MOCVD) on 2” InP substrates (Fathipour et al., 2014).

**DETECTION MECHANISM**

Due to the doping level of each layer, an internal electric field exists in the InGaAs absorber (Figure 3B), which gets stronger when the device is biased correctly.

Photon absorption results in generation of an electron–hole pair in the InGaAs absorber. The large volume of the absorber ensures that the incoming photons are captured with high efficiency. Under negative bias, the electron and the hole are separated. The injector is responsible for altering the potential of the GaAsSb layer such that the minimum potential for holes will be formed in the GaAsSb region under the injector. As a result, the hole gets trapped in the GaAsSb trap layer for the period of its lifetime. This leads to a change of barrier potential, and results in a large electron injection, and hence internal amplification in the device. As the electrons pass over the barrier, they lower the local potential and increase the barrier height, opposing the flow of more electrons. This negative feedback mechanism results in a stable low noise internal amplification, and an excess noise factor of unity (Memis et al., 2008b). The trapped hole finally recombines with an electron, relaxing the bands (Fathipour et al., 2013b).

As shown in Movassaghi et al. (2016), the charging rate of the GaAsSb trapping layer by electrons (and the neutralizing holes) is ultimately limited by the minority-electron lifetime in the GaAsSb layer (τ_e). The ultimate bandwidth of device is thus dictated by the electron lifetime in the GaAsSb layer. The ratio of the minority-electron lifetime in the GaAsSb layer to electron transit time (τ_B) dictates the ultimate device gain. As such, the ultimate gain-bandwidth product of the device is dictated by the GaAsSb trapping layer transit time.

**FABRICATION PROCESS**

Electron-injection detectors are fabricated by patterning the wafers with photo (e-beam) lithography to form the contact metals. E-beam lithography is used for formation of submicron injectors.
(contacts). Conventional metallization with an e-beam evaporator is used to lift off multi-layer metal contacts, which act as hard mask for reactive ion etching with methane-hydrogen (CH\textsubscript{4}/H\textsubscript{2}) chemistry to form the injector pillars. This etch selectively etches InP and InGaAs versus InAlAs.

In the second-generation of electron-injection detectors an absorber diameter of 30 \(\mu\)m is obtained by physically etching the active region. To form the isolating trenches, wafers are patterned by photolithography. This is followed by utilization of two selective wet etches and one dry etch with a high verticality. The first etch is HCl:H\textsubscript{3}PO\textsubscript{4}:H\textsubscript{2}O (16:7:4) at 5\(^\circ\)C, which selectively etches InP (&InAlAs) versus InGaAs/GaAsSb (Bhat et al., 1996). The second selective etch removes InGaAs (&GaAsSb) versus InP (Stano, 1987). It consists of H\textsubscript{2}SO\textsubscript{4}:H\textsubscript{2}O\textsubscript{2}:H\textsubscript{2}O (10:1:1) cooled at 5\(^\circ\)C. To etch InGaAs absorber, we used methane-hydrogen dry etch. The dry etching recipe is optimized to obtain minimum surface and sidewall damage for detector mesas.

The SEM image of an electron-injection detector with 30 \(\mu\)m diameter absorber and 10 \(\mu\)m diameter injector is shown in Figure 4A. Figure 4B is a cross sectional SEM image of the device and the inset shows a zoomed SEM image of the InP injector, InAlAs etch stop/GaAsSb trapping layer and part of InGaAs absorber. The dielectric in Figure 4B is silicon on glass, which is used for planarization purposes. The schematic diagram of fabrication process is shown in Figure 4C.

Besides device isolation, in the second-generation devices, contact resistance was minimized through removal of surface oxides and an organic-free all dielectric lift-off process. Low
contact resistance is inevitably required for any high-speed device. Due to the inherent high gain and the small contact size in the electron-injection detector, having a poor contact resistance can be detrimental in the device pulse response. The utilized high-speed voltage preamplifier in our measurements has a nominal input impedance of 50 Ω, and any comparable contact resistance will drop the voltage seen on the preamplifier. For example, a contact resistance of 100 Ω, which is negligible compared to the device impedance, can drop the voltage to a third of what it should be. In parallel, it would increase the RC time constant in the pre-amplification loop slowing the device response. A good contact requires sharpest and cleanest lift-off patterns. Patterned resists commonly leave small traces of resistive organics on the surface. This residue is extremely problematic in submicron contacts as it can result in contact resistivity to become noticeably larger. We developed an organic-free quad layer lift-off pattern with 250 nm SiO₂/100 nm SiN/5 nm SiO₂/PMMA for e-beam or 250 nm SiO₂/100 nm SiN/5 nm SiO₂/Photoresist for photolithography. After patterning and development, this dielectric layer stack can be dry etched by CF₄ plasma followed by buffered oxide etch to form undercut (Figure 5). This process prevents any organic residue on the semiconductor surface, while forming a reliable negative profile for thick metal evaporation.

To remove surface oxides, a short surface treatment with ammonium hydroxide was used followed by Ti/Au/Ni evaporation of contact metals. The ammonium hydroxide was responsible for removing the surface oxides and any parasitic series capacitances (i.e., due to native oxide/organics on semiconductor); however, it also attacked the resists, so the treatment time was kept short at 10–15 s. In the second-generation devices the contact resistance was measured using 40 μm × 10 μm TLM patterns. The resulting contact resistivity was 2 × 10⁻⁵ Ω cm². Above contact resistivity was limited by the resistance of our measurement system. Furthermore, due to the size difference between large TLM patterns and the electron-injectors contacts, above resistivity might not be necessarily the same for the electron-injection contacts.

**ELECTRON-INJECTION DETECTOR RESULTS**

**First-Generation Results**

First-generation of electron-injection detectors were not isolated from each other (Figure 6A). The injector diameter was 10 μm. These detectors showed a large stable gain of ~6,802 (Memis et al., 2008a) and a dark current of 6 μA at −1.5 V bias (Figure 6B). Furthermore, these devices yielded a low bandwidth of ~3 kHz. The optical gain of 6802 corresponds to a responsivity of 3762 A/W at 1550 nm wavelength. When devices were passivated, the active area of the detector increased to beyond 100 μm by 100 μm, and their bandwidth increased, but they suffered from a reduced optical gain of ~2–5. The jitter of the passivated detectors was measured to be ~14 ps at room temperature (Memis et al., 2008a).

To form an infrared camera (Memis et al., 2010a), after characterization of individual electron-injection detectors, 320 by
240 pixel arrays of detectors were formed with 30-μm pixel pitch. The FPA common plane was connected to the backside contacts through the highly doped graded layer of InGaAs, which is at the interface of InP substrate and the InGaAs absorber. Figure 7A shows an optical microscope image of the FPA, the detector common hybridization ring and alignment marks. Indium bump bonding was used to hybridize the detector array with off-the-shelf silicon CMOS readout integrated circuit, ISC9705 from Indigo. Scanning electron microscope images of the indium plated FPA, with 30-μm pixel pitch is shown in Figure 7B. Figure 7C illustrates the hybridized electron-injection imager placed on a leadless chip carrier (LCC) and wire bonded. Figure 7D shows the camera, which contains a vacuum dewar for cooling of the LCC, and also houses the controlling electronics.

The electron-injection camera was compared with a commercial SWIR camera (AlphaNIR from FLIR). The rms noise level of the (ISC9705) CMOS ROIC was 575–870 electrons. The readout noise of electronics in the commercial camera from FLIR was 47 e− rms. The integration time was set to 0.5 ms and f/1.8 lenses were used for both cameras. The dynamic range of both cameras was equalized by disabling the auto gain and contrast in both cameras while they were imaging the same scene. FLIR camera has the same pixel size and resolution as the electron-injection imager and was internally thermoelectric (TE) cooled (to its optimal operating temperature of −7°C). The electron-injection imager was placed in an evaluation kit from Indigo, and was cooled to −7°C and −75°C. Besides the visual comparison of the cameras in a low-light-level scene (Figure 8A), we measured the SNR histograms of the two cameras (Figure 8B), as well as the absolute SNR of our camera (Figure 8C).

First, the images of a calibrated, uniform, and adjustable light source were acquired with both cameras for comparison. The ratio of the signal squared to standard deviation squared yielded the SNR for each pixel. Signal was calculated from the subtraction of the dark from the illuminated scene, and standard deviation of each pixel was calculated from its time evolution.

At −7°C, 11% SNR improvement was achieved for the electron-injection imager compared with the AlphaNIR. Under further cooling, the p–i–n based FLIR camera became limited by the temperature independent ROIC noise level and did not offer improved SNR. However, cooling the electron-injection detector to −75°C, resulted in improvement of SNR by two orders of magnitude compared with the commercial SWIR camera (1656 versus 17.1) (Figure 8B). This is the result of the internal amplification in the electron-injection imager (Memis et al., 2010a).

Second, a NIST calibrated laser at 1.55 μm was focused onto the electron-injection camera, and images were acquired. The measured data was fitted to the SNR expression (Personick, 2013) to obtain the excess noise factor and the overall pixel noise (Memis et al., 2010b):

\[
\text{SNR} = \frac{\Phi t_{int} G^2}{G^2 F + \frac{\sigma}{\Phi} \Phi t_{int}^{-2}} = \frac{N^2}{\text{FN} + \frac{\sigma}{G^2}} = \frac{N^2}{\text{FN} + \sigma_{\text{overall}}^2}
\]

where \( N = \Phi t_{\text{int}} = \frac{P_{\text{opt}} t_{\text{int}}}{E_{\text{ph}}}, \) \( \Phi \) is photon flux/second, \( t_{\text{int}} \) is the integration time, \( G \) is the detector internal amplification, \( F \) is the excess noise factor, \( \sigma \) is the noise, \( N \) is the number of photons, \( \sigma' \) is the overall input noise of the system, \( P_{\text{opt}} \) is the calibrated optical power, and \( E_{\text{ph}} \) is the photon energy.

As shown in Figure 8C, at an integration time of 0.5 ms and a frame rate of 1,950 frames/s, the SNR analysis revealed that the overall noise of the imager was 28 electrons rms. This was much less than our nominal read-out noise of 575–870 electrons rms. More importantly, the imager excess noise was about unity. When the integration time \( t_{\text{int}} \) was halved, the noise almost doubled (at about 47 e− rms), in agreement with the expected inverse scaling with integration time (Saleh et al., 1990). The large dark current of the first-generation detectors prevented longer integration times. However, extrapolating the integration time shows that an overall noise of less than 2 e− at \( t_{\text{int}} = 10 \text{ ms} \) (100 frames/s) is achievable (Memis et al., 2010b).
The limitation of the first-generation of electron-injection detectors was that they could only achieve high gain performance at very low bandwidths. Furthermore, these devices suffered from high leakage currents. We have addressed these challenges in the second-generation electron-injection detectors, which simultaneously achieve high gain, high bandwidth, low jitter, and low dark current in a single structure. These improvements have opened up application for these devices in a variety of fields.

**Second-Generation Results**

Our experimental studies as well as simulation results (Fathipour et al., 2014; Movassaghi et al., 2016) demonstrated that in order to achieve very low dark current and fast response time, in a single device, it is necessary to physically separate individual pixels. This results in a pre-defined active area for each detector and allows the charge localization dynamics to be accurately controlled with the active area of each detector.

In this section, we report the experimentally measured characteristics of the second-generation electron-injection detectors, which have physically isolated individual pixels, and compare them with those of the first-generation devices. Here, we compare devices with same size injector diameter (10 μm) for both generations. The second-generation electron-injection detector has further been compared with the state-of-the-art semiconductor technology [SWIR HgCdTe eAPD (Foubert et al., 2013)] in terms of dark current density. We demonstrate a performance comparison with other SWIR detector technologies with internal amplification and show that the electron-injection detectors offer more than three orders of magnitude better noise-equivalent sensitivity compared with state-of-the-art phototransistors operating at similar temperature. Finally, we demonstrate the reason for scaling the injector diameter with respect to the trapping/absorbing layer diameters.

**Dark Current and Gain Characteristics**

Figure 9A shows schematic diagram of an array of second-generation isolated electron-injection detectors, and Figure 9B plots the measured dark current and optical gain characteristic. The isolated electron-injection detectors achieve more than two orders of magnitude lower dark current compared with the first-generation and sustain the high internal amplification. At −3 V bias voltage, the gain is measured as approximately ~3000 and the dark current is ~10 nA.

To measure the detector optical gain, a continues-wave monochromatic source at 1550 nm central wavelength illuminated the device from the topside. The beam was focused beside the
injector using a microscope setup, to a spot of approximately 3 μm in diameter. The detector photo current was amplified using a trans-impedance amplifier, which also provided the device bias. Laser power was calibrated using a NIST calibrated p-i-n detector. Using the data from calibrated photocurrent and dark current measurements, the responsivity \( R \) and consequently the optical gain were extracted. Responsivity in an electron-injection detector is the composite of the internal quantum efficiency \( \eta_{\text{int}} \) and the internal gain \( M \) and it can be difficult to separate the two by a measurement technique (Fathipour et al., 2016):

\[
R = \frac{q}{E_{\text{ph}}} \times (1 - r) \left(1 - e^{-\alpha L}\right) \eta_{\text{int}} M = \frac{q}{E_{\text{ph}}} \eta_{\text{int}} G_{\text{opt}} \tag{2}
\]

In Eq. 2, \( q \) is the electric charge, and \( E_{\text{ph}} \) is the photon energy. Here, we equate the internal quantum efficiency to 100% and underestimate the internal gain. The external quantum efficiency \( (\eta_{\text{ext}}) \) was calculated from the uncoated surface reflectivity \( (r \sim 30\%) \), the thickness of the absorbing layer \( (L \sim 1 \mu m) \) and its absorption coefficient \( (\alpha \sim 1 \mu m^{-1} \text{ at } 1550 \text{ nm}) \).

**Temperature Dependence of Dark Current**

**Figure 10A** is a logarithmic plot of dark current versus bias voltage for temperatures ranging from 300 to 160 K. For temperatures below 160 K, the leakage current of our measurement setup dominates the measured current.

**Figure 10B** shows the dark current characteristic of an isolated electron-injection detector (linear scale) at a temperature of 260 K. The sub-linear dependence of dark current on bias voltage is an advantage for the electron-injection detector when compared with APDs/eAPDs, in which the dark current raises exponentially with bias voltage. As a result, when utilized in large format FPAs, the electron-injection detector gain does not vary much by the voltage and process variations across the FPA.

**Figure 10C** compares the dark current as a function of temperature for the first and the second-generation detectors (Memis et al., 2010a; Fathipour et al., 2014,b). It is illustrated that the second-generation detector provides more than two orders of magnitudes reduction of the dark current at any temperature. Furthermore, no sign of surface leakage limited dark current, which would result in a significant change in the slope of the plot, is observed (Memis et al., 2010a).

**Rise Time and Jitter**

To evaluate the speed of response of the isolated devices, a pulsed laser, with ~3 ns rise time, at 1550 nm central wavelength was used. Detectors were biased at ~3 V, using a DC power supply fed through a bias-tee. The RF signal coming from the device was extracted using the bias-tee and amplified by our low noise voltage amplifier with 1.1 GHz nominal bandwidth. The amplified signal was then acquired by a high-speed oscilloscope.
(2.5 GHz bandwidth). The devices exhibited a 10–90% rise time of ~6 ns at 40 μW optical power. The pulse response is shown in Figure 11.

As mentioned in “Detection Mechanism” section it is worth noting that due to the feedback stabilized gain mechanism, electron-injection detectors do not suffer from afterpulsing and their ultimate bandwidth is limited by minority-carrier lifetime in the GaAsSb layer (~1–10 ns reported in the literature) (Movassaghi et al., 2016).

To measure the jitter, a femtosecond pulsed laser with <70 fs jitter was attenuated and focused onto the detector. The RF signal coming from the device was extracted using the bias-tee. The amplified signal was then acquired by a high-speed sampling oscilloscope, Agilent 86100C (jitter: 1.7 ps), which directly measured jitter. The timing signal was generated by a low-jitter (1.2 ps) p–i–n detector connected to the second output port of the laser. Jitter of 12 ps at room temperature was measured for second-generation of devices at optical powers > 10 μW.

Comparison with the State-of-the-Art Semiconductor Technology

Figure 12 compares the temperature dependence of the dark current density of the second-generation electron-injection detector and the best-reported SWIR HgCdTe eAPD (λ ~ 3 μm) (Vojetta et al., 2012; Foubert et al., 2013). As shown in this figure, the dark current density of the isolated electron-injection detectors.
detector is close to two orders of magnitude lower than the HgCdTe eAPD.

Comparison with SWIR APDs and HPTs in Terms of Noise-Equivalent Sensitivity

Electron-injection detectors have been compared in terms of noise-equivalent sensitivity to a number of APDs, and heterojunction phototransistors (HPTs) in Fathipour et al. (2016). Figure 13 plots the measured SNR at 260 K. The black line represents the maximum achievable signal-to-noise-ratio (SNR$_{\text{sh}}$), which is dictated by the statistical nature of incoming photons: $\text{SNR}_{\text{sh}} = \sqrt{\frac{\eta N \text{BW}}{2F \text{PRF}}}$, where BW is the measurement bandwidth (limited by our trans-impedance amplifier bandwidth ~100 KHz), PRF is pulse repetition frequency (50 KHz), F is the excess noise factor (unity), and $\eta$ is the total quantum efficiency. The electronic noise of the amplifier was measured to be 2600 electrons rms in a 10 μs laser pulse. The green solid curve shows SNR of a detector with zero dark current, same quantum efficiency as the electron-injection detector, and no internal amplification (such as an ideal p–i–n detector). As shown in this figure, the ideal p–i–n detector requires at least 5806 photons to achieve a unity SNR. On the other hand, the electron-injection detector achieves noise-equivalent sensitivity of ~670 photons in a 10 μs laser pulse.
Thus, the contribution from the amplifier noise (~2,600 electrons rms) is suppressed in the presence of the gain in the EI detector. Our sensitivity is still limited by the amplifier noise, and better amplifiers – such as ones used by others in similar measurements – (Vojetta et al., 2012; Foubert et al., 2013), could lead to better results with the current devices. Our model shows that under the condition of suppression of the injector/trapping layer recombination current, (as explained in the next section) such that an amplification of ~3000 for the EI detector is maintained at all photon numbers, one can achieve a noise-equivalent sensitivity of 25 photon (limited by dark current) at 260 K with the current amplifier. This is shown by the red curve in Figure 13. For comparison purposes, the measured noise-equivalent sensitivity of a number of SWIR APDs and HPTs reported in the literature is also included in this plot. Black markers show room temperature data and red markers show data at similar temperature (260 K). Here, we took the conservative approach of equating external quantum efficiency of all detectors to 100% unless otherwise stated in the reference. The corresponding value for EI detector was ~44%. As shown in this plot, HPTs typically show a larger value of noise-equivalent sensitivity compared to APDs. The EI detector technology achieves a better performance compared to both technologies. Our theoretical calculations confirm the measurement data.

Impact of the Unique Three-Dimensional Geometry on the Performance of Electron-injection Detectors

In this section, we present a quantitative study of the influence of three-dimensional geometry of the isolated electron-injection detectors on their characteristics. Analytical expressions are derived for the electron-injection detector optical gain to qualitatively explain the significance of scaling the injector with respect to the trapping/absorbing layers. Detailed information of the effect of scaling the injector with respect to absorber on rise time, dark current and gain can be found from Movassaghi et al. (2016). Devices with about ten times smaller injector area with respect to the trapping/absorbing layer areas show more than an order of magnitude lower dark current, as well as an order of magnitude higher optical gain compared with devices of same size injector and trapping/absorbing layer areas.

To study the impact of scaling of the injector with respect to the trapping/absorbing layer areas, two types of detector geometries were fabricated: type A detectors have mesa structures with equal trapping/absorbing layer diameter (d1) and injector diameter (d2) and type B detectors have a smaller injector diameter compared with the trapping/absorbing layer diameter (Figure 14). Different sizes of both detector types were fabricated. For type A detectors, d1 = d2 varied between 274, 174, 123, 82, and 33 μm, and for type B detectors, injector diameter was 10 μm and the trapping/absorbing layer diameter was 30 μm. Our current probing method for electrical measurements does not allow reliable results for contact diameters below 10 μm.

Figure 15A shows the measured dark current versus bias voltage characteristic for type A and type B devices at room temperature. To obtain statistically correct data, for each detector type, dark current of an average number of 10 devices was measured per device size. Dark current of type A detectors with mesa sizes ≥80 μm scales proportional with the device area and follows the expected sub-linear relation with bias voltage. Dark current of the scaled injector type B device is an order of magnitude lower than that of a type A device with a similar mesa size (33 μm mesa).

Figure 15B shows the extracted optical gain (GMax) versus bias voltage for type A and type B devices at room temperature. Optical gain increases with bias at small negative bias voltages, and beyond bias voltage of ~−1.5 V, a stable gain of ~100 for type A devices and ~2000 for type B device is achieved. From Figures 15A,B, one can conclude that the internal dark current densities (obtained by dividing the external dark current densities by the optical gain) of all device structures have similar values with the exception of the smallest mesa type A device, which may possibly be dominated by surface effects. The surface effects seem to be not very significant despite the rather large exposed surfaces in the type B devices.

Optical gain was measured at room temperature for various incident optical power levels in both types of detectors. The corresponding plot of the measured optical gain versus the photogenerated current density at ~−3 V bias voltage is shown in Figure 16. Optically generated holes are trapped in the GaAsSb trapping layer, and their accumulation causes an increase in the forward bias voltage (Vbe) of the injector/trapping layer heterojunction. To derive an analytical expression for the optical gain, the device is assumed to be operating in the forward operation regime. Both the photogenerated current, Igen, and the resulting amplified photo
current injected from the injector into the absorber, $I_{\text{amp-photo}}$, are driven by the forward bias voltage (Lin et al., 2000):

$$I_{\text{gen}} = I_s \left[ \left( \gamma^{-1} \right) \frac{\eta_e}{e^{\frac{\eta_e}{kT}} - 1} + \left( \frac{I_{\text{SS}}}{I_s} \right) \frac{\eta_n}{e^{\frac{\eta_n}{kT}} - 1} + \frac{I_{\text{SS}}}{I_s} \frac{\eta_p}{e^{\frac{\eta_p}{kT}} - 1} \right]$$

(3)

$$I_{\text{amp-photo}} = I_s \left[ \frac{\eta_e}{e^{\frac{\eta_e}{kT}} - 1} \right]$$

(4)

where $I_s = q A n_p N_p W_p$, is the saturation current injected to the absorber, $I_{\text{SS}}$ is the saturation current for recombination in the undepleted part of GaAsSb layer, and $I_s$ is the saturation current for recombination in injector/trapping layer space charge region primarily at low optical power levels. This current is more significant than $I_{\text{SS}}$ and is usually large in heterojunction devices due to the strong and dominant recombination in the base emitter space charge region (Campbell and Ogawa, 1982; Chandrasekhar et al., 1991; Lin et al., 2000; Tan et al., 2004; Park et al., 2010). As we shall see shortly, scaling of the injector with respect to the trapping layer reduces this recombination current ideally by the ratio of trapping layer to injector area ($A_{\text{trapping}}/A_{\text{injector}}$).

The factor $\gamma^{-1} = \frac{D_n W_p N_{pA}}{D_p W_n N_{nA}} \frac{m_{pA}^* m_{nA}^*}{m_{p}^* m_{n}^*} \left( \frac{E_{\text{opt}}}{kT} \right)$ represents the ratio of (hole) minority carrier injection to InP, to (electron) majority carrier injection to GaAsSb. In the expression for $\gamma^{-1}$, $D_n$ and $D_p$ are the minority carrier diffusion coefficients in GaAsSb and InP layers, and $W_p$ and $W_n$ are the respective layer thicknesses, and $N_{nA}$ and $N_{pA}$ are the doping concentrations (acceptor and donor, respectively). Furthermore, $m_{pA}^*$, $m_{nA}^*$, and $m_{p}^*$, $m_{n}^*$ are the effective masses of electron and hole in GaAsSb and InP layers, and $E_{\text{opt}}$ and $E_g$ are the relative bandgap energies. In the expression for $I_s$, $A_{\text{trapping}}$ is the GaAsSb intrinsic carrier concentration, and $\eta_e$ and $\eta_h$ are the injector and trapping layer current ideality factors. Using published experimental parameters given in http://www.ioffe.ru/ SVA/NSM/, Maneux et al. (2005), and Iverson et al. (2014), we find $\gamma = 2.95 \times 10^{10}$. Under large optical power levels (tens of microwatts), optical gain, which is the ratio of $I_{\text{amp-photo}}$ to $I_{\text{gen}}$, has maximum value of $G_{\text{MAX}} \approx \left( I_{\text{amp-photo}} / I_{\text{gen}} \right)_{\text{bias}}$, where $G_{\text{MAX}}$ can be seen as the measured data and the solid lines show our developed analytical model. Reproduced with permission from Fathipour et al. (2015). Copyright 2015 AIP Publishing LLC.

Using $G_{\text{MAX}}$ in Eqs 3 and 4, optical gain can be expressed as:

$$G_{\text{opt}} = \frac{I_{\text{amp-photo}}}{I_{\text{gen}}}$$

$$G_{\text{opt}} = G_{\text{MAX}} \left[ \frac{\eta_e}{e^{\frac{\eta_e}{kT}} - 1} + G_{\text{MAX}} \frac{I_{SS}}{I_s} \left( \frac{\eta_n}{e^{\frac{\eta_n}{kT}} - 1} + G_{\text{MAX}} \frac{\eta_p}{e^{\frac{\eta_p}{kT}} - 1} \right) \right]$$

(5)

where $I_s = A_{\text{trapping}}$ and $I_{\text{SS}} = A_{\text{SS}}$. Assuming that the effective cross section of saturation current $I_s$ is related to the base area $A_{\text{b}}$, we...
TABLE 1 | Values used in plot of Figure 16.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Type A</th>
<th>Type B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/A₂</td>
<td>1</td>
<td>1/9</td>
</tr>
<tr>
<td>ηₑ</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>ηₚ</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Gₘₐₓ</td>
<td>400</td>
<td>3000</td>
</tr>
<tr>
<td>Jₛ₀/Jₛ</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Jₛ (A cm⁻²)</td>
<td>2 × 10⁻⁵</td>
<td>4 × 10⁻⁵</td>
</tr>
</tbody>
</table>

First three rows show the constants, and the last three rows show the fitting parameters used to obtain the curves.

get a good fit to our measurement data. Using above equation, curves were fitted to measurement data for type A and type B devices (Figure 16). The corresponding values used to obtain the curves are presented in Table 1, where the first three rows show the constants, and the last three rows show the fitting parameters. Although the epitaxial structures are the same, the slight difference in the value of Jₛ for type A and type B devices might be the result of possible variation in the epilayer growth (e.g., actual doping levels, thicknesses, and compositions). Furthermore, it has been assumed that the recombination current in depletion region dominates the surface/defect components in the injector/trap heterojunction, i.e., ηₑ = 2. Measurement data together with Eq. 5 suggest both higher optical gain and lower photogenerated current density for the gain drop in the type B devices. These are possibly the result of a reduced recombination current in the injector/trap depletion region of a scaled injector device. Similar behavior has also been observed in heterojunction bipolar phototransistors (Park et al., 2010). A common issue with heterojunction phototransistors is the reduction of gain at low optical powers. The gain in such devices drops to half of its peak value at photogenerated current density values of ~10⁹–10⁻² Acm⁻² (Campbell et al., 1981a, b; Lin et al., 2000), which is similar to the measured values in the type A devices. However, this value is pushed back by at least one order of magnitude in the type B devices (Figure 16). Our model together with the measurement results suggest that scaling of the emitter with respect to the base in such devices could possibly address this issue. This improvement may be further enhanced with smaller A₂/A₃ ratio.

CONCLUSION AND FUTURE DIRECTIONS

We have developed a detector that utilizes a noise-free amplification mechanism in an unconventional non-planar topology to boost the signal-to-noise-ratio. The detector, called the electron-injection detector, couples a large, thick absorber with a small sensory injector to sense and amplify the signal. The amplification method is inherently low noise, and the devices show an excess noise of unity. Detectors can be formed into large format high pixel density FPAs with high yield for low photon flux applications.

With the first-generation of detectors, a 320 × 256 pixel imager was demonstrated. The imager provided two orders of magnitude higher signal-to-noise ratio compared to a commercial short-wave infrared imager. The first-generation electron-injection detectors were plagued with high dark current (6 μA at ~1.5 V) and low bandwidth (3 KHz). They demonstrated stable signal amplification with gain values exceeding ~2000. The large dark current and slow response time limited their application in many fields.

The second-generation of detectors were designed to get beyond these limitations while retaining the high gain and the unity excess noise factor. Compared to our previous reports, isolated detectors achieved more than two orders of magnitude reduction in dark current and more than four orders of magnitude reduction in rise time. Concurrent high gain (more than ~1000) and high-speed response (~6 ns at optical power levels higher than 10 nW, low leakage (~10 nA), unity excess noise, and low jitter (~12 ps) were measured at room temperature for the second-generation devices at a low bias voltage of ~3 V. The gain-bandwidth product approaches tens of giga hertz at optical power levels higher than 10 nW. These characteristics are very difficult to achieve in conventional SWIR detectors at room temperature. The detectors were further compared with the state-of-the-art infrared detector, the best-reported linear-mode SWIR HgCdTe eAPD. Electron-injection detectors showed close to two orders of magnitude lower dark current density at all measured temperatures. Through a detailed experimental measurement and theoretical modeling, we demonstrated the importance of scaling the injector with respect to the absorber.

The improvement in material growth, fabrication, and device design resulted in excellent performance in the second generation of electron-injection detectors compared with the first-generation. We are currently developing 320 × 256 pixel with 30-μm pixel pitch camera using the second-generation electron-injection detector FPAs. Ultimately, this camera promises to impact astronomy, medical imaging (e.g., deep tissue optical coherence tomography), 3D imaging (e.g., light detection and ranging for self-driving vehicles) and photon-number resolving (e.g., for scalable quantum computing).

While the 320 × 256 arrays find diverse scientific applications, our ultimate emphasis is on the development of ultra-low noise, high pixel density, and larger format camera. On-going efforts are for the future development of large-format EI detector arrays with 4K × 4K readout chips, such as the Hawaii SWIR chips that are already designed to be compatible with p–i–n detectors.
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