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Abstract: Electro-optic modulation is a key function in optical data communication and possible future optical compute engines. The performance of modulators intricately depends on the interaction between the actively modulated material and the propagating waveguide mode. While a variety of high-performance modulators have been demonstrated, no comprehensive picture of what factors are most responsible for high performance has emerged so far. Here we report the first systematic and comprehensive analytical and computational investigation for high-performance compact on-chip electro-optic modulators by considering emerging active materials, model considerations and cavity feedback at the nanoscale. We discover that the delicate interplay between the material characteristics and the optical mode properties plays a key role in defining the modulator performance. Based on physical tradeoffs between index modulation, loss, optical confinement factors and slow-light effects, we find that there exist combinations of bias, material and optical mode that yield efficient phase or amplitude modulation with acceptable insertion loss. Furthermore, we show how material properties in the epsilon near zero regime enable reduction of length by as much as by 15 times. Lastly, we introduce and apply a cavity-based electro-optic modulator figure of merit, $\Delta\lambda/\Delta\alpha$, relating obtainable resonance tuning via phase shifting relative to the incurred losses due to the fundamental Kramers-Kronig relations suggesting optimized device operating regions with optimized modulation-to-loss tradeoffs. This work paves the way for a holistic design rule of electro-optic modulators for high-density on-chip integration.
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1 Introduction

Photonic integrated circuits (PICs) are an important enabling technology in today’s communication networks and in future chip-to-chip and potentially on-chip interconnects for information processing. The development of PIC has been historically hindered by the inherently weak interaction of light and matter, which requires fundamental size (footprint), speed, and power (S^2P) limits for photonic-based information processing technologies. Among the active PIC components, the sources (lasers) and detectors have seen rapid improvement in their performance in the last decade utilizing high efficiency and low noise. But the third key active PIC component, light modulators, still remains far from achieving S^2P characteristics.

While for a long time there has been no shortage of speculations about achieving all-optical control of signals in PICs, in the foreseeable future the electrical control of optical signals or, in short, electro-optic (EO) conversion, remains the only practical option [1]. Efficient light-matter interaction (LMI) within the active material is key to any optical modulation, and strong modulation requires active material that exhibits adequate interaction with the light [2, 3]. EO modulation can be enabled by either changing the real part ($n$) of the modal refractive index leading to phase shifting-based interferometer-like devices termed EO modulators (EOM) or by modulating the imaginary part ($\kappa$) of the modal index of linear electro-absorptive modulators (EAMs). In both types, the fundamental complex
index of refraction is altered electrically inside the active material, which in turn modifies the propagation constant of the mode inside the respective waveguide.

Electrically driven modulators are classified by the physical mechanism responsible for the change of the complex index. One can distinguish between current-driven and voltage-driven modulators; in current-driven modulators, the change in index is achieved when carriers are injected into (or removed from) the active region thus enabling (disabling) the optical transitions and therefore adding (subtracting) to the oscillator strength. Possible design options based on silicon, indium tin oxide (ITO) and graphene modulators considered and compared in this work are all classified as being current-driven. In contrast, for voltage-driven EOMs no current flows in/out of the active region, and the change in index is evoked by the energy level shifts and oscillator strength change caused by the electric field (e.g. Stark effect). The widely used lithium niobate (LiNbO₃) modulators based on Pockels effect and III-V semiconductor-based quantum-confined Stark effect modulators are two examples of voltage-driven EOMs [4–6]. Incidentally, the performance characteristics of both current-driven and voltage-driven modulators are essentially similar, except that the latter is bounded by limits set to avoid electrical breakdown in the active device region. This may be challenging, since realizing high fields can be difficult to achieve in regions that are only a few hundred nanometers thick. Given the present state of technology, almost all novel miniaturized modulators that have appeared on the scene over the last few years have been current-driven and are the subject and focus of this work [7–29].

The challenge facing EOMs is fundamental in nature; the Kramers-Kronig relations dictate that changing the real part of the complex index independent from simultaneously altering the imaginary part is impossible, unless one operates far from the resonance with any optical transition as is the case when the photon energy is deeply inside the bandgap of modulator material. Yet, both real and imaginary index changes are enhanced near the resonance and any attempt to increase the efficiency of modulation inevitably leads to the increased insertion loss (defined as a loss in the on (light-through) state). The index tuning-to-loss ratio is therefore a fundamental figure of merit (FOM) for phase shifting modulators and gets progressively worse near the resonance. Hence, most EOMs such as LiNbO₃ and polymers operate far from the resonance and naturally require long propagation lengths to incur sufficient (π) phase change [30, 31]. Furthermore, EOMs, as opposed to EAMs, always require some form of interferometric scheme [Mach-Zehnder (MZ), ring, etc] to convert phase into amplitude modulation further increasing their footprint. Despite all these shortcomings, EOMs are indispensable when it comes to operating in advanced high bandwidth (i.e. speed) efficiency modulation formats like QPSK, QAM and others, but the advantage of these formats is significant only in relatively long-haul communication links, while here we concentrate on much shorter range interconnects, possibly for on-board on-chip links. The spurious phase modulation produced by the change in index causes frequency chirp, which is detrimental in long-haul links but remains relatively benign over the short distances considered here (<<cm). In contrast, performance of miniature EAMs is not affected significantly by the change in the real part of refractive index that accompanies modulation of the absorption (loss).

### 1.1 Recent advances and developments

The highest FOM in terms of ability to achieve full switching with a minimum insertion loss indisputably belongs to the conventional EOMs based on LiNbO₃ and to a lesser extent to polymer-based devices. However, here low insertion loss is achieved at the cost of large footprint. To reduce the length, one can exploit two complimentary strategies of increasing the applied electric field by using the plasmonic modes with sub-wavelength confinement [30, 31] or using materials in which a large index change can be attained by using plasma dispersion. Both strategies result in increased insertion loss, but in many on-chip applications it can be tolerated as the necessary price to pay for the reduced footprint.

Of the materials relying upon the index change due to plasma dispersion, silicon is the most prominent candidate [8, 24, 25], but the index change in silicon is rather small [32]. Similar to silicon, transparent conducting oxides (TCOs), such as ITO, are able to tune their index via the carrier-dependent Drude model (i.e. they can be best described as current-driven modulators). Yet ITO holds a number of significant advantages over Si with respect to the index modulation. Firstly, the concentration of carriers in ITO can exceed concentration of carriers in Si by at least an order of magnitude; the concentration of indium atoms in ITO reaches a few percent, which is significantly above attainable donor concentration in Si. Secondly, the effect of changing the carrier concentration in ITO on its refractive index is more dramatic than in silicon (Figure IC and D). This can be attributed to the higher bandgap and consequently lower refractive index of ITO compared to that of silicon. If the change of the carrier concentration \( \delta N_e \) (e.g. due to an applied voltage bias) causes a change...
in the relative permittivity (dielectric constant) $\delta \varepsilon$, the corresponding change in the refractive index can be written as $\delta n = \delta \varepsilon^{1/2} \sim \varepsilon^{1/2}$; hence, the refractive index change is greatly enhanced when the permittivity $\varepsilon$ is small. The strongest modulation of both real and imaginary parts of refractive index occurs in the vicinity of $\varepsilon \sim 0$, or “epsilon-near-zero” (ENZ) condition. Low “background” dielectric constant of ITO allows the calculation of ENZ carrier concentration at telecommunication wavelength of 1550 nm using experimentally obtainable parameters ($6 \times 10^{20}$ cm$^{-3}$) [28]. Thus, a stronger modulation per unity carrier change is expected for ITO compared to silicon with a unity order change in refractive index under electrical gating, as has been recently demonstrated [10, 11, 27]. The effect of ENZ will be explored further below (Figure 1I and J).

The accumulated charge-induced index change in ITO and other TCOs is based on the plasma (Drude) dispersion of free carriers and hence is an “off-resonance” effect. On the other hand, the index (and absorption) change can also be induced by Pauli blocking of the interband (band-to-band) transitions in many materials such as found in gated graphene [12–14]. The carrier accumulation in graphene causes an upward (or downward if the carriers are holes) shift of the chemical potential and ensures a strong resonant change of both refractive index and extinction coefficient. This resonant change enables graphene to be suitable for both EO and electro-absorptive (EA) operations (Figure 1E, F, K, and L) up to the near infrared (IR) region of the spectrum [8, 9]. But the atomically thin thickness of single layer graphene produces a challenge for modulation, because of the miniscule optical confinement factor, $\Gamma$, and the requirement for the electric field of the propagating wave to be in plane. The latter restricts the use of plasmonic modes where field lines always connect normal to the metal surface. Thus, placing graphene onto a “regular” flat surface plasmon polariton (SPP) waveguide will not introduce a high field overlap [33]. To take full advantage of the strong modulation potential of $n$
and \( \kappa \) in graphene, it is critical to provide a suitable mode structure with high confinement factor, further discussed below.

A properly designed mode can provide not only a high overlap between the active material and the optical field (i.e. confinement factor \( \Gamma \) approaching 100%), but also an additional enhancement of the index (or extinction factor) change can be achieved by slow-light effects [34]. Such slow-light effect essentially increases the interaction time between the photons and active medium by a factor of \( n_g/n_\text{eff} \), where \( n_g \) is the effective index of the mode and \( n_\text{eff} = \frac{\omega}{\omega_c} \frac{\partial \omega}{\partial n_\text{eff}} \) is the group index. It is important to note that slow-light enhancement is conceptually similar to the enhancement achieved in the optical resonators where the photon-active medium interaction time is also enhanced but hence is subject to bandwidth limitations due to enhanced dispersion. Slow-light enhancements can be introduced by waveguide dispersion engineering [34], or matter-photon like modes (polaritonic), such as SPP modes. The latter are enabled by introducing the metal into the waveguide which can provide both high confinement factors and elevated group indices compared to photonic modes but are inherently lossy [1]. The latter is less critical for EAMs but can severely limit obtainable extinction ratios (ER, i.e. signal modulation depth) in EOMs. Thus, we do expect and indeed find an optimum LMI length for EOMs using plasmonics. Furthermore, the SPP modes can be hybridized with the dielectric waveguide modes creating the hybrid plasmonic modes where the losses can be reduced, evidently at the price of reduced confinement and group index.

Hence, the question arises: what are the details regarding index-to-loss in EO modulation, and do optimum device design parameters exist? In general, the modulator performance depends greatly on the underlying waveguide determining coupling and propagation losses, the confinement factor of the active material with the optical mode, the strength of the optical index change being altered [10, 35] and subsequent impacts on energy efficiency, modulation speed, footprint and optical power penalty [12, 36–39]. While previous works focused on addressing these in an ad hoc manner [10, 15, 16], here we show the first systematic approach for a selected set of active materials (silicon, ITO, and graphene), optical waveguide modes (bulk, slot, and hybrid-plasmon) and a cavity [Fabry-Pérot (FP)].

In the following discussion the nomenclature regarding the states of operation for the modulators relate to the light transmission characteristics through the device, rather than the applied voltage bias. As such the modulator’s on state implies high light transmission, whereas the off state signifies the lossy state corresponding to a drop in transmission. The discussion beyond Figure 1 is limited to a single operating wavelength of 1550 nm.

## 2 Steps in tuning

### 2.1 Material tuning properties

With the aim of evaluating the EO modulation potential of the active material in mind, we consider the tuning of the complex refractive index for our chosen materials, i.e. silicon, ITO, and graphene. The silicon Drude model is used to calculate the refractive index and extinction coefficient dispersion relations with respect to various wavelengths for a range of permitted carrier concentrations from \( 10^{16} \) to \( 10^{20} \) cm\(^{-3} \) (Figure 1A and B). Given our fixed operating wavelength at 1550 nm (\( \hbar \omega = 0.8 \) eV), corresponding to the telecom C band, the derivatives are taken for the real and imaginary components of the complex refractive index. Starting with silicon, from Figure 1A and B it is apparent that the real part of the index, \( n \), changes notably with carrier concentration. However, while the relative change of the imaginary part of the index, \( \kappa \), appears significant, the small absolute value of the off state (high carrier concentration) does not make silicon a high performing EAM material. This shows that silicon may be used for its EO properties, but it is not well suited for EA operations. This becomes evident when plotting \( \delta n/\delta \kappa \); for higher carrier concentrations the slope kinks downwards for carrier concentrations above \( 10^{19} \) cm\(^{-3} \) (Figure 1H), which indicates the material becoming lossy but not \( \kappa \)-dominant or favorable for EA operations yet. Also, the gradual slope in \( \delta n/\delta \kappa \) suggests weak EO modulation before this transition region making the entire carrier concentrations range \( n \)-dominant, which is analogous to favoring EO operations. Note that the material can be termed \( n \)- or \( \kappa \)-dominant, based on the carrier concentration regions where the change in one exceeds the change in the other corresponding to tuning.

The Drude model characterizes the ITO material accurately within our specific wavelengths of interest (near IR regime). Modulation is an effect of change in the refractive index and the broadening of the corresponding resonances inside an optical cavity (see below) with respect to wavelength which can be related back to the loss in the material absorption itself, corresponding to the extinction coefficient, \( \kappa \). When ITO is packaged as one electrode of an electrical capacitor, applying the voltage puts the capacitor into the three known states of accumulation, depletion,
or inversion. For example, in accumulation, free carriers are accumulated in the interface of the ITO and the oxide, thus changing the carrier concentration. From the Drude model, explicit relations for both the index and extinction coefficient as functions of the carrier concentration can be obtained. The optical property of the active material therefore changes dramatically, resulting in strong optical modulation effects (Figure 1C and D). Derivatives of the real and imaginary parts of the complex index with respect to the carrier concentration are taken, from whom the respective derivative $\frac{\partial n}{\partial \kappa}$ and $\frac{\partial k}{\partial \kappa}$ intersect each other close to the ENZ region at a carrier concentration of $6.2 \times 10^{20}$ cm$^{-3}$, which is close to that reported first in ref [28]. The relative change in $\frac{\partial n}{\partial \kappa}$ is more than the relative change in the $\frac{\partial n}{\partial N_c}$ after a certain point in the carrier concentration prior to ENZ, which suggests that the effect of $n$ change with modulation is stronger to the left of this point and the effect of $\kappa$ change is stronger to the right. This can be observed in the graph for the derivatives with respect to the carrier concentration for ITO (Figure 1I), which suggests that the material is $n$-dominant to the left of this point, and $\kappa$-dominant to the right. Thus, ITO can be used for the EO case in the $n$-dominant regime for the EA cases in the $\kappa$-dominant regime depending on the carrier (bias) condition.

The graphene dispersion relation can be obtained via the Kubo formula (supplementary information, Eq. (2), Figure 1E and F). The value of $n$ and $\kappa$ for graphene are calculated with varying wavelength and chemical potential, $\mu_c$. We note that the chemical potential for graphene used in the Kubo formula moves up and down with the carrier concentration, and hence it is used here as the voltage-dependent index tuning parameter for modulation. Keeping the operating wavelength at 1550 nm, we calculate the complex index dispersion and subsequent derivatives (Figure 1K and L). As mentioned above, the photons with energies larger than $2\mu_c$ experience strong absorption, while the photons with smaller energies do not; therefore, when the chemical potential moves across $\mu_c = \hbar \omega/2=0.4$ eV the extinction coefficient undergoes rapid downward change as evidenced by the sharp negative peak of $\frac{\partial k}{\partial \mu_c} \sim -\delta(\mu_c - 0.4)$, where $\delta(x)$ is the delta function, in Figure 1K. According to Kramers-Kronig transform, the real part of the refractive index also experiences rapid change in the vicinity of $\mu_c = 0.4$ eV as $\frac{\partial n}{\partial \mu_c} \sim 1/(\mu_c - 0.4)$. In practice, large change in extinction coefficient occurs in the range of $\mu_c$ values near $0.35-0.45$ eV as the Pauli blocking effect can be smeared for $-0.1$ eV at room temperature (Figure 1L, inset, shaded region). In our calculations, we take an approximation for the Kubo formula from Hanson where the interband term is approximated at cryogenic temperature, i.e. 0 K [40]. The modulation technique we investigate here involves interband transitions, whereas intraband free carrier absorption can rise even after the Pauli blocking range of $\sim 0.1$ eV and can be approximated by the Drude model there. Depending on these interband transitions of Pauli blocking and temperature-dependent smearing of the transition, $n$ dominance is present for $\mu_c$ ranges past the transition until the free carrier absorptions start around $0.5$ eV due to very low $k$ values there and abruptly changing $n$ values. $\kappa$ dominance is on either side of the $n$-dominant region. For the subsequent modal and cavity discussions below we only consider the $\kappa$ dominance on the left side of the $n$-dominant region, because either $\kappa$-dominant region is suitable for EA purposes and the $n$-dominant region is of interest in EO modulation. We note that there are certain differences in the characterization of graphene using the Kubo model, different approximations and a discussion on different results are included in the supplementary information.

### 2.2 Modal tuning properties

Having established these index-character regimes as a function of voltage tuning, we are next interested in the possible modal impact of such modulation. We study three different mode structures for each of the three active materials introduced above (Figure 2), while our aim is to explore modulator-suitable material/mode combinations for both EA and EO modulation mechanisms. The target is to increase the LMI towards ultra-compact modulators while preserving ER, i.e. modulation depth, and we consider plasmonics as a spatial mode compression tool towards increasing the LMI and compare two distinct plasmonic modes with a bulk-case for comparison. The two plasmonic modes analyzed are the slot waveguide in a metal-insulator-metal (MIM) configuration [21–23, 41–43] and a hybrid plasmonic polariton (HPP) design in a metal-insulator-semiconductor (MIS) configuration. In order to understand the LMI enhancement effect from modal compression, we compare each active material with a bulk case where the entire waveguide consists of the active material only. The resulting design space is a $3 \times 3$ matrix, where we track the modal field distribution (Figure 2) as well as effective index for each waveguide case (Figure 4).

All mode structures are chosen on top of a SiO$_2$ substrate, thus providing a leveled playing field. The bulk Si waveguide is the classical silicon on insulator (SOI) rib waveguide. Starting our discussion with the active
Graphene been experimentally verified over 1/e^2 (10 nm) thick films was measured before [21], and high index modulation has Drude model. In praxis, a 1/e decay length of about 5 nm accumulated carriers shift the plasma dispersion via the mode considered for electrostatic consistency. Here the discussed above [3, 10, 14, 15, 21, 26, 27] Thus, for biasing ms); here the carrier con-

but the effect is rather slow (~). ITO can in principle be done via thermo-refractive effects, of a SiO2 substrate (Figure 2D). Index modulation for bulk ITO structure, which is a waveguide made of ITO on top (i.e. in-plane electric field) with the active graphene sheet [12]. The silicon width is taken as diffrac-
tion-limited \( \lambda/n \) such that we can compare them in a similar stand-
ard. That is, to ensure the same electrostatic potential during the comparison, all gate oxides in this work are 5 nm in thickness. The Si slot is inspired by the dielectrically loaded surface plasmon polariton structure; a 30 nm Si layer on top of the substrate is chosen to enhance the plasmonic mode in the gap of 20 nm. From simulation results, the gap mode is chosen to ensure high ER. We note that the mode is rather lossy, and the field intensity in the slot is about 232 times more compared to the bulk case despite the structure being a Si slot. This is due to the light being higher confined in the gap inside the slot between the metal walls compared to that of the active Si. The ITO slot follows the PlasMOSstor design [22]. The gap between the metal pads is chosen as a 5 nm Al2O3 layer for gating and subsequently topped with ITO. The slot gap is taken to be 300 nm to preserve the photonic mode within the gap when ITO is not in the lossy state (modulator on

material Si case, the height and width of the waveguide were chosen to coincide with the diffraction-limited dimension \( \lambda/n \) towards maximizing packing density. For all three Si cases we assume that it is possible for the entire Si portion to change index with applied bias. This is possible as the method of modulation here is bulk carrier injection as previously demonstrated [24, 25, 32, 44, 45]. It is noticeable that this mode is not strongly confined to the physical cross-sectional area of the waveguide mode due to modal field leakage (Figure 2A'). A similar mode profile can be seen from Figure 2D' for the case of bulk ITO structure, which is a waveguide made of ITO on top of a SiO2 substrate (Figure 2D). Index modulation for bulk ITO can in principle be done via thermo-refractive effects, but the effect is rather slow (~ ms); here the carrier concentration in ITO increases with annealing temperature [46, 47]. A second mechanism for index tuning of ITO is a capacitive carrier modulation-based mechanism discussed above [3, 10, 14, 15, 21, 26, 27] Thus, for biasing purposes, a 5 nm gating oxide layer is included (for every mode considered for electrostatic consistency). Here the accumulated carriers shift the plasma dispersion via the Drude model. In praxis, a 1/e decay length of about 5 nm was measured before [21], and high index modulation has been experimentally verified over 1/e^2 (10 nm) thick films [27, 28]. As such, the modulation mechanism for ITO considered is based on capacitive-gated carrier accumulation rather than injection as for the Si case. However, similar to the Si bulk case, the bulk ITO waveguide is also fairly leaky and unconfined due to the relatively small index contrast with the surrounding air (Figure 2D'). Only the thin accumulation layer of about 10 nm changes optical properties with tuning, while the remainder of the ITO does not change with applied bias. The bulk graphene structure consists of placing a single layer graphene on a gate oxide on top of a Si waveguide, thus forming an electrical capacitor. The Si waveguide was chosen to have a height of 200 nm, which supports the second-order transverse magnetic (TM) mode resulting in an improved modal overlap (i.e. in-plane electric field) with the active graphene sheet [12]. The silicon width is taken as diffraction-limited \( \lambda/n \) similar to the bulk Si case. It is important to point out that all the waveguides requiring a gate oxide in this work have been designed with a fixed oxide thickness such that we can compare them in a similar stand-

Figure 2: Schematic of the mode structures and FEM simulated mode profiles for all the structures at their respective starting point from the material dispersion at \( \lambda = 1550 \) nm.

The relevant parameters are \( \lambda/n_{n} = 451 \) nm, \( \lambda/n_{n0} = 800 \) nm, \( h_{n} = h_{n0} = 200 \) nm, \( h_{ox} = 600 \) nm, \( h_{si} = 100 \) nm, \( w_{slot} = 300 \) nm, \( h_{alu} = 30 \) nm, \( g = 20 \) nm, \( w_{alu} = 550 \) nm, \( w_{si} = 300 \) nm, \( h_{alu} = 20 \) nm, \( h_{soc} = 10 \) nm, and \( w_{soc} = 250 \) nm. The simulated results are shown in log scale due to their largely varying electric field strengths. All gate oxides in this work have thickness \( h_{ox} = 5 \) nm to ensure similar electrostatics.
Due to the fact that carrier accumulation can only be around 10 nm, the width of the slot beyond 20 nm will have little impact on confinement since only activated ITO contributes to the confinement factor with tuning. Our results show a highly confined structure (Figure 2E'). Also, the considerably larger dimension reduces the fabrication complexity. The graphene slot consists of placing a single layer of graphene on top of the SiO₂ substrate separated by a gating oxide of 5 nm. Then two metal pads form the slot structure. Here the gap is also 20 nm similar to the Si slot, which we have found previously to deliver high modulation performance [14]. We note that broader gap dimensions lead to higher order modes, lower optical confinement, and hence lower ER. This value (20 nm) can be understood from two aspects both relating to the fact that metallic confinement beyond 20 nm is not favorable: (a) the skin depth of plasmons at telecom wavelengths is about 20–30 nm, and (b) the Purcell factor reduces dramatically beyond 10 nm small plasmonic cavities due to high losses and field leakage [48]. Our results indeed confirm a modal confinement to the gap and a high field strength (peak |E|²), which is 4600 times higher compared to the bulk case (Figure 2H'). Finally, for confinement of light in the transverse direction and to obtain a dielectrically aided plasmonic mode for better modulation control, we choose the hybrid mode structures [15, 29, 49, 50]. The hybrid Si mode comprises a metal and an oxide layer on top of a Si waveguide that is 200 nm thick. The results show a confined mode with most of the field being inside the oxide. The hybrid ITO mode is similar to the hybrid Si mode, with an added 10 nm layer of ITO between the oxide and Si layers [28]. The hybrid ITO structure is essentially a metal oxide semiconductor (MOS) structure with a 10 nm ITO layer inserted between the oxide and Si interfaces. With the metal on top and Si on bottom, it creates an optical capacitor. The gap (oxide + ITO) provides the means to store electromagnetic energy, leading to sub-wavelength optical guiding [50]. The strong energy confinement in the gap arises from the continuity of the displacement field at the material interfaces, which leads to a strong normal electric-field component in the gap [51]. The dielectric discontinuity at the semiconductor-oxide interface produces a polarization charge that interacts with the plasma oscillations of the metal-oxide interface; that is, the gap region has an effective optical capacitance. The hybrid graphene mode comprises a metal layer on top of a 10 nm oxide layer, and the graphene single layer is sandwiched inside the oxide. These are stacked on top of a Si waveguide with 200 nm thickness [10]. Both the hybrid ITO and graphene structures show reasonably high confined modes and field enhancements of 46 and 63 times compared to their corresponding bulk cases, respectively. It is worthy to mention that the slot and HPP modes are comparably lossy without accounting for the material loss to contribute as a byproduct of tuning. As such, one intuitively would expect these to be suitable for EAM devices. However, there are also regions where the EOMs (real part index tuning) via phase shifting outperform bulk cases despite the high losses, as discussed below. It should also be noted that all the metal used for the modal simulations is gold (Au), which has a reasonably low ohmic loss at near IR wavelengths.

Key to the modulator performance such as ER is the amount of index change that can be obtained upon biasing the device. EO modulation or phase modulation, i.e. the effective change of the k-vector of the light, \[ \delta k = \delta \omega \frac{\partial k}{\partial \omega} = \frac{\partial n}{n} \frac{\partial k}{\partial n} \approx \frac{\partial n_{\text{eff}}}{n} \delta k, \] where \( n \) is the group index in the corresponding structure. The phase change then becomes \[ \Delta \phi = \frac{2\pi}{\lambda} \Delta n_{\text{eff}} L = \epsilon_t \Gamma \delta n \frac{n}{n} \delta \phi, \] where \( \Gamma \) is the optical confinement factor and \( \epsilon_t \approx \frac{\epsilon_s}{\int n_{\text{eff}} dS} \). The index change inside the modulator \( (\Delta n_{\text{eff}}) \) is then given by \( \Delta n_{\text{eff}} = \epsilon_t \Gamma \delta n \frac{n}{n} \). For discrete modulation states this relationship can be expressed as the ratio of the altered active material index relative to its initial condition \( \frac{\Delta n_{\text{mod}}}{n_{\text{mat}}} \) multiplied by its modal confinement factor \( (\Gamma) \), relative modal permittivity enhancement \( (\epsilon_t) \) and effective group index \( (n_e) \), i.e. [31],

\[ \text{ER} \propto \frac{\Delta n_{\text{eff}}}{n_{\text{mat}}} \frac{n_s}{n_e} \]

We note that the group index \( n_s \) is inside the cross-sectional structure corresponding to propagation in the longitudinal direction given by \( n_s = n_{\text{mat}} - \frac{\lambda}{\Delta n_{\text{eff}}} \frac{\partial n_{\text{mat}}}{\partial k} \). Equation (1) applies for isotropic index materials, i.e. silicon and ITO-based structures in this work. Due to the unique EO nature of graphene and anisotropy of the indices (tensor), this simple equation insufficiently describes modulation performances in the graphene-based structures. The graphene propagating energy index and group index need to be represented by directional tensor terms and solved for each component, which is, however, beyond the scope of this work and should be explored by researchers in the field. Here, we follow a similar approach for the graphene-based modes to the bulk cases in order to associate modulation effects relating to the modal illumination pattern and effective index change. The material index ratio change from Eq. (1) was previously discussed.
in Figure 1. Next, we focus on the confinement factor first, then discuss obtainable effective index changes that
govern the modulator operation. Our modulator bias anal-
ysis is based on selecting discrete bias points for all nine
waveguides to obtain their corresponding effective indices
(Figures 3 and 4, and see supplementary information).

2.2.1 Confinement factor and index tuning

For waveguide modes containing diffraction-limited mode
(bulk) the modal confinement factor is given by the spatial
field \( |E| \) ratio of the modal overlap of the active region, i.e.
the material whose index is electrically being altered, relative
to the size of the entire mode:

\[
\Gamma_{\text{bulk}} = \frac{\int |E| dS}{\int |E| dS}
\]  

(2)

A more comprehensive approach to define the modal con-
finement factor would be to define it with respect to the
Poynting vector \( \langle E \times H \rangle \) corresponding to the power flow
in the entire structure. For a more straightforward and
comparable approach, here we define the modal confine-
ment in terms of the overall electric field intensity \( |\langle E \rangle| \)

\[
\Gamma_{\text{2D}} = \frac{\int |E_{\text{in}}| dS}{\int |E| dS}
\]  

(3)

where \( E_{\text{in}} \) denotes the in-plane electric field, and \( E \) is the
overall electric field. The latter is a critical requirement for
2D materials, since their polarizability vanishes for out-
of-plane fields. Thus, simply placing a 2D material on a
plasmonic waveguide surface will not lead to increased
overlap factors despite the high field concentration near
that metal-dielectric interface. In fact, this is a fundamen-
tal challenge of integrating 2D materials with plasmonics.
A possible waveguide design, however, to overcome this
bottleneck is a MIM-like slot waveguide with a graphene
layer parallel to the slot field (Figure 2H). Starting with
the silicon as the active material, the bulk mode has an
overlap factor approaching unity (80%) for the modula-
tor on state at low carrier concentrations (Figure 3A).
However, upon plasma dispersive biasing, the overlap

Figure 3: Confinement factors of the modes from Figure 2 with tuning.
Confinement factors corresponding to the Si and ITO modes vs. carrier concentration (A) and confinement factors corresponding to the
graphene modes vs. chemical potential (B). (i, ii) ITO slot at $10^{19} \text{ cm}^{-3}$ and $6 \times 10^{20} \text{ cm}^{-3}$, (iii, iv) ITO hybrid at $10^{19} \text{ cm}^{-3}$ and $6 \times 10^{20} \text{ cm}^{-3}$,
respectively.

[50, 52]. Similarly, two-dimensional (2D) materials show
their unique EO tunability when the electric field is in the
lattice plane (i.e. in-plane), but not perpendicular to it
(out-of-plane), due to the low polarizability in this direc-
tion [14]. Hence, the confinement factor to characterize
the light-2D material interaction becomes
factor slightly decreases since the mode becomes more lossy. The two plasmonic modes, hybrid and slot (Figure 2B and C), worsen the overlap since the silicon can only sit near the highest fields of both modes but not directly inside the slot. The latter could be different, for instance, if the slot would be filled with silicon, but this is not part of this study. The Si slot has the lowest confinement of about 20% since the field is mainly concentrated inside the slot gap. All three silicon-based waveguides have a relatively flat confinement factor with tuning, since the modal distribution does not experience any significant change.

Both the confinement factor and material index change impact the effective index with applied bias (Figure 4A). The applied bias changes the carrier concentration by sweeping in more free carriers in Si and ITO, thus changing the optical response, and by increasing the chemical potential level in graphene. The relationship between the carrier concentration and chemical potential is about a factor of 10, i.e. $0.1 \text{ eV} \sim 1 \text{ V}$, but depends on electrostatics (supplementary information, Section 2). The change in effective $n$ is not dramatic, but $\kappa_{\text{eff}}$ varies rather rapidly with the carrier concentration for the bulk Si case. However, even with the increase in $\kappa_{\text{eff}}$, it is noticeable that the mode is relatively lossless compared to the other modes studied as Si material inherently exhibits little loss. The change in the effective index and effective extinction coefficient follows the material model from previous sections, since this bulk mode is material homogeneous. This is further evident from the confinement factor of the mode; while we find a high modal confinement factor (i.e. high overlap), its value does not change significantly with increasing carrier concentration (Figure 3A). The slot and hybrid structures for Si exhibit a higher amount of loss than the bulk Si. The changes in the real part of the effective indices with modulation, in these cases, are stronger than the bulk, as expected from higher confined structures. Although the effective extinction coefficients for the slot and hybrid Si are relatively flat (Figure 4B), they do in fact decrease with carrier concentration near $10^{19}$–$10^{20} \text{ cm}^{-3}$. However, this does not violate the Kramers-Kronig relations because the more tuning is in effect, the more light is projected out from the active Si, which becomes increasingly lossy with tuning. This effect can be seen from Figure 3; the slot and hybrid Si confinement factors decrease towards the right end. This means that the light leaks more into the oxide and the gap for the hybrid and slot cases, respectively.

Unlike the silicon case, the three ITO-based waveguides experience a rather strong index change with bias. This is mainly driven by the drastic change in the confinement factor. Starting with the slot waveguide, the field is fairly loosely confined within the 10 nm thin ITO, which is in close proximity from the metal slot arms, only separated by the 5 nm gate oxide (i, Figure 3A). This is due to the index change in the activated ITO, which forms sufficient contrast with both the bulk ITO and metal on either side, effectively creating a MOS capacitor facilitating
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Figure 4: Simulated results for effective indices for all the modes in Figure 2 for different applied bias. (A) Real part of the effective refractive index for Si and ITO vs. carrier concentration, (B) imaginary part of the effective index, i.e. effective extinction coefficient for Si and ITO vs. carrier concentration, and (C) Real and imaginary parts of the effective index for graphene vs. chemical potential.
electromagnetic charge storage. This effect occurs for up to near the ENZ point in carrier concentration leading to highest modal overlap with the ITO (ii, Figure 3A). Beyond the ENZ point, the mode starts to become more unbounded, and confinement decreases as the effective index increases and the field tends to be squeezed into the lower index oxide again. In (ii), it is noticeable that almost all the light in the structure is compressed inside the activated ITO accumulation layer of about 10 nm thickness. A similar trend is observed for the hybrid ITO case. However, the field confinement of the simple hybrid waveguide (iii, Figure 3A) offers a higher overlap for the on state. This, however, is necessarily desired since the ITO has usually a higher loss than the silicon (typical SOI) part of the hybrid design. Hence, lower overlap factor for the modulator on state would be beneficial to reduce the insertion loss.

For the hybrid ITO case, (iii) is the starting point in the range of carrier concentration for ITO. The most confined state is shown in (iv), which has a carrier concentration level near ENZ. Most light is confined in ITO in this state; thus, the LMI in ITO is at its maximum level here. By means of the effective optical capacitance in the gap (oxide+ITO), arising from the continuity of the displacement field at the material interfaces, the light is strongly confined in the gap region in the hybrid structure [53]. At the start of the carrier concentration range, ITO index is higher than that of the oxide and light is prone to occupy spaces with lower index in such modes – it means that the light tends to be squeezed predominantly into the oxide layer (Figure 3A, iii), resulting in a lower confinement factor. With tuning, as the carrier concentration increases, the material index of ITO drops to values lower than that of the oxide. This causes a change in the illumination profile of the mode, and more light is therefore confined in the ITO layer (Figure 3A, iv). As a result, the confinement factor increases significantly near ENZ, which is a positive effect for the modulator. For carrier concentrations beyond ENZ, similar to the slot ITO case, more light is confined into the oxide layer rather than the ITO since the oxide layer again has a lower index, and thus the confinement decreases. Hence, the slot ITO structure can be thought of as two hybrid modes rotated vertically and then mirrored sideways. The mode structure sideways consists of material interfaces of metal, oxide, activated ITO and bulk ITO, respectively; and the same combination mirrored. The activated ITO, i.e. accumulation layer of about 10 nm from the oxide interface is, in effect, similar to the ITO layer in the hybrid case. The rest of the ITO material remains in its bulk state and can be compared to the Si in the hybrid case. In this structure, similarly the oxide and activated ITO confines more light at the starting carrier concentration. But the un-modulated ITO confines considerable amount of light as well because of the mirror symmetry in this mode (Figure 3A, i). The asymmetry in the hybrid mode causes the light to be squeezed into the gap creating an optical capacitance able to store the electromagnetic energy. But in the slot structure, the symmetry allows the light to be more spread out in the bulk (un-modulated) ITO. This effect also is increased due to the fact that the bulk (un-modulated) ITO index is considerably lower than that of bulk Si. The bulk (un-modulated) ITO index being closer to the oxide index also decreases the forming of the optical capacitance effect. With increasing carrier concentration, i.e. tuning, as the activated ITO index becomes comparable to that of the oxide and lower, light is more confined into the activated ITO giving rise to the confinement factor (Figure 3A, ii). This effect also can be observed increasingly more near ENZ in the carrier concentration. Similar to the hybrid case, the confinement drops down for carrier concentrations beyond the ENZ region.

For bulk ITO, the effective $n$ change is very low as tuning only changes the accumulation layer of only about 10 nm (Figure 4A). This is because the carrier accumulation is only about 10 nm into the bulk at the ITO-oxide interface; the rest of the ITO remains in the bulk state. The minimal confinement for the bulk ITO mode also reflects this effect. The confinement increases marginally towards the end of the carrier concentration range, which accounts for the small increase in the effective extinction coefficient in that range as the material becomes lossy. The ITO slot provides better results in terms of both the effective index change and effective extinction coefficient change. Figure 3A shows a higher confinement for this structure as well. The highest confined structure, in the ITO case, is the hybrid mode (Figure 3A), which reflects a considerable change with tuning in both real and imaginary parts of the effective index. Both the slot and hybrid structures for ITO are quite lossy to begin with, as both of them are plasmonic, and with tuning they become even more and more lossy as the material becomes $\kappa$-dominant. Traditionally with tuning, the effective index drops, and the effective extinction coefficient rises due to the Kramers-Kronig relations. But with the ITO slot and hybrid cases we see the opposite in the limit of higher carrier concentration corresponding to near and beyond ENZ. A closer look into these reveals that the mode, in a way, “flips” near the ENZ region. Towards the left of the ENZ region, the mode is more confined in the ITO and follows the material traits; i.e. the mode becomes lossy with the material becoming lossy. Near and beyond the ENZ region the mode is leaking toward the oxide layer for hybrid case and toward the un-modulated bulk ITO for slot case as ITO becomes metallic.
across ENZ region; thus, towards the end of the carrier concentration range the confinement factor decreases.

The graphene structures experience lowest change in effective indices with tuning, for both the real and imaginary parts, which is expected as graphene used here is a single-layer 2D material with a naturally low light confinement into the graphene layer, due to its miniscule 0.35 nm thickness (Figure 3B). This essentially separates graphene from the rest of the bulk materials in this study; the unique properties of graphene and the drastic change in refractive index between $\mu_c$ values in the Pauli blocking range with an infinitesimally small extinction coefficient make it a formidable opponent as it enables operations in the nanoscale. The real and imaginary parts of the effective index of the bulk graphene mode remain fairly the same and follow some minor changes with tuning. The effective $n$ of the slot graphene structure increases a small amount and then decreases with tuning, following the material trait. The effective $\kappa$ stays almost constant and then decreases in the $n$-dominant region of the material due to the fact that $\kappa$ of the material itself here is infinitesimally small, near zero. The confinement factor also follows the same trend; i.e. confinement increases as graphene becomes lossless. The hybrid graphene case is contrary to the slot, where the effective index takes a dip towards the end of the chemical potential range. The effective extinction coefficient also takes a minor dip in this region. This can be explained by the confinement factor, which is less as the chemical potential reaches the $n$-dominant region of the material (Figure 3B). The drastic change in the index amounts to only small changes in the confinement factor because of the single layer of the material and the fact that only in-plane components of the associated electric field correspond to it.

2.3 Assessments based on material and modal analysis

The higher losses of deeply confined waveguide modes such as found in plasmonic waveguide design must be accompanied by strongly index-changing active materials for high modulator ERs. That is, combining a low-index altering material such as silicon with plasmonic modes does not improve ER performance. This is because the parasitic loss incurred upon plasma dispersion tuning of silicon is yet orders of magnitude lower compared to the modal loss of plasmonic waveguides. The high modal overlap for silicon bulk waveguides results in almost similar index changes compared to plasmonic-silicon-based modes with lower overlap factors than bulk. For example, the modal overlap differs by a factor of 4 for the silicon bulk relative to the plasmon slot, and it is compensated by the field enhancement more than 200 times in the plasmonic mode compared to that of the bulk mode. The strong index modulation of active TCO materials in combination with increased modal overlap upon plasmonic field squeezing offers high modulation index differences beneficial for EO modulation. However, the electrical biasing scheme and subsequent index changing region of TCOs make them weak candidates due to low overlap factors when diffraction-limited modes are used. For 2D materials such as graphene, the combination of such a material with diffraction-limited modes (bulk case) does not allow for strong modulation despite high material index potential due to the miniscule field overlap. Furthermore, plasmonic modes need to be designed with care since their TM character (field normal to the metal surface) hinders in-plane field components inside the 2D material. If this is not observed, the only modulation performance enhancement relevant to the modulator is the plasmonic field enhancement upon mode squeezing that offers any in-plane component such as roughness or edges. On the other hand, slot waveguides do provide the correct field polarization (in-plane) for 2D materials and allow for overlap factors with 2D materials approaching 1% [14]. This is possible when the plasmonic slot gap and metal height is each decreased in dimensions to tens of nanometers.

2.4 Tuning properties in cavities

Next, we are interested in exploring to enhance the electrical field further inside an EOM by deploying an optical cavity while trading in spectral bandwidth. We consider the $3 \times 3$ material-mode combinations inside a FP cavity model to study the resulting modulation performance. The effect of tuning is cavity dependent as the change in resonance can lead to corresponding losses in turn, relating back to the Kramers-Kronig relationships from the material model. This spectral shift-to-loss relation is cavity dependent as we can relate the shift in resonance ($\Delta \lambda$) to the dominant longitudinal mode while the incurred loss ($\Delta \alpha$) depends on the $Q$ factor of the cavity. Hence, we are interested in an optimum FOM for cavity-based EOMs that is proportional to $\Delta \lambda/\Delta \alpha$.

2.4.1 The Fabry-Pérot cavity

For the FP cavity an established formula for analytical manipulations exists to aid our approach [48].
where $Q$ denotes the $Q$ factor of the cavity, $R_1$ and $R_2$ are the optical reflectivity of the cavity facets, $T_{\text{loss}}$ is the fractional internal loss per pass and $L$ is the length of the cavity. Silver (Ag) mirrors are used to form the FP cavity because the air reflection in ITO is rather low allowing only for weak feedback, lacking the necessary finesse. Hence, assuming near-normal reflection at the mirrors, the corresponding mirror reflectivity becomes

$$R_i = \frac{\bar{n}_{\text{Ag}} - \bar{n}_{\text{eff}}}{\bar{n}_{\text{Ag}} + \bar{n}_{\text{eff}}}$$  \hspace{1cm} (5)$$

The total loss in the cavity has two major components – material loss and metallic loss. Material loss is due to the active material itself being lossy with considerable effective extinction coefficients. The use of metals for mirrors in the cavity does allow improved reflectivity, but the high extinction coefficient of metals incurs some inevitable loss in the system, especially in the small length limit. This metallic loss is due to the fact that trapped light inside the cavity can penetrate the metal mirrors based on skin depths at respective frequencies resulting in field penetration loss in the mirrors.

$$T_{\text{loss}} = \alpha_{\text{abs, total}} + \alpha_{\text{pen}}$$  \hspace{1cm} (6)$$

$$\alpha_{\text{abs, total}} = 1 - e^{-\alpha_{\text{abs}} L}$$  \hspace{1cm} (7)$$

$$\alpha_{\text{abs}} = \frac{4\pi \kappa_l}{\lambda}$$  \hspace{1cm} (8)$$

$$\alpha_{\text{pen}} = \left(\frac{4\pi \kappa_m}{\lambda}\right) \frac{2 \delta_s}{2 \delta_s + L}$$  \hspace{1cm} (9)$$

where $\alpha_{\text{abs}}$ is the absorption coefficient of the active material, $\kappa_l$ is the effective extinction coefficient of the active material and $\lambda$ is the operating wavelength. $\alpha_{\text{abs, total}}$ denotes the material loss, i.e. light absorption in the cavity, and $\alpha_{\text{pen}}$ denotes the metallic loss due to field penetration into the mirrors. $\kappa_l$ and $\kappa_m$ are the extinction coefficients of dielectric and metal materials, respectively. $\delta_s$ is the penetration or skin depth of the metal at a corresponding frequency of the trapped light at which the field magnitude drops to $1/e$ of the surface value and is given by $\delta_s = \frac{\lambda}{\sqrt{\pi \sigma}}$. $\sigma$ is the electrical conductivity in $\Omega \cdot \text{m}^{-1}$, $\epsilon_0$ is the vacuum permittivity [48]. $\kappa_m$ is high for metals, i.e. Ag in this case.

The dominant mode in the cavity is found from the finite element method (FEM) simulations. The corresponding longitudinal mode order in the cavity is then found by $m = 2n_{\text{eff}} L / \lambda$ [54]. In theory, the change in the resonance can be found by setting the longitudinal mode order from the off to on states; i.e. the shift in the wavelength for different states reflects the tunability of the cavity.

$$\Delta \lambda = \frac{2L}{m} \left| n_{\text{eff, ON}} - n_{\text{eff, OFF}} \right|$$  \hspace{1cm} (10)$$

3 Application space – electro-optic modulation

3.1 Cavity impact on electro-optic modulation

Utilizing resonances allows for a variety of advantages for modulators. Using a physical picture, the performance of an EOM is intimately tied to the ability to deliver strong LMI to modify an optical signal. The deployment of an optical cavity can thus enhance the LMI both spatially and temporally; spatially, a cavity concentrates the optical field by “folding-back” photons interacting with the modulated optical index and stores photons in time inside the cavity. The effect of a cavity for a modulator can be compared to a linear device (e.g. MZ, EAM), and one can reach the following qualitative results: the cavity (i) allows for more compact device designs, (ii) increases modulation sensitivity, (iii) however, limits modulation speeds and spectral bandwidth, and (iv) allows for a reduction in power consumption [48]. Next, we discuss some of these qualitatively. The footprint of a cavity-based EOM can be lowered by a factor about equal to the resonators finesse compared to the MZ [55]. In brief, the lengths of the MZ and ring given by $L_{\text{equiv-MZ}} = Q \cdot \lambda / 2n_g$, and $L_{\text{ring}} = 2\pi R$, where $R$ and $Q$ are the ring’s radius and quality factor, respectively. Thus, the ratio of the lengths of the two EOMs is given by the equation in Figure 5, where $\mathcal{F}$ is the finesse of the resonator. Secondly, the sensitivity of the MZ is actually equal to that of the ring EOM, which is somewhat surprising, however can be seen by the following arguments: $\Delta \nu = \Delta \nu_{\text{FWHM}}$, where $\Delta \nu_{\text{FWHM}}$ is the resonator linewidth, $n_g$ the group index, $\Delta n$ the modulated index (i.e. a function of applied voltage), and $\tau_p$ the photon lifetime in the resonator. Since a single arm MZ requires an index change of $\Delta n = \lambda / 2L$, extending the MZ length to be $L = Q \cdot \lambda / 2n_g$ the same sensitivity to the ring design. Thirdly, the question is whether a long linear device (i.e. larger capacitance)
or more compact due to a cavity (but potentially photon lifetime limited) design has a higher modulation speed. The answer is that they are in fact equal, provided that the MZ is not parasitic capacitance limited as shown next. The MZ transit time (treating the MZ as a lumped element) is given by
\[ T_{\text{trans}} = \frac{\pi}{2} \frac{n_g}{\lambda} R, \]
and hence the transit-time limited bandwidth is
\[ f_{\text{trans}} = \frac{1}{2\pi T_{\text{trans}}} = \frac{\nu}{2\pi R}. \]

The cavity’s photon-limited bandwidth due to the long photon lifetime can be estimated via
\[ f_{\text{cavity}} = \frac{1}{2\pi \tau_{\text{ph}}} = \frac{\nu}{2\pi Q}. \]

Closing the above argument that the MZ and ring/FP cavity EOM have about the same modulation speed. For example, a modulator with a Q of 10,000 has a cutoff speed of about 34 GHz (for an EO coefficient of 300 pm V\(^{-1}\), and ER = 3 dB) [56].

We note that any slow-light effect used to increase the light-matter interaction for EO modulation can in principle be treated similarly to a cavity due to the increased photon interaction time with the active EO altered material, and we refer the reader to the tutorial on this subject by Khurgin [34]. However, the main difference between slow-light effects and a cavity is the spectral limitation of the latter. This introduces limitations with respect to wavelength division multiplexing (WDM)-based applications. However, here we argue that the footprint overhead of the necessary multiplexer/demultiplexer on-chip needs to be photonic (i.e. diffraction-limited photonics) and is therefore significantly larger (millimeters) compared with the micro- and nanoscale modulator devices considered in this work. Hence, any WDM attempt would render the compactness of nanophotonic-based EOMs useless. A PIC utilizing such micro- and nanoscale EOM is therefore better suited with multiple point-to-point single-wavelength busses in parallel, yielding a higher bit-flow density [57].

Given the above rationale that a cavity, or slow-light effect waveguide, provides extended photon interaction time feedback system, such a system should be mainly intended for EO applications rather than for EA. We note that cavities with extraordinary high Q factors have been demonstrated, even on-chip [58–60]. Since our considered active materials are somewhat lossy, and we are interested in scaled-down devices using micro- and nanoscale cavities, we therefore focus here on realistic (lossy) cavities only. If the corresponding losses are sufficiently large such that all the light injected into the cavity is absorbed along the propagation direction, there will be no formation of resonances. In other words, EA operations inside a cavity system do not offer any meaningful insights, since the absorptive nature of the cavity upon biasing pulls any Q factor of the cavity to 0. However, it is perceivable that there is a cavity-material combination over which some amount of Q could provide enhanced LMIs and should be studied by the community. Here we focus on the discussion of the EO aspects. The shift in resonance with the change in carrier concentration, i.e. tuning, \( \Delta \lambda \) corresponds to
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**Figure 5:** Impact of a cavity on electro-optic modulation. (A) Schematics and effective photon interaction lengths for cavity-based EOMs vs. single-pass devices. (B) Footprint benefit from cavity is proportional to the finesse, \( \mathcal{F} \). Definitions: \( L = \) physical lengths, \( Q = \) quality factor, \( R = \) ring radius, \( n_g = \) group index, \( \lambda = \) wavelength.
the change in the effective refractive index (real part), $\Delta n_{ef}$, from the modal tuning properties section above. The loss also increases with tuning as a direct result from the Kramers-Kronig relations, and our aim is to optimize the ratio of obtainable tuning which improves ER relative to these incurred losses, i.e. $FOM_{cav} = \Delta \lambda / \Delta \alpha$. This change in the loss, $\Delta \alpha$ is a function of the modal effective extinction coefficient change, $\Delta \kappa_{ef}$. We note that with the introduction of a cavity other losses are also being added, but the fundamentally strong relationship is mainly corresponding to the material and subsequent effective modal extinction coefficients. For better EO performances, it is typically desired that the tuning aspect should outweigh the losses concerned. This essentially means that we want to maximize $\Delta \lambda$ without making $\Delta \alpha$ too large. It is apparent that we have to encounter the rising losses as a result of tuning, but we want to minimize this effect as much as possible for these cases. The $\Delta \lambda / \Delta \alpha$ ratio for all the cavities are calculated and plotted with respect to the key tuning parameter changes, i.e. carrier concentration for Si and ITO structures and chemical potential for the graphene structures on the vertical axis and scaling of the cavities on the horizontal axis (Figure 6). To evaluate the results in the same scale, the cavity lengths are swept from 10 nm to 50 $\mu$m. The logarithm of the $\Delta \lambda / \Delta \alpha$ ratio is plotted for a better dynamic range. Here, a negative value of the ratio signifies that $\Delta \alpha$ is greater than $\Delta \lambda$ for those values. This essentially means that the losses overturn the tuning aspects for those levels, and the loss takes over in the cavity and EO modulation is limited. The material models suggest monotonically decreasing functions for the real parts of the index, $n$ for Si and ITO. The graphene $n$ is also decreasing in the $n$-dominant range. This necessarily means that the tuning of resonances can only blueshift the resonances at the start point in tuning. We also investigate the scaling aspects of the cavities utilizing

![Figure 6: Fabry-Pérot-based cavity resonance shift-loss-ratio, i.e. log($\Delta \lambda / \Delta \alpha$), vs. carrier concentration levels in cm$^{-3}$ (for Si and ITO) and chemical potential in eV (for graphene) vs. scaling ($\mu$m) for all nine cavities based on the modes from Figure 2. Every point on the $y$ axes on these graphs represent corresponding tuning from the start point in either carrier concentration (a–f) or chemical potential (g–i) to that point. Each color level in the color bar corresponds to a change of approximately 2.27 $\times$ 10$^4$ cm$^2$ in the actual $\Delta \lambda / \Delta \alpha$ ratio.](image-url)
the cavity length dependence of $Q$; typically with low loss, higher cavity length yields higher $Q$ corresponding to lower energy per bit (lower tuning is required) and higher ER. This automatically puts the bulk structures ahead because of their low effective extinction coefficients. However, the loss term, $\Delta \alpha$ is scaling-dependent, whereas the shift in resonance $\Delta \lambda$ does not depend on the length of the cavity. The modal aspects of tuning can be observed in the vertical axes of all of the plots in Figure 6, and the scaling aspects, on the other hand, can be observed in the horizontal axes. In regards to the mode structures, it is noticeable that the bulk structures are the most favorable ones for tuning. If scaling is not a factor in consideration, the bulk structures can offer decent modulators but require large footprint. However, since the cavity length is proportional to the electrical capacitance and energy consumption (joules per bit), a shorter cavity size is desired. The bulk graphene case shows high performance. But if we upscale to longer cavity lengths, the Si bulk structure can outperform the ITO bulk one. This happens due to the inherent higher extinction coefficient of the ITO material; the $\Delta \lambda/\Delta \alpha$ ratio starts to decrease after a certain cavity length (near 200 $\mu$m) for the bulk ITO structure, whereas the ratio keeps increasing for the bulk Si one (Supplementary Information, Section 4). Hence, if footprint is not a factor, a cavity with bulk Si can fetch higher tuning than the bulk ITO one at higher cavity lengths (Figure S4). The bulk Si mode exhibits a substantial change in the effective extinction coefficient (Figure 4B), but this feature is not noticeable in Figure 6 because of the very small value of the effective extinction coefficient (Figure 4B) along the entire tuning range. $Q$ for bulk Si cavity design is sufficiently larger with tuning compared to the others (Figure S5). So the higher $Q$ factor outweighs the imaginary part of the effective index change effects.

Scaling also plays a vital role in the tuning performances in cavities. All modes considered exhibit little to no voltage tuning for high scaling. This is due to the metal mirror feedback systems of the cavities. For shorter cavity lengths, the FP structure effectively becomes a MIM structure causing the $Q$ factor of the cavity to plummet. Also, at longer scaling, all the mode structures with sufficient modal loss to begin with, i.e. the more confined ones (all except the bulk ones), exhibit a descent in the $\Delta \lambda/\Delta \alpha$ ratio. This, in turn, reflects the fact that the more confined the mode is, the shorter the device can be. For the more confined structures (slot and hybrid), around the micron sizes, prove to be optimal (Figure 6). Even with optimal scaling, it is noticeable that the ITO and graphene structures outperform the Si ones mainly because of the material traits following steeper index change. Near the micron scale, the slot structure is better than the hybrid structure for EO operations and suggests high-performance micrometer small Mach-Zehnder interferometer-based EOMs. The Si slot exhibits about 11.5 times higher FOM than its hybrid counterpart, the ITO slot is about 1.5 times higher than its hybrid counterpart and the graphene slot is about 1.4 times higher than its hybrid counterpart, all for the highest possible tuning that corresponds to the highest values in the $\Delta \lambda/\Delta \alpha$ ratio near the micron level scaling. In the ITO plasmonic structures, i.e. the slot and hybrid, it is noticeable that similar performance devices can be obtained with a reduced footprint of about an order of magnitude by employing near ENZ modulation off state. The slot structure can fetch about one order of magnitude reduced scaling for similar performance in the optimal scaling region, and the HPP structure can fetch about 1.5 orders of magnitude reduced scaling similarly. If the length is fixed near the micron scale, we can compare the different material-based cavity performance with the same mode structures, for example, slot Si with slot graphene. A comparison for our intended purpose can be done for the bulk structures such that the graphene and ITO ones show nearly 43 and seven times higher FOM, respectively, than the Si one. Similarly for the slot structures, graphene and ITO ones are nearly 49 and 11 times higher in FOM, respectively, than their Si counterpart. Finally, for the hybrid cases, the graphene and ITO designs are 410 and 84 times higher than the Si case, respectively. Thus, overall, graphene appears to be a very formidable opponent to the bulk materials. Within the bulk materials, ITO outperforms Si in more confined and shorter structures. It should be noted that graphene-based EOM performances are overestimated in our work due to the interband transitions approximation we used in the Kubo formulism. Although $\Delta \lambda_{\text{det}}$ for the graphene-based modes are lower than ITO cases, graphene modes experience almost an order of magnitude lower change in $\Delta \lambda_{\text{det}}$ even with maximum tuning in the allowed range. Furthermore, the graphene-based modes exhibit lower $\kappa_{\text{eff}}$ for higher tuning ranges, in turn leading to a considerable $Q$ and subsequent high FOM results in associated cavities. Increase in temperature broadens (smears out) the transition. Results from Ooi et al. could be realistic from the various approximations to the Kubo formulism (Figure S1). Although an increased extinction coefficient results in higher insertion losses for a phase-sensitive modulator, the cavity $Q$-factor can compensate this added loss (Figure S5). Depending on the desired data-signal quality (i.e. extinction ratio of the modulator), the operation voltage could be reduced by a factor of about 3. Thus, if the entire system would be cooled to cryogenic levels
already, the energy per bit could be lowered by about a factor of ~10 \times [61]. Indeed cooling devices to cryogenic temperatures could actually become an interesting option in single and few photon systems [62].

### 3.2 Electro-absorptive linear performance

The cavity-based EO phase modulator is a crucial component in the on-chip photonic network. Although cavity size can be adjusted, it is usually large compared to other on-chip devices, which limits the on-chip density when optimizing the link and network performance. Compared to phase modulation by using cavities, EA modulators, by tuning the loss term of active materials, provide a rather compact device footprint, giving ways to further increase the on-chip bit area density. Using the results from above, we numerically analyzed the EA property of aforementioned materials and optical modes. The performance is characterized by ER in dB (Figure 7). These results are analytically calculated from the effective mode index retrieved from FEM analyses. For Si modes, as expected, the ER for all three modes are low due to the fact that the imaginary part of refractive index changes insignificantly during carrier injection. Similarly, although graphene has a drastic refractive index change when tuning chemical potential, the EA performance for graphene is rather poor, mainly because graphene modes suffer from the low confinement within the single atom layer thickness. ITO has a modest index change compared to Si, and graphene, however, has the strongest EA response. For ITO bulk mode, as the confinement factor is quite low which is depicted in Figure 3, the extinction changes slightly between on and off states. With the help of plasmonic modes, most portion of light could be squeezed into the active layer of ITO (Figure 3), which leverage the ER to a much higher level; especially in the hybrid mode the ER is as high as 2.9 dB/μm.

### 4 Conclusion

In this work we performed an EOM and EAM performance analysis for current-driven devices. Considering three active materials (Si, ITO and graphene), and three optical mode types (bulk, plasmonic slot and plasmonic-photon-hybrid modes), we investigated the effective index change upon biasing these modulator configurations while observing the device intricacies with respect to (a) material index change, (b) modal confinement factor and (c) group index. Furthermore, we consider a FP cavity model for these nine-mode-material cases to investigate cavity modulator FOM given by the resonance shift-to-loss-change ratio, motivated by the fundamental Kramers-Kronig relation, aiming to find a design optimization region. Out of the three materials chosen for this study, ITO and graphene clearly outperform conventional Si, in both EOM and EAM designs. The different modes discussed have their distinguishable advantages. The more confined slot and hybrid modes lead to shorter device lengths and are beneficial for achieving improved results for high scaling. We note that the bulk structure is the favorable option for overall higher EO modulation. If the scaling or footprint is not a deciding factor, one can easily employ the bulk structure to get enhanced modulation strength using cavity feedback. However, scaling and footprint reduction is of utmost importance to enabling nanoscale operation and improving the on-chip packaging density. The unique EO property of graphene with the sharp real part of the index change and the almost constant infinitesimal imaginary part of the index in that region can make it the highest performing material in terms of modulation strength. But consideration must be given to the corresponding confinement factor and to placing the graphene sheet in such a manner that interaction with the in-plane components of the involved electric field in the mode is maximized. In our choice of the mode structures, the graphene slot served these conditions better, and that is why it was the best performing EOM cavity in the plasmonic ones. Furthermore, employing near ENZ modulator off state in the ITO plasmonic structures can improve cavity optimal scaling by about an order of magnitude. This essentially means that similar performance cavity modulators can be achieved.
in a reduced footprint of about an order of magnitude. For EAM operations, the more lossy plasmonic structures should be considered. ITO slot and HPP structures can offer superior performance, whereas the graphene slot is also noteworthy considering the atomic thin layer of graphene. Depending on the desired effects and scaling concerns, the proper material-modal combinations should be employed.

5 Supplementary information

Additional supporting information may be found in the online version of this article at the publisher’s website.
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