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1. Introduction

The Symbolic and Subsymbolic Robotics Intelligence Control System (SS-RICS) was developed by the US Army Research Laboratory’s Human Research and Engineering Directorate in cooperation with Towson University beginning in 2004. The goal of the program was to develop a system capable of performing a wide variety of autonomous behaviors under a variety of battlefield conditions.

As a general theoretical position, we have taken the stance that cognition arises from a collection of different algorithms, each with different functionalities that together produce the integrated process of cognition. This is also known as a functionalist representation.\(^1\) We are developing SS-RICS to be a modular system or a collection of modular algorithms, each group of algorithms with different responsibilities for the functioning of the overall system. The important component is the interaction or interplay among these different algorithms, which leads to an integrated cognitive system. We are not necessarily attempting to produce a neurological representation of the individual components of the brain (thalamus, amygdale) but instead a functional representation of cognition (learning, memory).

We began the development of SS-RICS by using the existing cognitive architecture the Adaptive Control of Thought – Rational (ACT-R)\(^2\) as a framework. ACT-R has a long history of development and has continued to be refined to the present day. ACT-R grew from the artificial intelligence symbolic tradition beginning with Newell and Simon\(^3\) and their work on the generalized problem solver (GPS) and their studies of the problem-solving strategies of chess masters. ACT-R grew from the production system-based work of GPS and was later augmented to include memory algorithms developed by John Anderson, and subsequently to include a variety of additional learning methods and algorithms. ACT-R has been used primarily to simulate human performance data and to make predictions of human performance and error data.\(^4\) ACT-R currently enjoys a large user base and undergoes continuous revisions and improvement.

In our work on the development of SS-RICS, we found that ACT-R was a sufficient approximation of working memory for a robotic system but that the robot needed other systems to function in a dynamic world, primarily perceptual systems and long-term memory (LTM). The perceptual systems within ACT-R were not sufficient for robotic control, and the LTM mechanisms were model specific and not generalized knowledge. Consequently, we added LTM to SS-RICS by using ConceptNet\(^5\), and we added a variety of perceptual systems to SS-RICS by using statistical techniques and neural networks.
2. System Overview

2.1 System Architecture

The primary architectural mechanisms that make up SS-RICS can be broken down into 3 main sections: sensory input, subsymbolic processing, and symbolic processing. Figure 1 depicts these sections as the large boxes, each of which contains collections of other subsystems.

![Fig. 1 An overview of the main section of the SS-RICS architecture: level 1 (L1) processors, level 2 (L2) processors, and level 3 (L3) processors](image)

Starting from the bottom of Fig. 1, the lowest level is focused on interfacing and collecting sensory input from input/output (I/O) systems, such as motor control, range, and image sensors. At this level we are dealing with abstract sensor models that encapsulate device driver interfaces to allow for modularity. Motor, range, and image are by no means the only sensory I/O systems that can be handled by SS-RICS, but we will discuss these to simplify things. As the sensory data are collected from these systems, they are handed off to the low-level processing made up of what we have termed subsymbolic processors.

The subsymbolic processors are composed of algorithms that include artificial neural networks, collections of busted classifiers, and brute force data processing. The processors can be a single serial operation or a pipeline of
several operations containing both serial and parallel components. There are 3 main levels of subsymbolic processors. Level 1 (L1) is concerned with capturing sensory data packaging and transforming it into common internal data structures. Additionally, L1 processors may also fuse data with other L1 processor output. Level 2 (L2) processors are concerned primarily with merging internal working memory structures with incoming sensory data that has been collected by L1. L2 may also contain several sublevels that deal with fusing data and updating internal data structures, such as those used for low-level localization and spatial interaction.

At the highest level we have the production system. The production system is composed of one or more threads that may interact with both working memory and LTM. Working memory is the result of low-level sensory processing and activation of LTM by both the subsymbolic processors and production system processing. As can be seen in Fig. 1, the production system may interact with L2 and L3 subsymbolic processors, allowing higher-level decisions to guide processing of sensory data and manipulate lower-level motor systems.

The production system executes goals that can be considered simple operations composed of several rules. Each rule can be conceptualized as an if–then type operation. That is, a set of antecedents are matched against working memory using Boolean and–or operators to result in a TRUE or FALSE value. When all antecedents are evaluated to TRUE, the rule is allowed to fire. Upon firing, a collection of consequents are executed that may interact with working memory by adding, removing, or updating data as well as retrieving memory from long-term storage. Goals may also be combined with other goals in serial or parallel fashion. For example, the goal to move to a door may have several subgoals: first to locate the door, then to plan a path to the door, and finally to move to the door. If we were to add the task of finding an object while on route to the door, we could have a parallel goal executed: to look for the object.

2.2 Goals and Rules

The syntax used for goal and rule creation is similar to functional block definitions found in C and C++. A goal definition starts with the block descriptor “Goal” followed by the name of the goal; within the goal block we then define any number of rules. A rule is defined starting with the “Rule” descriptor followed by its name. We then define zero or more antecedents in the form (Name Type ID = Value…), which will be compared to working memory. The antecedents are then connected with the && and || logical operators, generating a single Boolean result. Within the rule block we define a set of consequents that manipulate working memory and interact with the world. Here is an example of a simple goal to meet a person who is either known or unknown to the system:
Goal MeetSomeone
{
    Rule UnknownPerson (MeetSomeone Arg Value=True) &&
        (PersonName Arg Value!=NULL) &&
        NOT(?PersonName.Value Person Meet=True)
    {
        Execs(Voice Say “Hello ?PersonName.Value it is very nice to meet you.”)
        Set(MeetSomeone Arg Value=False)
        Set(?PersonName.Value Person Meet=True)
    }
    Rule KnownPerson (MeetSomeone Arg Value=True) &&
        (PersonName Arg Value!=NULL) &&
        (?PersonName.Value Person Meet=True)
    {
        Execs(Voice Say “Hello ?PersonName.Value it’s nice to see you again.”)
        Set(MeetSomeone Arg Value=False)
    }
}

In this example, we have defined one goal, MeetSomeone, composed of 2 rules, UnknownPerson and KnownPerson. The UnknownPerson rule will fire when we have a match to 3 facts in working memory. First, we must have a fact in working memory named MeetSomeone with a type Arg and a slot named Value with a value of True. Next, we must have a fact in working memory named PersonName with a non-NULL Value slot. Last, we must not have a fact in working memory named PersonName with a non-NULL Value slot. When the UnknownPerson rule fires, it will execute 3 consequents. First, it tells the Voice subsymbolic processor to execute the Say command synchronously and greet the person with the phrase “Hello [Person’s Name] it is very nice to meet you.” Second, the MeetSomeone memory is updated, changing the Value slot of the MeetSomeone memory to False. Last, a memory is added to working memory with the name of the person that was just met. The KnownPerson rule has essentially the same collection of antecedents. However, the last antecedent requires a memory in working memory named with the person we are meeting that would have been added by the NewPerson rule. The rule then executes a Say command similar to the UnknownPerson rule; however, it greets the person with “Hello [Person’s Name] it’s nice to see you again.”

2.3 Long-Term Memory (LTM)

Typically in ACT-R, a modeler would develop any LTM as part of the development of the model. For the development of SS-RICS, we thought this might place too much of a burden on the modeler. We wanted a predefined semantic network or relational database that would be a storehouse LTM and allow SS-RICS to reason about the world.

ConceptNet is a freely available semantic network from the Massachusetts Institute of Technology. It contains 1.6 million assertions. These assertions can be used to query the database for knowledge on a variety of subjects.
Figure 2 shows some of the typical assertions found in ConceptNet. The \( f \) counts are the number of times the fact is found in the original Open Mind Common Sense corpus. The \( i \) counts show how many times the assertion was inferred during a “relaxation” process. The relaxation process is meant to improve connectivity within the network and smooth over semantic gaps.

### Sample Concept Net Assertions

- **K-LINES (1.25 million assertions)** (ConceptuallyRelatedTo "bad breath" "mint" \( f=4; i=0; \))
  (ThematicKLine "wedding dress" "veil" \( f=0; i=0; \)) (SuperThematicKLine "western civilization" "civilization" \( f=0; i=12; \))

- **THINGS (52,000 assertions)** (IsA "horse" "mammal" \( f=17; i=3; \)) (PropertyOf "fire" "dangerous" \( f=17; i=1; \)) (PartOf "butterfly" "wing" \( f=5; i=1; \))
  (MadeOf "bacon" "pig" \( f=3; i=0; \)) (DefinedAs "meat" "flesh of animal" \( f=2; i=1; \))

- **AGENTS (104,000 assertions)** (CapableOf "dentist" "pull tooth" \( f=4; i=0; \))

- **EVENTS (38,000 assertions)** (PrerequisiteEventOf "read letter" "open envelope" \( f=2; i=0; \))
  (FirstSubeventOf "start fire" "light match" \( f=2; i=3; \)) (SubeventOf "play sport" "score goal" \( f=2; i=0; \)) (LastSubeventOf "attend classical concert" "applaud" \( f=2; i=1; \))

---

**Fig. 2 ConceptNet assertions**

We were primarily interested in using ConceptNet to help us with contextual relationships and to aid in generalized perception. For example, if the robot knew, or was told, that it was in a building, then it could query ConceptNet to find out that buildings contained doors and hallways. This could then be used as a contextual mechanism so that if the robot saw an object, it would assume that it was probably a door, and not a tree, for instance.

In using ConceptNet, we found that it was fast enough for real-time assistance with contextual problems. Most queries were on the order of just a few seconds per query. For queries where a lot of information was required, a caching algorithm was used to speed up the process.

One problem we found with ConceptNet was that it did not contain the depth and breadth of information we needed to improve contextual-based queries for object recognition tasks. For example, to improve our robot’s perceptual capabilities in indoor environments, we needed detailed information from ConceptNet about doors, such as their size, shape, and possibly their texture, or the fact that doorknobs are frequently found on doors. For this type of query, ConceptNet did not have enough detailed information about typical indoor objects. However, this type of information could be added, and we are currently investigating ways in which we can expand our implementation of ConceptNet in real-time to include information that has been learned by SS-RICS.

Additionally, we found unusual instances where queries that seemed to be identical were different from each other. For example, a query for “Dog” with a capital “D” produced different results than “dog” with a lowercase “d”.
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Presumably, this might be because a word beginning with a capital letter could connote a proper name. We found this to be troublesome in the long run.

Eventually, we aim to find that ConceptNet will provide SS-RICS with a wide range of knowledge about the world. Our goal is to use this knowledge not only for object recognition but also for logical inference and deductions about the world.

2.4 Perceptual Capabilities

Within SS-RICS we utilize a variety of different perceptual algorithms. In a broad sense, we refer to these algorithms as the subsymbolic systems because during initial development, we concentrated heavily on using neural networks for perceptual processing (neural networks are frequently referred to as subsymbolic systems). As we have further developed SS-RICS, we have decided not to limit ourselves to strictly subsymbolic systems for perceptual capabilities; we have looked at using other algorithms that are not typically thought of as subsymbolic techniques, including AdaBoost and K-means.

In general, our subsymbolic systems run in parallel and produce information that can be used by the production system. For example, if the subsymbolic system identifies a door, it will create an instance of the door and feed that information as a fact, or declarative memory type, to the production system. The production system might then generate an action such as “go to door1”. Currently, we do not use the same buffer system that is being used by ACT-R to limit the amount of information that gets fed into the production system from the outside world. We are still trying to determine which, if any, perceptual system (visual, auditory) requires buffers or whether one buffer for all the perceptual systems will suffice.

Additionally, each one of our subsymbolic systems runs as its own separate thread within the overall architecture. This is so that an individual subsymbolic system can be shut down if SS-RICS needs more resources. This structure helps us manage resources and allows the system to reallocate resources as needed, depending on the tasks at hand.

We understood from the beginning that perception is a difficult task but felt that even limited perception would be useful to a robotic system and to the performance of the overall system. If the perception was not perfect, perhaps this could be overcome by learning or interactions with the operator.

2.4.1 Geon-Based Recognition

We have been working to develop the Cognitive Object Recognition System (CORS) in cooperation with UtopiaCompression. The CORS was inspired by current psychophysical research in which multiple recognition algorithms are
integrated to provide a comprehensive solution for object recognition and landmark recognition. Geon-based recognition\(^6\) (Fig. 3) uses predefined shapes (cubes, tubes) to match to objects in the environment. CORS uses Geon-based recognition as well as feature-based recognition to provide 2 types of object recognition capabilities for SS-RICS. We are hoping the Geon-based system will be useful for the recognition of man-made objects (tables, chairs), and the feature-based system will be useful for the recognition of environmental objects (clouds, trees). This work is ongoing. While this work was beginning, we were able to develop our own neural networks for perceptual processing within SS-RICS.

![Geon Object Recognition System\(^6\)](image)

Fig. 3  Geon Object Recognition System\(^6\)
2.4.2 Neural Networks

We initially began working with traditional feed-forward neural networks using lidar data. We used a lidar laser, which scans the horizon in 180° increments. This scan produces an aerial view of the environment as a horizontal plane. It is not a feature-rich view of the world, but it is a good place to start because of the simplicity of the data. Additionally, each scan of the world produces a vector, which can then be easily fed into a neural network.

Our work concentrated on using laser scans to determine hallway intersection types. For example, we trained a network to recognize right-hand turns, left-hand turns, T-intersections, and straight intersections. The goal was to then use these intersections in a topological map of the environment so that the robot could navigate through the world. The map would link the intersections together and allow for navigation in hallways. We were able to use this methodology in a maze environment at the National Institute of Standards and Technology (NIST) test facility.

However, we did eventually find ourselves faced with a common problem associated with neural networks, which is the catastrophic forgetting problem. The catastrophic forgetting problem is one where a network cannot be trained on new information without also being retrained on all of the previous information that it has learned. For example, suppose we trained our network on left- and right-hand turns and found ourselves in a hallway with a dead end, but we did not train our network on this ahead of time. If we wanted to add the dead end as a category, we would have to retrain the network on all of the existing data, the right turns and left turns, as well as the dead-end category in order to develop a new network. This problem prohibits neural networks from being used as an adaptive mechanism that can be retrained on the fly to learn newly encountered information. However, we did find that as long as the problem set was well defined, we could use traditional neural networks to develop a set of primitives to recognize and utilize other algorithms for adaptive learning.

2.4.3 Adaptive Resonance Theory (ART) Networks

The catastrophic forgetting problem of traditional neural networks led us to investigate Adaptive Resonance Theory (ART) networks as a solution to the problem. ART networks are designed so that they can be retrained with new information and do not suffer from the catastrophic forgetting problem. Specifically, we used ARTMAP, which is a supervised learning methodology, to train on a variety of different objects. We found the ART networks to be very useful for the classification of objects, given a clean set of data, and especially if we could input a vector into the network—more importantly, a vector that was representative of the object being learned. This was relatively easy when
we were using lidar laser data since the data were fairly clean and the important aspects of the representation were easily captured as a vector. However, this was more difficult with image processing because the image is typically represented as a matrix instead of a vector. This led us to the investigation of Principal Components Analysis (PCA).

2.4.4 Principal Components Analysis (PCA)

PCA is a statistical technique for the analysis of data which allows for the identification of “principal factors” that represent the overall data. These principal factors are reduced from the data and are uncorrelated with each other. The procedure is a statistical way of describing variance in data and identifying the “principal components” of the variance. While this might be useful for statistical data analysis, we found it to be marginally useful for image processing.

PCA was not developed originally for image processing; instead, it was developed for exploratory data analysis. Translating an image matrix into a vector to identify the “first principal component” was not the intended purpose of the algorithm. Subsequently, this creates problems when trying to use the algorithm for image processing. The problem lies in the selection of the first principal component for the vector. For example, given an image of a soda can with a large glare or shadow on the can, the algorithm might identify the shadow or glare as the most important, or first principal component, of the image. Even if these spurious features are preprocessed and removed from the final image, the algorithm might again identify something meaningless in the image as the first principal component.

For example, when teaching a child how to identify the difference between a cowboy hat and a baseball hat, one might say, “Look at the brim of the cowboy hat. See how the brim goes all the way around the hat? Now, look at the baseball hat. The brim is only in the front of the hat, and it is long and narrow. That is how you tell the difference.” In this example, the brim is the most important aspect of distinguishing between a cowboy hat and a baseball hat. But if we were to subject pictures of hats to PCA, it may or may not identify the brim of the hat as the first principal component; it might identify something else as the first principal component.

While we were pleased with the ability of PCA to convert matrix data into a vector, which could then be fed into our ART networks, we were not satisfied with the selection of the principal components of the image. This led us to become very aware of the differences between instance-based recognition and generalized recognition as a problem.
2.4.5 Instance-Based and Generalized Recognition

Our work with PCA, and to a limited degree other similar techniques (Scale Invariant Feature Transform [SIFT]), led us to the realization that instance-based recognition was relatively easy for computer systems, but generalized recognition was going to be more difficult. For example, using either PCA or SIFT, we could recognize a specific instance of an object. Both of these techniques extract essential features of an object, and in the case of SIFT, allow the object to be transformed (rotated) and still recognized. We also worked with simple image correlation algorithms and found them to be useful for the recognition of a particular object or the instance of a particular object. Additionally, we used image correlation to create a small sample of the image, then we were able to search for that sample within a larger image to find a match in the overall image. We are working to leverage easy recognition for instances of objects so that SS-RICS generalization capabilities are increased to allow the system to recognize general classes of objects or recognize objects that have never been seen by the system before. It could be that the instances provide the data from which generalizations can be drawn and used for the recognition of new objects, but we are still working on this idea.

3. Conclusions

This report details the current development of SS-RICS. We would like to be clear about what has been implemented within SS-RICS and what we are still developing. Currently, SS-RICS contains a stable production system capable of executing commands such as “Go to Door”. The system can use a predefined map to generate a path to a door or any other object in the environment. Additionally, the operator can label the door as “Bob’s Door”, for example, and give the command, “Go to Bob’s Door”. The system uses off-the-shelf voice recognition technology so that the operator can vocalize commands to control the system. The production system itself is very stable and has been used extensively to develop a variety of goal-based behaviors, including navigation and problem-solving tasks. For example, we used the production system to solve a maze at NIST. The goals developed to solve the maze were relatively few (15 total) and worked reasonably well.

The subsymbolic systems within SS-RICS are stable and run in parallel. The ability to add additional functionality to the subsymbolic systems has been done within SS-RICS and is relatively easy to accomplish. We recently added Decision Field Theory\(^9\) to the production system, which allowed SS-RICS to make choices about possible paths in its environment. We have not experimented with shutting down subsymbolic systems to reallocate resources; we hope to do some of this work soon.
The traditional feed-forward neural networks and the ART neural networks have been implemented and tested. We have also implemented pulsed neural networks, which were not discussed in this report because we have not been testing them extensively but hope to test them in the future.

The implementation of ConceptNet is still in its infancy and has just started. We are currently able to access the entire ontology and pull in bits of information into SS-RICS as working memory elements. We hope to use ConceptNet for logical inference and problem solving in the future.

The CORS is still in development as a Small Business Innovative Research contract by UtopiaCompression. The contract has just entered its Phase II development cycle.
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</tr>
<tr>
<td>CORS</td>
<td>Cognitive Object Recognition System</td>
</tr>
<tr>
<td>GPS</td>
<td>generalized problem solver</td>
</tr>
<tr>
<td>I/O</td>
<td>input/output</td>
</tr>
<tr>
<td>LTM</td>
<td>long-term memory</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Components Analysis</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale Invariant Feature Transform</td>
</tr>
<tr>
<td>SS-RICS</td>
<td>Symbolic and Subsymbolic Robotics Intelligence Control System</td>
</tr>
</tbody>
</table>