In forensic DNA analysis, the interpretation of a sample acquired from the environment may be dependent upon the assumption on the number of individuals from which the evidence arose. Degraded and damaged samples often exhibit signal that is lower than expected at the high molecular weights, resulting in a ‘ski slope’ effect. In this work we developed a method, and corresponding software tool, that provides a mechanism to determine the number of contributors (NOC) to an unknown stain, regardless of condition. This was accomplished by assessing all known confounding factors related to complex, low-template DNA mixture interpretation. The software, named NOCIt, ...
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Abstract

In forensic DNA analysis, the interpretation of a sample acquired from the environment may be dependent upon the assumption on the number of individuals from which the evidence arose. Degraded and damaged samples often exhibit signal that is lower than expected at the high molecular weights, resulting in a ‘ski slope’ effect. In this work we developed a method, and corresponding software tool, that provides a mechanism to determine the number of contributors (NOC) to an unknown stain, regardless of condition. This was accomplished by assessing all known confounding factors related to complex, low-template DNA mixture interpretation. The software, named NOCIt, considers signal interferences from reverse stutter products, baseline noise and allele drop-out. It also models the expected allele peak heights or areas at all molecular weights and utilizes this information to provide an APP (a posteriori probability) that a certain NOC gave rise to the evidence. We extended the capabilities of NOCIt to provide laboratory and algorithmic solutions to the issues associated the interpretation of compromised, complex and low-template DNA samples. We test the new implementation of NOCIt on a set of 221 samples containing 15 forensically relevant STR (short tandem repeat) regions of interest and 248 samples containing 21 forensically relevant STR loci. We validate NOCIt by examining: 1) accuracy; 2) repeatability; and 3) effects of low-level DNA quantities on the ability to infer the number of contributors to the evidence. We show that the accuracy of NOCIt is ~90% across all samples tested. These samples were specifically chosen as they were known to contain minor components > 0.03 ng of DNA. The laboratory conditions used to generate the data were 28 PCR cycles coupled with a 20s/3kV 3130 Genetic Analyzer injection or 29 PCR cycles coupled with a 25s/1.2kV 3500 Genetic Analyzer injection. The sample sets contained non-damaged, damaged and differentially damaged samples. In all cases, as long as there was sufficient signal from the minor contributor, NOCIt was able to detect the true NOC 90% of the time. Next, repeatability of these samples was tested by running the two sample sets in triplicate and plotting the differences in the posterior probabilities. We show that NOCIt produced repeatable results for
most samples. In 9 of 468 cases, we observed a substantive change in the maximum a posteriori probability (MAP). In these 9 instances the samples contained 4- or 5- contributors.

**List of Figures**

Figure 1. An exemplar interpretation pipeline that includes NOCIt. All data are analyzed using a peak detection software of choice. The calibration data is garnered from single-source profiles of known genotype using the lowest possible signal threshold setting. Well-characterized artifacts, such as pull-up and minus A, are filtered manually or with CleanIt and user-defined criteria. These calibration data then parameterize the models utilized by NOCIt and CEESIt. NOCIt determines the APP (a posteriori probability) distribution on the NOC from data acquired from an unknown sample, which may contain any number of contributors in any proportion. As with the calibration data, the STR data acquired from the environmental sample will undergo pre-processing steps in which peak detection and artefact filtering are completed. Unlike the calibration data, however, a validated high pass signal threshold, also known as an analytical threshold (AT), may be applied. The NOCIt output informs the analyst as to the NOC assumption(s). CEESIt, or alternative probabilistic software can be used to compute the LR (likelihood ratio). For this pipeline, data from calibration and unknown samples are expected to be acquired using the the same DNA laboratory processing protocols (i.e., same STR assays, cycle numbers, and electrophoresis settings).

Figure 2. The probability determining the NOC is (■)3; (■)4; and (■)5 for 150,000 simulated true NOC=5 samples with increasing levels of drop-out using MAC. The level of drop-out is indicated by a, b and c. These are the probabilities of drop-out for different contributors within the mixtures. As a, b or c increase, so does the level and rate of NOC misclassification.

Figure 3. Allele stacking and allele dropout. In plots (A), (C), and (D) the data are color-coded by the known number of contributors and separated according to the PCR amplification kit utilized. (A) The expected number of alleles per profile, given the genotypes of the contributors in the mixture (left axis), connected to the number of times signal was detected in allele positions (right axis). (B) An EPG of three representative loci obtained for a five-person mixture containing equal parts from each person: (■) Contributor 1; (■) Contributor 2; (■) Contributor 3; (■) Contributor 4; and (■) Contributor 5. (C) The maximum number of detected alleles at a locus for each sample against the rate of non-detection. The magnitude of the y-axis is not significant as the points were jittered for visualization purposes. (D) The proportion of samples originating from the known number of contributors versus the maximum number of alleles detected at a locus for all samples, which represents the upper bound on the minimum number of contributors that would explain the profile. In no instance are greater than eight alleles at a locus observed, despite the presence of five-person genotype combinations in the database.

Figure 4. Schematic depicting the general workflow and a summary of the sample types. (A) Profiles were created using two methods. First, 4,236 DEM (DNA Extract Mixtures) STR profiles were generated by extracting DNA from 69 one-person samples using standard organic
extraction procedures. Absolute DNA quantification was performed using the 7500 Real-Time PCR System and the Quantifiler® Duo DNA Quantification Kit according to manufacturer’s recommendations and an external calibrator. Second, 20,928 STR profiles garnered from the extraction of whole blood mixtures (WBM) were generated. Developing a process that included the dilution and mixing of whole bloods, rather than DNA extracts, allowed for the acquisition of DNA profiles unaffected by dilutions effects, more closely resembling low-copy environmental samples. To generate these profiles, the quantity of DNA per volume (µL) of whole blood was determined for 50 single-source donors via qPCR. These concentrations were utilized to determine the quantity of whole bloods to be diluted, mixed (if necessary), and then extracted. To generate compromised profiles, a subset of samples were enzymatically degraded, sonicated, UV irradiated, or treated with humic acid, a known PCR inhibitor. Samples were extracted using the standard silica-based methodologies. Absolute DNA quantification was performed using the 7500 Real-Time PCR System and the Quantifiler® Trio DNA Quantification Kit according to the recommendations of the manufacturer and an external calibrator. For both the DEM and WBM processing schemes, the specified target copy numbers of DNA were amplified using the desired STR multiplex, and samples were then electrophoresed on the 3130 or 3500 Genetic Analyzers. (B) A density plot of the proportion of the minor contributor versus the total copy number, as per qPCR, for two- to five-person mixtures amplified with common human identity STR multiplexes, separated by the total number of PCR cycles utilized. The number of samples and the Genetic Analyzer type are also presented. (C) The percentage of samples processed on the 3130 Genetic Analyzer. (D) The percentage of samples processed on the 3500 Genetic Analyzer.

Figure 5. The probability of allele drop-out with respect to dilution factor, \( r \), for a sample containing \([5.94r]\) copies of DNA at the start of sampling. A dilution factor of 1 denotes no dilution takes place between quantification and amplification.

Figure 6. NOCIt “Filter” and “NOCIt” tab settings utilized to test accuracy and repeatability.

Figure 7. Example of a sample progressing through the interpretation pipeline. (A) The GeneMapper® ID-X v1.4 electropherogram of nine representative STR loci of a two-person mixture containing equal parts from each contributor wherein no more than four peaks were in obligate allele positions. The total target mass was 0.047 ng. Each obligate allele peak is labelled with the allele designation and peak height above the peak, while the known genotypes for each contributor, \( s_1 \) and \( s_2 \), are listed below. The data were exported from the peak detection software and filtered with CleanIt. (B) In the forensic setting, neither the number of contributors nor the contributor genotypes are known a priori. The filtered data are imported into NOCIt, and the a posteriori distribution on the NOC output is shown. NOCIt results suggest that this sample could have arisen from two or three contributors. (C) Both assumptions are used to compute the evidentiary summary statistics in CEESIt for contributors, \( s_1 \) and \( s_2 \), as potential donors to the mixture. When the smaller, and in this case correct, NOC is assumed (i.e., two, top two panels), the LR distribution shifts left and the LR_{POI} increases. When a larger number is assumed (i.e., three, bottom two panels), the LR_{POI} decreases for both \( s_1 \) and \( s_2 \) while the probability that a random person would result in LR > 1 increases.

Figure 8. NOCIt PDF report, showing file tag and hash values, the log likelihood and the a posteriori probability on the NOC. Also shown is the AT threshold applied to the data.
Figure 9. The CSV batch output file exhibiting most of the information outlined in the pdf output file for all samples run within a batch.

Figure 10. (left panel) The accuracy for 1- to 5-person samples amplified using the Identifiler Plus kit and injected for 20 s at 3kV on a 3130 Genetic Analyzer. (right panel) The accuracy for the same samples as a function of sample type. The term pristine signifies the samples were not subjected to any environmental insults and the signal was of high quality. The compromised category represents all samples that were inhibited, degraded, or UV-Vis damaged. The last category represents differentially degraded samples.

Figure 11. Heat map and accuracies for samples containing various masses of minor components against the true NOC.

Figure 12. (left panel) The accuracy for 1- to 5-person samples amplified using the GlobalFiler kit and injected for 25 s at 1.2kV on a 3500 Genetic Analyzer. (right panel) The accuracy for the same samples as a function of sample type. The term pristine signifies that the samples were not subjected to any environmental insults and the signal was of high quality. The compromised category represents all samples that were inhibited, degraded, or UV-Vis damaged. The last category represents differentially degraded samples.

Figure 13. Heat map and accuracies for samples containing various masses of minor components against the true NOC.

Figure 14. The largest MAP minus the smallest MAP for a set of triplicate runs on NOCIt for the Identifiler Plus test set.

Figure 15. The largest MAP minus the smallest MAP for a set of triplicate runs on NOCIt for the GlobalFiler test set.

Figure 16. Accuracy on ca. 1600 samples, wherein the results are classified as accurate if APP(NOCTrue) >= 1% for NOCIt and MLE. The accuracy results for the MAC method are classified as ‘accurate’ if the minimum NOC equals the actual NOC. Numbers of samples for each NOC are on top of the bars and the x-axis depicts the true NOC that form the mixture.

Figure 17. Accuracy of NOCIt on the entire dataset as APP(True NOC) >= 1%, where samples are gathered by minor contributor DNA mass (in ng) and separated by NOCTrue from 1 to 5 (left to right). IP = Samples analyzed with Identifiler Plus kit, GF = samples analyzed with Global Filer kit. The values on the bottom of the bars represent the number of samples in that category.

Figure 18. The degree of sloping observed in the STR profile. The exponent in the decay in fluorescence as a function of molecular weight, \( B \), ranged from 0.02 to -0.04. \( B \) values significantly below zero correspond to compromised samples and indicate reduction in RFU signal as the length of the amplicons increase. (A) An electropherogram obtained from an untreated sample amplified at 0.25 ng (~40 copies). There is good intra-locus peak height balance across all heterozygous loci, and the total RFU signal is approximately equivalent across
all loci labeled with the same dye, which is represented in the $B$ value (-0.0005). (B) An electropherogram obtained from a sample treated with 30 sonication cycles amplified at 0.25 ng. The decrease in peak height as the fragment length increases is apparent and characteristic of the “sloping effect” observed in degraded profiles; this is represented by the highly negative $B$ term obtained (-0.02). (C) The correlation between QI (Quality Index factor, per qPCR) and $B$. The treatment protocol, PCR amplification kit, and number of profiles are noted for each plot. The plots are color-coded by density, where yellow and purple represent areas of highest and lowest sample density, respectively.

Figure 19. The accuracy of NOCIt as a function of degradation index, $B$, and the actual NOC (x-axis). The values on top of the figure signify the sample count that fell into that category. Top panel: the samples amplified with Identifiler Plus and run using a 3130 Genetic Analyzer (20s). Bottom panel: all samples amplified with GlobalFiler and run using a 3500 Genetic Analyzer (25s).

Figure 20. Top panel: the number of samples categorized as originating from 1, 2, 3, 4 or 5 contributors according to NOCItMAP. The colors indicate the percentage of samples - out of 5 NOCIt replicate runs - within that category that resulted in the same NOC results. White coloration demonstrates the results were repeatable for all samples. The x-axis represents the true NOC. Top panel: Identifiler Plus. Bottom panel: GlobalFiler.
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Table 1. Possible genotype combinations that explain how two random individuals could give rise to the allele signal 13, 16 at the D8S1179 locus.

Preface

The purpose of this work was to develop a mechanism by which to compute the a posteriori probability (APP) distribution on the number of contributors (NOC) to DNA signal. We accomplished this by, first, generating a large-scale dataset of forensically relevant electropherograms (EPGs). These EPGs generated from well-characterized single-source samples were used to develop the models utilized to compute the posterior probability. These samples were also utilized to parameterize NOCIt models. The mixture sets were utilized to test the accuracy and interpretation capability of the software tool. Through this large empirical dataset, named PROVEDIt, we are able to measure signal detection rates for many laboratory conditions.

NOCIt software development included the expansion and implementation of models that rely on the signal rather than on approximations of the DNA target quantity acquired by qPCR. We implemented an efficient MC (Monte Carlo) based sampling methodology to improve run times and we improved the GUI (Graphical User Interface) by introduction of batched-processing. We ensured the software has been validated for operations by performing a variety of software tests. Last we perform a series of accuracy, repeatability and comparison tests demonstrating the utility of the NOCIt for forensic purposes.

NOCIt v3.1 was developed with contributions by: Slim Karkar, James Kelley, Lauren E. Alfonse, Xia Yearwood-Garcia and Amanda D. Garrett.
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Body Matter

5.2.1 Summary

The interpretation of DNA signal is complex and is encumbered by factors that affect the quality of the signal. Forensic DNA evidence is, typically, processed utilizing the following forensic pipeline: 1) the sample is collected from the environment, submitted for testing and the DNA is extracted; 2) the extract is quantified; 3) a portion of the extract is amplified; 4) the amplified fragments are separated and detected using capillary electrophoresis; and 5) the electropherogram (EPG) data is interpreted. While data from high-copy, low-contributor samples results in EPG signal that is relatively simple to interpret, signal from low-copy, high-contributor samples is difficult to interpret because of allele dropout and allele overlap. Moreover, stutter ratios are elevated in low template samples, making it hard to distinguish between stutter peaks and allelic peaks. In response to the aforementioned issues, a probabilistic procedure and corresponding software tool to infer the number of contributors in a forensic DNA sample was developed. The procedure and software tool is called NOCIt.

Forensic EPG interpretation of short tandem repeats (STRs) typically applies the following procedure: 1) an analytical threshold (AT) is applied to distinguish peak from noise; 2) the number of contributors is assessed; 3) the genotypes from the item of evidence are de-convolved; 4) the inferred genotype obtained from the evidentiary profile is compared to the genotype from a known, standard or suspect; and lastly 5) a conclusion and ‘match-statistic’ is reported. The number of contributors (NOC) is an important assumption in the DNA interpretation process since it has a direct impact upon the way in which the evidentiary profile is interpreted. Further, it may be necessary to determine the most likely number of contributors for investigative purposes when a suspect is not available.

The traditional method by which the number of contributors is assessed is by the utilization of a binary method termed the ‘Maximum Allele Count’ (MAC) technique. This method relies upon the application of an AT and stutter filter. All peaks below the AT are considered indistinguishable from noise, while all peaks above the AT are included in the interpretation. Application of an AT to a low-copy profile is not optimal because of the increased risk of labeling a noise peak as an allelic peak or an allelic peak as a noise peak. Furthermore, an allelic peak could be masked by stutter; that is, any peak in the stutter position could be a stutter peak, an allelic peak or a combination of the two. MAC is a widely used method and gives the minimum number of contributors that explain the signal. In short, the maximum number of obligate alleles that exceed AT is divided by two and rounded up; this gives the minimum number of contributors that explain the profile.

Effects of the NOC assumption on the LR have been explored, but the studies have been limited to examining the effects of overestimation on small or simulated sample-sets [1, 2]. A few studies that examine underestimations are available, but the test sets were small [3] or employed semi-continuous systems which do not utilize all of the information contained within
the profile [4]. In all cases, an AT was applied to the data. It is for these reasons that NOCIt was developed. NOCIt fits into a full interpretation pipeline, wherein artefactual peaks are filtered, and the LR is computed based on the NOC assessment. Software programs other than CEESIt or CleanIt can be utilized for LR and artifact filtering, respectively.

Figure 1. An exemplar interpretation pipeline that includes NOCIt. All data are analyzed using a peak detection software of choice. The calibration data is garnered from single-source profiles of known genotype analyzed using the lowest possible signal threshold setting. Well-characterized artifacts, such as pull-up and minus A, are filtered manually or with CleanIt and user-defined criteria. These calibration data then parameterize the models utilized by NOCIt and CEESIt. NOCIt determines the APP (a posteriori probability) distribution on the NOC from data acquired from an unknown sample, which may contain any number of contributors in any proportion. As with the calibration data, the STR data acquired from the environmental sample will undergo pre-processing steps in which peak detection and artefact filtering are completed. Unlike the calibration data, however, a validated high pass signal threshold, also known as an analytical threshold (AT), may be applied. The NOCIt output informs the analyst as to the NOC assumption(s). CEESIt, or alternative probabilistic software can be used to compute the LR (likelihood ratio). For this pipeline, data from calibration and unknown samples are expected to be acquired using the same DNA laboratory processing protocols (i.e., same STR assays, cycle numbers, and electrophoresis settings).

In contrast to the MAC method, NOCIt works upon the entire signal obtained – the background frequencies of the alleles observed as well as the peak heights - while calculating the number of contributors. To calibrate the software, single source samples from at least 50 donors with known genotypes are required. We generated these samples using the AmpF/Str® Identifiler® Plus and GlobalFiler® kit (Life Technologies, Foster City, California). During creation of the sample profiles, 3 injection times (5, 10 and 20s for the 3130 Genetic Analyzer) or 5, 15 and 25s for the 3500 Genetic Analyzer) were used. At each injection time, samples were amplified from at least 7 template DNA amounts (0.008 – 0.25ng). The resultant EPG peaks were separated into one of three categories: True peaks (all peaks representing the alleles in the sample); Stutter peaks (all peaks in the stutter position of True peaks); and Noise peaks (all other peaks in the signal). Both forward and reverse stutter were considered. Calibration parameters (namely the mean and the variance) for the three categories of peaks were computed for each
DNA amount at the three injection times for every locus as a function of peak height. Dropout rates were also computed at each DNA amount at the three injection times for every locus. Models to estimate the rise in baseline noise and allele heights were developed. Both the baseline noise and allele peak heights increased linearly with peak amplitude. The exponential function was used to model the frequency of allele dropout. The stutter peak heights were modeled on a per locus basis as a function of parent peak height. The Gaussian distribution class was used in all cases.

A Monte Carlo approach is used by NOCIIt to compute the likelihood of the evidence given \( n \) contributors. In every iteration of the Monte Carlo process, genotypes for the \( n \) contributors are chosen based on the frequencies of the alleles in the frequency table. Only alleles present in the frequency table are sampled. A mixture ratio is chosen at random and all mixture ratios are assumed to occur with equal probability. Allele dropout is simulated by Bernoulli trial. Two assumptions are made with regard to dropout: a) Dropout of one allele of a contributor is independent of dropout of the contributor's other allele; and b) Dropout of an allele from a contributor is independent of dropout of the same allele from another contributor. Based on the evidence observed, the likelihood of observing the heights of the peaks given the genotypes of the contributors, the mixture ratio, the amount of DNA amplified and the time of injection is computed using the calibration data. This is repeated numerous times. The average is the likelihood of observing the evidence at a locus, given \( n \) contributors. The \( n \) that results in the highest likelihood is taken to be the number of contributors most supported by the evidence as calculated by NOCIIt.

The performance of NOCIIt was tested on 1-, 2-, 3-, 4- and 5-person mixtures for samples amplified with the Identifiler Plus and GlobalFiler Amplification Kits. Like the calibration data, these samples were also generated using three injection times. Samples were amplified using seven DNA target masses (0.08-0.25 ng). The performance of NOCIIt was assessed by evaluating accuracy and repeatability. In addition we compared the NOCIIt results to those obtained when allele counting or maximum likelihood estimator (MLE) methods are employed. NOCIIt does not depend upon an AT and works on the entire electropherogram obtained; thus, no AT was applied to these data when utilizing NOCIIt. Counting and MLE methods, however, rely upon analytical thresholds; as such an AT of 50 or 100 RFU was used for data generated using the 3130 and 3500 Genetic Analyzers, respectively.

Results demonstrate that NOCIIt can accurately detect up to five-contributors for samples containing at least 0.03 ng of DNA for each contributor. Comparisons between MAC, MLE and NOCIIt demonstrate that NOCIIt outperforms the other methods in both accuracy and the degree to which it underestimates the NOC under all conditions.

NOCIt provides an APP distribution on the NOC, providing the analyst with a means to determine the likely NOC and to eliminate unlikely NOC values from consideration.
5.2.2 Introduction

A number of state-of-the-art methods, algorithms and software packages that present ‘match-strengths’ [5-12] exist and all have nuances associated with their algorithms [13]. Conclusions are typically presented as a likelihood ratio (LR) which is a statistic that compares the probability of two competing hypotheses. In the forensic DNA context the LR depicts the probability of the evidence given the person-of-interest contributed to the evidence versus the probability of the evidence if they did not contribute. Though the algorithms differ in the ways in which they model stutter [12, 14], allele drop-out [15, 16] and/or baseline noise [17], they all require the user to input an NOC (number of contributors) assumption. Despite the advances in probabilistic tools and DNA mixture interpretation over the last decade, a method to determine the NOC for complex DNA signal has yet to be developed. In this context we define complex DNA signal as EPG signal garnered from DNA extracts containing DNA from more than two contributors or from minor DNA components constituting less than 20% of the mixture. The EPG signal may also be complicated if the DNA is degraded or damaged, or if the PCR was inhibited in some way. Currently, the Maximum Allele Count (MAC) method is the common approach by which to determine the NOC. This is a counting method which counts the alleles that contain peak heights greater than the analytical, or signal, threshold. In order to obtain the minimum NOC using this method, the number of obligate alleles that exceed the AT at locus, \( i \), is divided by two and rounded up. A number of issues with this approach exist. Mainly, utilization of the NOC obtained from MAC in order to compute the LR is not accurate unless the minimum NOC is the same as the actual NOC. The MAC approach has a tendency to underestimate the NOC. First, MAC does not take into account the frequency of the alleles and the propensity for allelic overlap. Therefore, as the number of actual contributors increases, the probability that the actual NOC equals the minimum NOC decreases. For example, in simulation studies using the SGM\(^+\) multiplex loci, it was shown that ~66% of four-person mixtures would present six or fewer alleles at all loci. As a result, these complex mixture samples would likely be incorrectly interpreted as a mixture from three or fewer people [18]. Paoletti et al. report that ~97% of the mixtures had at least one locus with five or six alleles present in the three-person mixtures, and thus, most of the mixtures in this study would be recognized as mixtures of DNA from at least three contributors [19]. Using the information in Tables 2, 3 and 4 from Paoletti et al., one can calculate that 14-15% of the profiles have only a single locus with 5 or 6 alleles. Thus, if the locus loses one or two alleles due to allelic drop-out or if the entire locus is not amplified due to degradation or low-template levels, the mixture would not be recognized as a three-person mixture based on the allele count. Of the profiles with a maximum of 6 alleles per locus, 28-29% have only one locus with 6 alleles. In this case, if one allele is lost from the locus with 6 alleles, the profile still contains one, or more than one locus, with 5 alleles. However, the obvious concern is that if there are multiple loci with allele drop out, the conclusion regarding the number of contributors would be compromised. Similarly Paoletti et al. showed that ~76-77% of the simulated four-person mixtures would not have been recognized as four-person mixtures based on the maximum allele count as they had only five or six alleles (or fewer) at all 13 CODIS loci [19]. Based on the aforementioned studies, it is unlikely that the calculation of the minimum number of contributors for the majority of mixtures containing DNA from three or more contributors will accurately reflect the true number of contributors. In fact, the minimum calculation could be off by one, two or more individuals even in the unlikely event that all alleles from each contributor are above the analytical threshold.
Recall, probabilistic-based interpretation systems typically require an assumption on the number of contributors (NOC) to a sample [1, 20]. As a result, work on NOC estimation and studies that examine the effects of the NOC assumption [4, 21-23] on statements of evidential strength have catalyzed the development of methods that manage this limitation [24-27].

To illustrate the effects of allele drop-out on the ability to accurately infer the NOC, consider the allelic peaks 13 and 16 obtained from a typical DNA electropherogram at the D8S1179 locus. We examine the probabilities that one random individual gave rise to the observed peaks in positions 13 and 16. If one person gave rise to the stain, then there is only one way that a single person could have resulted in a D8S1179 signal at allele positions 13 and 16: That person must have a genotype $G = 13,16$, and no drop-out could have occurred. Therefore, (population substructure is not considered here for exposition) the probability of the evidence given one contributor is

$$Pr(E|n = 1) = 2f_{13}f_{16}(1 - Pr(DO))^2. \text{ (Equation 1)}$$

Here, $n$ is taken to be the NOC, $f_{13}$ is the frequency of observing the allele 13 within the population, $f_{16}$ is the frequency of observing allele 16 and $Pr(DO)$ is the probability of allele drop-out.

Table 1. Possible genotype combinations that explain how two random individuals could give rise to the evidence D8S1179 allele signal 13, 16.

<table>
<thead>
<tr>
<th>Row</th>
<th>Possible Genotypes Person 1</th>
<th>Possible Genotypes Person 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13,13</td>
<td>13,16 or 16,16</td>
</tr>
<tr>
<td>2</td>
<td>13,16</td>
<td>13,16 or 13,13 or 16,16</td>
</tr>
<tr>
<td>3</td>
<td>16,16</td>
<td>13,13 or 13,16</td>
</tr>
<tr>
<td>4</td>
<td>13,13</td>
<td>16,0</td>
</tr>
<tr>
<td>5</td>
<td>13,16</td>
<td>13,0 or 16,0</td>
</tr>
<tr>
<td>6</td>
<td>16,16</td>
<td>13,0</td>
</tr>
<tr>
<td>7</td>
<td>13,0</td>
<td>13,16 or 16,16</td>
</tr>
<tr>
<td>8</td>
<td>16,0</td>
<td>13,13 or 13,16</td>
</tr>
<tr>
<td>9</td>
<td>13,16</td>
<td>0,0</td>
</tr>
<tr>
<td>10</td>
<td>13,0</td>
<td>16,0</td>
</tr>
<tr>
<td>11</td>
<td>16,0</td>
<td>13,0</td>
</tr>
<tr>
<td>12</td>
<td>0,0</td>
<td>13,16</td>
</tr>
</tbody>
</table>

To calculate the possibility that two unrelated individuals gave rise to signal at positions 13 and 16, three scenarios must be considered: First, the profile could have originated from two random individuals, where neither of the individuals alleles dropped-out (Rows 1-3 Table 1); the second scenario is that two random individuals’ DNA gave rise to the peaks, but one allele dropped out (Rows 4-8, Table 1); and the last scenario is that two random individuals gave rise to the signal, but two alleles dropped out (Rows 9-11, Table 2). If drop-out is considered (and the frequency of the allele that dropped out is taken to be 1) then the probability that two random individuals gave rise to the evidence observed at D8S1179 is

$$Pr(E|n=2) = (4f_{13}f_{16}^2 + 6f_{13}^2f_{16} + 4f_{13}f_{16}^2)(1-Pr(DO))^4 + 4Pr(DO)\cdot (3f_{13}f_{16}^2 + 3f_{13}^2f_{16})(1-Pr(DO))^3 + 6Pr(DO)^2\cdot (2f_{13}f_{16})(1-Pr(DO))^2. \text{ (Equation 2)}$$

Therefore, we can see that the $Pr(DO)$ has a significant effect on the ability to accurately assess the NOC and neither the MAC nor MLE methods are suitable for low-template samples since they assume all alleles are observed and do not consider all possible genotype combinations that could have given rise to the evidence (i.e. they exclude the possibilities of rows 4-12, Table 1).
One way to minimize the loss of allele information is to interpret the entire signal. This may be partially accomplished by the application of an AT that is well suited to complex mixture interpretation [28]. Some have suggested that ATs below the commonly applied AT=50 RFU (3130 Genetic Analyzer) may warrant further validation and investigation [29], while others examine the noise signal directly [30, 31]. Figure 2 depicts the impact of ATs on the ability to assess the NOC by allele counting when mixtures increase in complexity and when the probability of drop-out increases. Specifically, Figure 2 depicts the inferred NOC utilizing MAC for a set of 21 autosomal STRs, consistent with the GlobalFiler™ Amplification kit. It demonstrates that as the AT and Pr(DO) increases so does the misclassification rate.

Signal interference from stutter also inhibits accurate interpretation of complex, low-level mixtures, particularly when counting methods are utilized. Current practice dictates that when analyzing single source samples, if the %stutter is below the cutoff value it is assumed that the peak is derived from stutter. If the stutter percent value is above the stutter cutoff value, the peak is considered an allele. This determination becomes error-prone when a mixture of DNAs is present. Using a binary method to classify peaks as stutter can have significant effects on the interpretation of samples with major/minor components. Further, previous work has shown that low-level samples are prone to produce stutters which are more varied and, in general, larger than samples amplified from high-template masses [32]. This is due to: 1) stuttering early in PCR cycling for low-template samples results in large stutter ratios; and 2) noise is not negligible when examining signal acquired from samples in the low-copy regime. When 0.25ng of DNA is amplified, stutter is always present and linearly increases with longest uninterrupted repeat [14, 33]; however at the low-template regime, stutter will not necessarily be detected. This is evidence that a robust model of stutter is needed to correctly interpret stutter/allele likelihoods when attempting low-level DNA interpretation. We utilize NOCIt to evaluate the ability to apply robust models to compute the probability on the NOC and determine, through accuracy assessments, if stutter is effectively modeled by NOCIt.
Further complicating DNA interpretation is the high likelihood that samples submitted to the forensic laboratory are compromised (i.e. degraded/inhibited). Examples include skeletal remains buried in soil, decomposed bodies, paraffin-embedded tissue or shed telogen hairs. Upon the death of an organism, internal nucleases contained within the cells cause chromosomal DNA to degrade into increasingly smaller fragments over time. The mechanism inducing DNA damage can include strand breakage, formation of pyrimidine dimers, chemical oxidation and hydrolysis. The rate of decay of DNA depends on contamination with microorganisms, temperature, geochemical properties of soil, and effects of the surrounding environment. Highly degraded DNA can induce extensive problems in STR DNA typing, such as poor amplification efficiency, peak imbalance, poor signal to noise ratio, non-specific amplification, and allele drop-out, especially in the large molecular weight range. At worst, DNA can be degraded to such an extent that it is no longer possible to obtain an STR profile. In situations where DNA is highly degraded, poor amplification of the larger sized loci (300 - 500 base pairs) in standard multiplex typing kits is common. To solve this problem, redesigned primer sets were developed in which the primers were positioned as close as possible to the ends of the repeat to reduce the amplified...
product size. However, if the level of degradation is severe, the ‘slope-effect’ or ‘decay profile’ can still be observed with mini-STRs.

Figure 3. Allele stacking and allele dropout. In plots (A), (C), and (D) the data are color-coded by the known number of contributors and separated according to the PCR amplification kit utilized. (A) The expected number of alleles per profile, given the genotypes of the contributors in the mixture (left axis), connected to the number of times signal was detected in allele positions (right axis). (B) An EPG of three representative loci obtained for a five-person mixture containing equal parts from each person: (■) Contributor 1; (●) Contributor 2; (▲) Contributor 3; (●) Contributor 4; and (■) Contributor 5. (C) The maximum number of detected alleles at a locus for each sample against the rate of non-detection. The magnitude of the y-axis is not significant as the points were jittered for visualization purposes. (D) The proportion of samples originating from the known number of contributors versus the maximum number of alleles detected at a locus for all samples, which represents the upper bound on the minimum number of contributors that would explain the profile. In no instance are greater than eight alleles at a locus observed, despite the presence of five-person genotype combinations in the database.

We used the PROVEDIt database (a database of ca. 25,000 profiles) generated over 4-years, using 144 distinct laboratory conditions to supplement studies which demonstrate the
limitation associated with allele counting methods. For each profile the genotypes of the contributors are known. Given the known genotypes of each contributor within the sample, Figure 3A plots the number of expected alleles versus the number of peaks observed in allele positions. Notably, there is large overlap between the number of alleles observed in the three-, four- and five-person mixtures, which suggests that factors associated with allele loss affect the determination of NOC [34, 35] if only the number of detected STR alleles is considered.

An upper bound on the minimum number of contributors can be determined by summing the number of alleles at the locus exhibiting the highest number of detections and dividing the total by two (i.e., upper bound of MAC). Figure 3B represents the EPG signal from three representative loci obtained from a five-person mixture containing equal parts from each contributor. As no more than seven alleles are detected at any locus, the minimum NOC of 4, rather than the actual number, may be inferred and utilized as the NOC assumption [36] during interpretation. Further, manual interpretation of the peak heights for this sample is unlikely to yield consistent results between analysts. This illustrates the deleterious effects of allele overlap, or stacking, on NOC determinations. Allele drop-out is expected to compound the issue. Figure 3C depicts the samples that exhibit a maximum of two, four, six, or eight detected peaks in allele positions at any single STR locus as it relates to the rate of non-detection for the PROVEDIt samples.

As the rate of allele non-detection surpasses 0.1, many three- and four-person mixtures do not exhibit more than four alleles at any one locus. Similarly, at high rates of allele drop-out, some two-person mixtures do not contain loci with greater than two alleles. Profiles that exhibited greater than a maximum of four to five alleles at a locus originated from three-, four- and five-person samples. Similarly, profiles that exhibited a maximum of seven to eight alleles at a locus could have originated from four- or five-person mixtures. The mosaic plot of Figure 3D summarizes the data for the two- to five-person mixture profiles and shows the proportion of samples from the known number of contributors versus the minimum number of contributors that explain the EPG. Strikingly, 53%, 45%, and 52% of samples that exhibit five to six alleles at a locus originated from three-person mixtures for the GlobalFiler®, Identifiler® Plus, and PowerPlex® 16 HS multiplexes, respectively. The remainder originated from either four- or five-person mixtures. Similarly, 44%, 37%, and 39% of samples that exhibit an allele count of seven or eight were from four-person mixtures, with the remainder originating from five-person samples. Despite the variety of five-person genotype combinations represented, no five-person mixture displayed more than eight alleles at any one locus.

Given the complex nature of low-template, compromised, multiple-contributor DNA interpretation, methods to assess NOC based on signal thresholds are not sufficient and are prone to error. In response to these issues, we have developed a non-threshold-based computational approach that determines the likelihood that a certain NOC (number of contributors) gave rise to a biological stain. We highlight that though NOCIt has been built to work with all signal, including noise, based on the requirements set for by operational laboratories, it has also been engineered to work with data that has had an AT applied to it. ATs have historically been chosen to minimize the risk of false noise detection. With the introduction of probabilistic models, the likelihood that a peak of height, H, is noise, allele or stutter can be evaluated. This is a reasonable method for examining allele signal in the presence of noise and ensures all EPG data is analyzed. Further, by examining profiles in this way, it ensures that the Pr(DO) is kept to a minimum. In the sections below we use NOCIt to evaluate the impact of the AT on the NOC distribution.
5.2.2 Methods, Assumptions and Procedures

5.2.2.1 NOCIt algorithm

NOCIt is a software platform that significantly enhances the range of DNA mixture samples that can be analyzed by determining an *a posteriori* probability (APP) distribution on the NOC. NOCIt provides quantitative measures and statistical evaluations of evidence and takes into account all known confounding factors related to PCR and instrument interferences. It calculates the *a posteriori* probability (APP) on the number of contributors $N$ given a particular evidence sample (electrophoresis profile) $E$. That is, it calculates $\Pr(N = n \mid E)$ for $n = 1, 2, 3, \ldots$. We assume that *a priori* $N$ is uniformly distributed between 1 and $n_{\text{max}}$, the maximum possible number of contributors. Thus, by Bayes’ rule, we obtain

$$\Pr(N = n \mid E) \propto \Pr(E \mid N = n), \quad \text{(Equation 3)}$$

for $n = 1, \ldots, n_{\text{max}}$. Let $\Theta_i$ be the fraction of the total sample contributor $i$ and the degradation of contributor $i$’s DNA relative to that of contributor 1, and let $\Theta$ be the vector with components $\Theta_i, i = 1, \ldots, n_{\text{max}}$. We have

$$\Pr(E \mid N = n) = \sum_{\Theta \in \mathcal{T}_n} \Pr(E \mid N = n, \Theta = \Theta) \Pr(\Theta = \Theta \mid N = n) \quad \text{(Equation 4)}$$

where $\mathcal{T}_n$ is the set of all discretized possibilities for $\Theta$ that are consistent with $N = n$. We assume that $\Theta$ is uniform over $\mathcal{T}_n$, so we have

$$\Pr(E \mid N = n) = \frac{1}{|\mathcal{T}_n|} \sum_{\Theta \in \mathcal{T}_n} \Pr(E \mid N = n, \Theta = \Theta). \quad \text{(Equation 5)}$$

Now, because the genotype at each locus is independent of the genotype at other loci, we have

$$\Pr(E \mid N = n, \Theta = \Theta) = \prod_{l \in \mathcal{L}} \Pr(E_l \mid N = n, \Theta = \Theta) \quad \text{(Equation 6)}$$

where $\mathcal{L}$ is the set of loci in the kit. Moreover, we have

$$\Pr(E_l \mid N = n, \Theta = \Theta) = \sum_{g \in \mathcal{G}_l} \sum_{d \in \mathcal{D}_l} \Pr(E_l, G_l = g_l, D_l = d_l \mid N = n, \Theta = \Theta) \quad \text{(Equation 7)}$$

$$= \sum_{g \in \mathcal{G}_l} \sum_{d \in \mathcal{D}_l} \Pr(E_l \mid N = n, \Theta = \Theta, G_l = g_l, D_l = d_l) \cdot \Pr(G_l = g_l) \Pr(D_l = d_l \mid \Theta = \Theta)$$

where $G_l$ and $D_l$ are vectors of genotypes and dropouts, respectively, at locus $l$ for all $n$ contributors, and $\mathcal{G}_l$ and $\mathcal{D}_l$ are sets of all possibilities for $G_l$ and $D_l$, respectively.
Because the sets $\mathcal{G}_l$ and $\mathcal{D}_l$ become very large as $n$ increases, we implement NOCIt using a Monte-Carlo sampling algorithm. We generate random samples of $g_l$ and $d_l$ and, for each sample, we compute $\Pr(E_l|N = n, \theta, G_l = g_l, D_l = d_l)$. After many samples, we average all the computed values, appropriately weighted for the sampling distribution, to obtain an approximation of $\Pr(E|N = n)$ using Equations 4 to 7. We then calculate the APP according to

$$\Pr(N = n|E) = \frac{\Pr(E|N = n)}{\sum_{n=1}^{\text{max}} \Pr(E|N = n)} \quad (\text{Equation 8})$$

To determine $\Pr(E_l|N = n, \theta, G_l = g_l, D_l = d_l)$, the baseline noise, stutter proportions, drop-out rates and allele heights/areas are all considered and modeled. These models are calculated during calibration using profiles obtained from single-source samples with known genotypes.

5.2.2.2 Experimental Sample Preparation

Fifty whole bloods were diluted by a factor of 10, 100 and 1000 and then extracted using the QiaAmp Investigator Kit using the manufacturer’s recommended protocol [37]. The samples were quantified using the Quantifiler™ Trio Kit and using a single calibrator as described in [38]. The extract that resulted in the concentration closest to the target mass was the extract utilized for the amplification. The DNA target levels were 0.0078, 0.0156, 0.0313, 0.0625, 0.125 and 0.25 ng. Each sample was amplified twice: once with the Identifiler Plus Amplification Kit and once with the GlobalFiler Amplification kit. Further, an additional sample, which utilized the maximum volume of the extract with the lowest concentration, was created. A total amplification volume of 25 µL was employed during the course of this study. One µL of amplified work product was mixed with 0.3 µL of LIZ600 v2.0 internal lane standard and 8.7 µL of Hi-Di formamide. The Identifiler Plus work products were injected onto a 3130 Genetic Analyzer using a 5, 10, or 20 s/3kV injection protocol. The GlobalFiler products were injected on a 3500 Genetic Analyzer for 5, 15, or 25 s and 1.2 kV. All samples were analyzed at 1RFU with GeneMapper IDx v1.4.

Each of the samples was also subjected to enzymatic degradation, UV-Vis light, humic acid addition or sonication. The sonicated samples were generated by taking 200 µL of the extract and subjecting it to 30 s on-off cycles of sonication for 2, 10 or 30 cycles with a sonicator probe. UV damage was induced by aliquoting whole bloods onto a clean microscope slide and bombarding the whole bloods for 15, 60 or 105 min with UV light. The whole bloods were swabbed, extracted, amplified and run using the aforementioned protocol. Enzymatic degradation was accomplished by adding either DNase I or Fragmentase to extracted DNA. In the case of DNase I degradation, the DNA-free™ kit (Invitrogen) was used. Briefly, 0.002, 0.006, 0.012 and 0.024 Units of rDNase I was added to the extract. rDNase I was inactivated by adding 5 µL of DNase Inactivation Reagent and incubating for 2 min at room temperature. The supernatant was removed and stored until further processing. Fragmentase-based enzymatic degradation was accomplished by adding 4 µL of Reaction Buffer v2 and 4 µL incubating Fragmentase® (New England Biolabs) to 30 µL of DNA extract obtained from whole bloods. Incubation times were 15, 30 and 45 minutes. Inactivation was accomplished by adding 10 µL of 0.5 M EDTA. Excess EDTA was removed by a re-purification step using the QIAmp Investigator extraction kit. Lastly, the samples were subjected to inhibitory agents. A volume of 15, 22 and 35 µL of 2 mg/mL of Humic Acid was added to each sample. The sample was extracted as previously described. All samples were amplified and analyzed as previously described.
A subset of whole bloods was used to create the mixtures. The mixtures were created by adding appropriate volumes of whole bloods. The required volumes needed to meet the target mixture ratios were approximated by evaluating the amount of DNA obtained per µL of blood for each individual. If whole-blood dilutions were necessary, then it was the diluted blood that was mixed. The blood mixtures were extracted, quantified, amplified and analyzed as previously described. Figure 4 depicts a density plot, pie chart and general laboratory scheme of the 2-, 3-, 4- and 5- person mixtures.
Figure 4. Schematic depicting the general workflow and a summary of the sample types. (A) Profiles were created using two methods. First, 4,236 DEM (DNA Extract Mixtures) STR profiles were generated by extracting DNA from 69 one-person samples using standard organic extraction procedures. Absolute DNA quantification was performed using the 7500 Real-Time PCR System and the Quantifiler® Duo DNA Quantification Kit according to manufacturer’s recommendations and an external calibrator. Second, 20,928 STR profiles garnered from the extraction of whole blood mixtures (WBM) were generated. Developing a process that included
the dilution and mixing of whole bloods, rather than DNA extracts, allowed for the acquisition of DNA profiles unaffected by dilutions effects, more closely resembling low-copy environmental samples. To generate these profiles, the quantity of DNA per volume (µL) of whole blood was determined for 50 single-source donors via qPCR. These concentrations were utilized to determine the quantity of whole bloods to be diluted, mixed (if necessary), and then extracted. To generate compromised profiles, a subset of samples were enzymatically degraded, sonicated, UV irradiated, or treated with humic acid, a known PCR inhibitor. Samples were extracted using the standard silica-based methodologies. Absolute DNA quantification was performed using the 7500 Real-Time PCR System and the Quantifiler® Trio DNA Quantification Kit according to the recommendations of the manufacturer and an external calibrator. For both the DEM and WBM processing schemes, the specified target copy numbers of DNA were amplified using the desired STR multiplex, and samples were then electrophoresed on the 3130 or 3500 Genetic Analyzers. (B) A density plot of the proportion of the minor contributor versus the total copy number, as per qPCR, for two- to five-person mixtures amplified with common human identity STR multiplexes, separated by the total number of PCR cycles utilized. The number of samples and the Genetic Analyzer type are also presented. (C) The percentage of samples processed on the 3130 Genetic Analyzer. (D) The percentage of samples processed on the 3500 Genetic Analyzer.

We note that it is the whole bloods, rather than extracts, that were diluted and mixed. To obtain single-source validation samples with low-template levels, it is not uncommon that an extract containing ample copies of DNA may be serially diluted in order to reach low-template levels [16, 39, 40]. Therefore, it was of interest to study the effects of serially diluting concentrated DNA stocks on the EPG and to examine if peak height variability obtained from diluted samples would be representative of the variability seen in low-template samples that do not undergo such processing. To examine this 2000 undiluted and 2000 diluted heterozygous pairs were simulated using the model described in [32]. Briefly, through simulation, we were able to show that the RFU of the less intense peak versus the RFU of the higher RFU peak using heterozygous pairs were different for low-copy extracts and low-copy extracts created through dilution. The tallest heterozygous peak with a sister allele that did not survive the pre-PCR sampling process for undiluted samples was 101 RFU, while the tallest surviving sister peak height for diluted samples was 147 RFU. We further explore the impact of diluting concentrated extracts to reach the low-template regime by examining the heterozygous balance within a locus, defined as,

$$Hb = \frac{H_{a1}}{H_{a2}}$$  \hspace{1cm} (Equation 9)

where $H_{a1}$ is the peak height of the first allele at D8S1179, and $H_{a2}$ is the height of the second allele.

Further we explore peak height balance between these two simulations. Peak height balance has been previously studied [14, 41, 42], and it has been suggested that variability in $Hb$ proportionally decreases with APH as,

$$\text{var}(Hb) = \frac{\sigma^2_{PH}}{APH}.$$  \hspace{1cm} (Equation 10)

In the case of these low-template sample simulations, the APH for the undiluted and diluted low-template samples were 37 and 39 RFU respectively. Using the estimated var($Hb$) from the simulations in conjunction with Equation 10, it was determined that $\sigma^2_{PH}$ increased from 37.8 to 43.3 for undiluted and diluted extracts, respectively. Taken together these results suggest a small
but real effect associated with diluting samples containing large copy numbers in order to manufacture samples that contain few copies of DNA.

For well-mixed solutions, sampling due to dilution is accurately described by binomial probabilities, making it particularly amenable to mathematical analysis. For example, mathematically, the outcome of serial dilution is identical to a single dilution with a sampling probability that is the product of sampling volumes. Moreover, the probability of drop-out can be readily computed and so can be considered over a wide range of dilution factors. Striving to obtain a sample containing $7.8 \times 10^{-4}$ ng/µL of DNA, such that 10 µL of this solution will result in approximately 1 copy of DNA to undergo PCR, we can compute the probability that 0 copies survived the pre-PCR sampling process for a given dilution factor. So, in this example $\left(\frac{7.8 \times 10^{-4} \times 48 \times 10^3}{63}\right) = [5.94] = 5$. Note that 48 µL stems from the knowledge that typically 2 of 50 µL of the extract is utilized to quantify the DNA with qPCR [43]. Therefore the probability of obtaining 0 copies for a given dilution factor, $r$, is

$$P\left(\text{Binomial}\left([5.94r],\frac{10}{48r}\right) = 0\right) = \left(1 - \frac{10}{48r}\right)^{\lfloor 5.94r \rfloor} \quad \text{(Equation 11)}$$

When $r = 1$, there is no dilution. As $r$ becomes larger, the starting density is higher and the sampling probability is proportionally lower, ensuring the same average outcome. The rate of allele drop-out as a function of the dilution factor, $r$, is presented in Figure 5, which illustrates that the likelihood an allele survives the pre-PCR sampling process is dependent upon whether or not the extract was diluted prior to amplification. Indeed, Figure 5 demonstrates there is an increasing likelihood of drop-out as $r$ increases, which converges to a limit. While one can assess this mathematically as described, one of the merits of the model is that this effect can also be seen directly from simulations without recourse to mathematics. When we examine the allele drop-out rate in the simulations, for example, we find that the number of alleles that dropped out increased from 485 (24.25% ± 0.9% SEM) to 575 (28.75% ± 1% SEM) for the undiluted and diluted samples, corresponding well to the values determined mathematically.

Figure 5. The probability of allele drop-out with respect to dilution factor, $r$, for a sample containing $\lfloor 5.94r \rfloor$ copies of DNA at the start of sampling. A dilution factor of 1 denotes no dilution takes place between quantification and amplification.
From a validation and calibration perspective these results suggest that allele detection rates of low-template DNA samples garnered from diluting extracts with large quantities of DNA do not equal the detection rates obtained of low-template samples that do not undergo dilution. Thus, producing a large validation dataset generated using representative and typical laboratory processes is necessary. In this way, the limitations of a method and, subsequently, the peak height ratio expectations, stochastic effects and single-to-noise of the assay could effectively be established. Appendix A contains additional information regarding the number, type and target recommendations to generate calibration samples.

Differentially degraded samples were created by mixing extracts of that have endured varying levels of degradation. A total of 50 Identifiler Plus and 50 GlobaFiler EPGs of differentially degraded samples were generated.

5.2.2.3 NOCIt Validation

NOCIt Validation consisted of two types of tests: 1) accuracy; and 2) repeatability.

NOCIt Settings: There are a number of settings that may impact the final result. In particular, NOCIt contains a module that allows the analyst to filter pull-up, raised baseline or – A peaks. Further there are set of NOCIt run settings that may be modified by the user. Figure 6 depicts the NOCIt settings utilized.

Figure 6. NOCIt “Filter” and “NOCIt” tab settings utilized to test accuracy and repeatability.

Accuracy: Since NOCIt outputs the a posteriori probability (APP) distribution on the NOC, any APP > 0.01 was taken to indicate a significant result; thus, if the APP(NOC=trueNOC) ≥ 0.01, then the result was classified as accurate. We note that the probability 0.01 can be modified based on the needs set forth by the laboratory. Further, we assess effects of the accuracy as the minor components decrease.

We note that in order to assess the performance of NOCIt, we utilize samples wherein the signal from the minor contributor is from at least 5 cell’s worth of DNA. We explore additional, low-template samples when we compare between methods of ascertaining the NOC, below.
Figure 7 is an example of a sample progressing through the interpretation pipeline depicted in Figure 1. Figure 7B indicates that for this sample, the probable NOC is 2 or 3 with an APP of 0.8 and 0.2, respectively. The maximum a posteriori probability (MAP) of 0.8 suggests that 2-persons explain the mixture, though an APP of 0.2, suggests that 3-persons are also likely to have generated this mixture. Thus, we compute the LR for each suspect (s1 and s2) using NOC of 2 and 3 for two person-of-interests (POI).
three, bottom two panels), the $L_{POI}$ decreases for both $s_1$ and $s_2$ while the probability that a random person would result in $LR > 1$ increases.

An example of the full report generated by NOCIt is described herein. NOCIt Results can be exported in two forms: 1) as a PDF Report, or 2) a CSV summary file.

**PDF Report**

For each *sample* analyzed in NOCIt, a PDF report is generated when analysis is complete which provides the computed probability distribution on the number of contributors. In addition to the results, the PDF report summarizes the various input parameters. If one *sample* is analyzed with more than one *Population*, the results of testing with each *Population* will be contained in the same PDF report (i.e., one PDF report is created for each *sample* regardless of the number of *Populations* tested against).

The PDF report summarizes the following elements which pertain to the input parameters:

- The user  
- Date and time of the analysis  
- A list of the files and settings used during analysis  
- Whether the *Filter* function was applied  
  - “False” indicates that a *sample* was not filtered; “True” indicates that a *sample* was filtered  
- A list of the loci analyzed and the analytical threshold applied at every locus

The PDF report also summarizes the following elements which pertain to the results of analysis:

- The log-likelihood and *a posteriori* probabilities for each number of contributor from 0 to the maximum number of contributors defined by the user (for all *Populations* tested)  
- A graphical representation of the *a posteriori* probability versus the number of contributors (for all *Populations* tested)  
- A list of errors which may have been encountered during analysis or loci which may have been omitted from the calculation

An example PDF report follows.
Figure 8. NOCIt PDF report, showing file tag and hash values, the log likelihood and the a posteriori probability on the NOC. Also shown is the AT threshold applied to the data.
Results as CSV
This is an optional output which combines the results of all Sample Files analyzed together in one csv file. It also includes all the General, Filter, and NOCIt settings used at the time of analysis. This file is not automatically produced but requires the user to select the Include Results as CSV option when adding a batch. Selecting this option will not affect or override the PDF reports which are automatically created for all samples.

An example Results as CSV file is shown below. Note that this file contains a significant amount of data organized into many columns. Although the probability results are not visible in the image below, they are present in columns to the far right of the spreadsheet.

![CSV file example](image)

Figure 9. The CSV batch output file exhibiting most of the information outlined in the pdf output file for all samples run within a batch.

**Repeatability:** Repeatability was assessed by inspecting the MAP from a set of three runs. The largest MAP from the set of three was compared to the range of MAP obtained.

All tests were completed for the Identifiler Plus (20 s injection) and GlobalFiler (25 sec injection) datasets where the minor contributor did not constitute less than 0.03 ng of the mixture.

**Comparison:** We compared NOCIt results against the MAC and Maximum Likelihood Estimator (MLE) methods [44]. We evaluate overall accuracy for over 1,600 PROVEDIt samples; ca. 800 samples were amplified with Identifiler Plus for 28 cycles and injected for 20 sec on a 3130 Genetic Analyzer while the other ca. 800 samples were amplified with GlobalFiler for 29 cycles and injected on a 3500 for 25 sec. We explore the accuracy of each method as it relates to 1%APP and MAP (maximum a posteriori probability), and as it relates to template mass, degradation levels, and the levels to which the samples were over- and under-estimated; that is, we evaluate the accuracy when we only take the maximum a posteriori (MAP) as the inferred NOC and compare it to the true NOC. In addition, we evaluate the number of times NOCIt suggested there was a 1% probability that the true NOC was inferred. For example, Figure 7B shows that the sample in Figure 7A resulted in an APP of ca 0.8 and 0.2 for NOC of 2 and 3, respectively. Since the NOC\textsubscript{true} was 2 for this sample, we would count the MAP NOCIt result as accurate (i.e., the MAP was found at NOC=2). In addition we would have classified the
1%APP as correct because the APP at NOC=2 was greater than 1%. We use the same MAP and 1%APP categorizations for the MLE method. MAC has no probability associated with it; thus, there is no APP1% result for MAC.

5.2.3 Results and Discussion

Accuracy: Figure 10. Depicts the accuracy (%) of NOCIt\textsubscript{APP≥1%} for 221 Identifiler Plus and 248 GlobalFiler 1- to 5- person samples injected on a 3130 Genetic Analyzer for 20 s at 3kV and 3500 Genetic Analyzer for 25s at 1.2 kV, respectively. In all cases the smallest minor component constituted at least 0.03 ng of the mixture. We restricted the minor component in order to evaluate the performance of NOCIt rather than the limits associated with template masses of the minor contributors. The full evaluation of NOCIt across all samples is in the section entitled Comparison, below. The samples were analyzed at 1 RFU using GeneMapper IDx v1.4.

Results indicate that if reasonable levels of signal are detected for each contributor NOCIt was able to accurately detect the true NOC. Specifically, of the 221 Identifiler Plus test samples, 205 resulted in APPs larger than 0.01 for the true NOC. We note that the batch of 221 test samples included samples containing minor/major mixtures, degraded samples as well as differentially degraded samples. If we examine the results as a function of the NOC, we see that the accuracy is not perturbed by increasing the true NOC to the sample. If the sample set is segregated into blocks of non-degraded; degraded; and differentially degraded sample types we observe that 17 of the 17 pristine samples resulted in accurate results. The accuracy decreased to 93% for the 162 compromised samples. The lowest accuracy, i.e., 88%, was obtained for 42 samples that were differentially degraded. Further, we examine the effect of the mass of the minor contributor; Figure 11 suggests that the accuracy remains stable across the actual NOC for samples whose minor contributors constitute > 10 cell’s worth of DNA. The accuracies decrease to 74% when the mass of the minor is between 5 and 10 cell’s worth of DNA and signal from four other individuals are present in the EPG.
Figure 11. Heat map and accuracies for samples containing various masses of minor components against the true NOC.

Similar results are obtained with the GlobalFiler test set.

Figure 12. (left panel) The accuracy for 1- to 5- person samples amplified using the GlobalFiler kit and injected for 25 s at 1.2 kV on a 3500 Genetic Analyzer. (right panel) The accuracy for the same samples as a function of sample type. The term pristine signifies that the samples were not subjected to any environmental insults and the signal was of high quality. The compromised category represents all samples that were inhibited, degraded, or UV-Vis damaged. The last category represents differentially degraded samples.

Figure 12 shows the accuracy results obtained for the GlobalFiler test set and indicate that the accuracy does not substantially improve when more loci are utilized to evaluate the NOC to a mixture. We note that the SE33 complex stutter was not filtered from this dataset; studies which explore the impact of SE33 complex stutters on the NOC assessment are warranted. Figure 12 also suggests that pristine, degraded and differentially degraded have similar accuracies for this dataset. This demonstrates the utility of degradation models and sampling methods for degraded and differentially degraded samples. In both test sets, the pristine samples resulted in 100% accuracies. This is an indication that the information content and quality of the sample has the largest impact on accurately determining the NOC. Further, Figure 13 depicts the heat map for the GlobalFiler dataset. These results are consistent with those obtained with the Identifiler Plus dataset where the lowest accuracies were obtained when the mass of the minor contributor < 0.063 ng and in the presence of > 4 contributors.
Figure 13. Heat map and accuracies for samples containing various masses of minor components against the true NOC.

These results suggest that NOCIt’s peak height and degradation based models are effective at detecting the true NOC when as few as 5-cells worth of DNA is present in the sample. Interestingly, the kit type has seemingly little effect on the ability to infer the NOC that comprises the sample.

**Repeatability:** Figure 14 depicts the range of MAP (log-scale) versus the largest MAP obtained when the same sample was run three times on NOCIt. The majority of repeatability tests resulted in ranges that were <0.1; however, in two of the 221 Identifiler Plus cases, the range exceeded 0.5 (both were 5- person mixtures). Specifically, for a five-person mixture the MAP of run1 was 0.986, while the MAP of run3 was 0.395. The second sample resulted in a MAP of 0.989 and 0.018 for two consecutive runs. Similar results are depicted for triplicate runs for the GlobalFiler test set. Notably, the GlobalFiler test set resulted in only one sample with the largest MAP < 0.9. Of the 248 triplicate runs, 7 of 248 resulted in MAP ranges exceeding 0.5; these results were obtained when the mixtures contained 4- or 5-contributors. In summary, 206 (out of 221) Identifiler Plus and 236 (out of 248) GlobalFiler runs resulted in MAP ranges that were smaller than 0.1.

Repeatability is a function of NOCIt parameter settings. These results were obtained with the parameters depicted in Figure 6.
Figure 15. The largest MAP minus the smallest MAP for a set of triplicate runs on NOCIt for the Globalfiler test set.

**Comparison:** We tested NOCIt performance against the MAC and MLE [44] methods. First, we explore the performance of each method as a function of the minor component, in ng, to the 1- to 5-person mixtures. Both MAC and MLE require and AT >1 RFU; as such, we utilized an AT of 50 and 100 RFU for the samples run with Identifiler/3130 Genetic Analyzer and GlobalFiler/3500 Genetic Analyzer combinations, respectively.

Figure 16. Accuracy on ca. 1,600 samples, wherein the results are classified as accurate if APP(NOCTtrue)≥1% for NOCIt and MLE. The accuracy results for the MAC method are
classified as ‘accurate’ if the minimum NOC equals the actual NOC. Numbers of samples for each NOC are on top of the bars and the x-axis depicts the true NOC that form the mixture.

When we examine the performance of all methods across the wide variety of samples within the PROVEDIt dataset (i.e., these results are not conditioned on the minor contributor containing greater than 0.03 ng of DNA), we observe that NOCIt outperforms both methods across all NOCTrue values. As the NOCTrue increases the accuracy of all methods decreases (Figure 16).

Next, we examine the NOCIt results as a function of template mass of the minor (Figure 17).

![Figure 17](image)

**Figure 17.** Accuracy of NOCIt on the entire dataset as APP(\text{True NOC})>=1%, where samples are gathered by minor contributor DNA mass (in ng) and separated by NOCTrue from 1 to 5 (left to right). IP= Samples analyzed with Identifiler Plus kit, GF = samples analyzed with Global Filer kit. The values on the bottom of the bars represent the number of samples in that category.

Figure 17 demonstrates that, as expected, NOCIt accuracy is affected by the mass of the minor contributor for high-order mixtures containing four or greater contributors. In particular, when the mass of the minor contributor represents less than 0.03 ng of DNA (i.e., ca. 5 cells’ worth) the accuracy substantially decreases. When the EPG contains signal from 3 or fewer contributors, NOCIt retains accuracy rates that exceed 85%, regardless of quantity.

In a similar vein, we examined the outputs of each of the methods with respect to the EPG sloping value. The degree of degradation or inhibition can be assessed using the contour of the STR signal, which was modeled as exponential decay in fluorescence as a function of molecular weight:
\[ H_l = Ae^{B\bar{s}l} \]  
(Equation 12)

where \( H_l \) is the weighted peak heights of locus \( l \), \( \bar{s} \) is the weighted average base pair size of the STR alleles at locus \( l \), and \( A \) and \( B \) are the exponential parameters. In extreme cases of decay, the highest molecular weight peaks may not reach detectable levels. If high molecular weight markers exhibit low peak heights due to degradation or inhibition of the PCR reaction, \( B \) will take a large negative value. In contrast, if there is good signal balance across all loci, indicating efficient PCR and high quality template DNA, \( B \) will be near zero. As illustrations of the different conditions of DNA and \( B \) values that may be encountered, Figures 18A and 18B depict EPGs obtained from single-source samples that were untreated and severely damaged through sonication, respectively. Figure 18C presents the QI value versus \( B \) calculated for each sample, separated by the amplification chemistry and the treatment protocol utilized. As expected, all untreated samples resulted in QI values near one and \( B \) parameters near zero. Samples that were subjected to conditions that degraded the DNA show that the QI and \( B \) parameter are correlated, suggesting that the QI metric can be used to predict the STR sloping pattern for these sample types. Interestingly, samples subjected to conditions intended to induce PCR inhibition show that while the qPCR QI metric demonstrates that PCR inhibitors affect the amplification of the large autosomal fragment, the STR profile presents only minor signs of inhibition. Spearman’s \( \rho \) for QI and \( B \) was computed, with correlation being strong for enzymatically degraded, sonicated, and UV-damaged samples (\( \rho \) between \(-0.8656\) and \(-0.6324\)), but less so for untreated and inhibited samples (\( \rho \) between \(-0.1382\) and \(-0.0143\)).
Figure 18. The degree of sloping observed in the STR profile. The exponent in the decay in fluorescence as a function of molecular weight, $B$, ranged from 0.02 to -0.04. $B$ values significantly below zero correspond to compromised samples and indicate reduction in RFU signal as the length of the amplicons increase. (A) An electropherogram obtained from an untreated sample amplified at 0.25 ng (~40 copies). There is good intra-locus peak height balance across all heterozygous loci, and the total RFU signal is approximately equivalent across all loci labeled with the same dye, which is represented in the $B$ value (-0.0005). (B) An electropherogram obtained from a sample treated with 30 sonication cycles amplified at 0.25 ng. The decrease in peak height as the fragment length increases is apparent and characteristic of the “sloping effect” observed in degraded profiles; this is represented by the highly negative $B$ term obtained (-0.02). (C) The correlation between QI (Quality Index factor, per qPCR) and $B$. The treatment protocol, PCR amplification kit, and number of profiles are noted for each plot. The
plots are color-coded by density, where yellow and purple represent areas of highest and lowest sample density, respectively.

As expected, effectively inferring the NOC is affected by the degree of decay seen in the profile (Figure 19).
Figure 19. The accuracy of NOCIt as a function of degradation index, $B$, and the actual NOC (x-axis). The values on top of the figure signify the sample count that fell into that category. Top panel: the samples amplified with Identifiler Plus and run using a 3130 Genetic Analyzer (20s). Bottom panel: all samples amplified with GlobalFiler and run using a 3500 Genetic Analyzer (25s).

In the absence of spurious alleles or exceedingly large stutter events, MAC will always tend toward underestimation of the NOC as depicted in Figure 3D, wherein we plot the number of expected alleles versus the number of peaks observed in those allele positions. In comparison, NOCIt_{MAP} results indicate that when we evaluate the NOC_{MAP}, underestimation still occurs; however, it is less frequent and the difference between the actual and inferred NOC is smaller.
Figure 20. Top panel: the number of samples categorized as originating from 1, 2, 3, 4 or 5 contributors according to NOCIt_{MAP}. The colors indicate the percentage of samples - out of 5 NOCIt replicate runs - within that category that resulted in the same NOC results. White coloration demonstrates the results were repeatable for all samples. The x-axis represents the true NOC. Top panel: Identifiler Plus. Bottom panel: GlobalFiler.
5.2.3.3 Discussion

Utilizing peak heights to determine the APP distribution is a valuable means by which to evaluate the possible number of contributors that could explain the EPG signal. In contrast to MAC based methods, we show that peak height based methods are able to accurately indicate the presence of the true NOC that comprise the EPG for signal originating from at least 0.03 ng of DNA for samples containing up to 5 contributors. Further, previous work has shown that MAC is prone to underestimating the true NOC when the actual NOC exceeds 3 because it relies upon the assumption that all alleles are detected and allele sharing is negligibly affecting the result. In contrast to the MAC method, NOCIt accuracy remains stable as the NOC contributors to the samples reach 5- persons. The greatest effect on the ability to ascertain the NOC to the evidence stems from the signal quality itself; in particular, low signal from minor contributors garnered from complex samples containing compromised DNA from multiple contributors has the largest effect.
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Appendix

Supplemental Calibration Information

To establish the functions and models, a set of calibration data is generated by the laboratory. This calibration data may be produced by preparing 500 single source amplified work products from at least 50 sources. These single source samples will be amplified with the amplification kit of interest, and run using the Genetic Analyzer of interest using the manufacturers (or laboratory’s) recommended voltage and injection times. Prior to amplification, the samples shall be degraded/damaged to varying degrees. The concentration of the extracts can be obtained using the quantification kit where the amplicon size in the quant kit is ca. the same size as the smallest STR locus. For example, in the case of Identifiler Plus and GlobalFiler amplifications, the Quantifiler® Duo DNA Quantification Kit is an appropriate choice. Please note that human specific quantification (i.e., using qPCR) is preferred. The damaged series can be prepared by numerous methods, including but not limited to;

1) Digesting the extracted DNA with different concentrations of DNase I for some length of time. The extracted DNA is aliquoted to new microcentrifuge tubes and DNase I (various concentrations such as 0, 1, 2, 5, 10, 15, 20, 30 Unit/ml) will be added directly upon the start of the digestion reaction. The digestion mixture is incubated for a specified amount of time. To stop the degradation reaction and deactivate the enzyme, EDTA or other reaction inhibitor is added into each tube and the tube is incubated.

2) Inhibiting the samples by adding a known inhibitor such as humic acid to the sample.

3) UV-damaging the samples by placing the neat sample under a UV-lamp and bombarding the sample for some length of time.

4) Sonicating the sample using a sonication probe.

Figure A2. is a summary of the sample preparation tree that describes the number of samples that will be prepared. Note that 500 amplicons is the recommended number based on our results shown in Figure A1., which plots the log(likelihood) between the expected and true peak heights of a set of test samples versus the number of calibration samples used to parameterize the peak height model. We see that the likelihood levels off for the loci at ~500. Further, since we calibrate only from samples that exhibit heterozygous genotypes at a locus, we recommend that, if possible, as many heterozygous loci/persons, be included in the calibration.
Figure A1. Log Likelihood between true and expected peak height obtained when using 50, 100, 500, 1000 and 1500 calibration samples in the calibration set.

Figure A2. depicts a tree diagram summarizing the number of degradation levels for the calibration set.

Figure A2. Tree diagram of the calibration flow chart. First, choose 50 single source samples, extract, choose degradation level for each extract (a and (b, c or d)), and amplify at the desired target. Note that target amounts are guidelines and the target mass may change based on the laboratory’s SOP. Despite some flexibility in creating the calibration data set, it is recommended
that low-level 0.07 and 0.02 ng samples be amplified to ensure the ability to evaluate allele drop-out rates. NB: a= not damaged; b= slight damage; c= moderate damage; d= heavy damage.

Figure A3. demonstrates the severe and slight sloping that may be included in the calibration set. These were obtained using sonication.

Figure A3. Representative electropherograms of ‘severely’ and ‘slightly’ damaged DNA generated by using probe-sonication.

The mechanism by which the laboratory damages the DNA can vary from laboratory to laboratory. However, results suggest that probe-sonication provides a reliable mechanism by which to develop slight, moderate and severe sloping electropherogram patterns.