Connecting the human brain response to blast loading across multiple length scales – from synapses through to circuit pathways and neurobehavior – remains a key challenge for developing countermeasures to limit the effects of blast in the military. Our MURI intends to help fill this gap by conducting a series of experiments connecting cell, tissue, and animal responses, developing scaling rules to predict the human experience. We examine circuits constructed in vitro and in vivo, and assess the effect of blast-induced circuit changes on the subsequent neurological impairment. We recruited and collaborate with experts in each of the necessary knowledge domains.
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EXECUTIVE SUMMARY

Connecting the human brain response to blast loading across multiple length scales – from synapses through to circuit pathways and neurobehavior – remains a key challenge for developing countermeasures to limit the effects of blast in the military. Our MURI intends to help fill this gap by conducting a series of experiments connecting cell, tissue, and animal responses, developing scaling rules to predict the human experience. We examine circuits constructed in vitro and in vivo, and assess the effect of blast-induced circuit changes on the subsequent neurological impairment. We recruited and collaborate with experts in each of the necessary knowledge domains to solve the complex problem of neuronal activation, injury, and tolerance to primary blast injury.

Our broad tasking areas include:

- examining the multiscale physics of blast wave transmission to the brain
- defining the thresholds for alterations in synaptic function, neural connectivity, and neuronal loss after blast
- identifying the transition point between synaptic/cellular changes and larger scale circuit dysfunction, leading to blast thresholds for altering circuit function.

In the initial year of the project, we achieved the following milestones:

- Assembled the equipment infrastructure and established standard operating protocols for blast testing at each of the three partner sites, allowing direct comparison of data collected across the programs
- Developed a novel coupled blast tube receiver for exposing in vitro preparations to a blast input pulse
- Started developing tolerance criteria for neuronal loss and dysfunction after blast
- Designed new imaging methods for measuring activity and network topology in in vitro neural preparations, applying these methods to models of physical and chemical injury
- Initiated studies of blast exposure to mice, beginning the process of developing scaling relationships across species
- To consider the impact of blast on the microvasculature, we built a new in vitro model of the blood brain barrier that would complement other in vitro preparations (dissociated cortical neurons, organotypic slice cultures).

In the second year of the project, we:

- Studied the process of blast wave transfer in the mouse, human, and in vitro preparations. Developed scaling criteria for apnea impairments
- Modeled the physics of blast wave transmission in the human, mouse and ferret
- Established a cellular tolerance threshold for blood brain barrier compromise in vitro following blast exposure, and for cellular death in organotypic slice cultures in vitro, and synaptic morphology changes in vitro
- Examined the alterations in synaptic signaling with changes in presynaptic release, postsynaptic changes in receptor content, and glial ensheathment
- Developed automated behavioral testing platform for measuring behavioral changes in rodents after blast exposure
• Developed and tested novel neurobehavior tasks for gyrencephalic animals; applying these tasks to identify new behavioral changes following blast.

In the third year of the project, we:
• Developed several animate finite element models of the brain and skull across length scales to examine scaling relationships
• Developed new tolerance data for bleeding within the brain (mild and moderate) following blast exposure
• Developed new scaling relationships for pressure and time across species
• Formulated new thresholds for BBB disruption following single or repeated blast exposure
• Measured the relative time window of recovery BBB compromise after blast
• Developed measures of impairment in organotypic hippocampal circuit function following blast
• Developed methodology to create a pure blast TBI model in the rodent, measuring the complex behavioral changes
• Developed and tested a new in vitro model for examining the response to blast exposure in vitro

In the fourth year of the project, we:
• Discovered a potentially new mechanism of tissue injury (shear shock)
• Used shear wave elasticity imaging (SWEI) to measure material properties in the living brain, and assess the influence of temperature on these properties
• Extended our neurotrauma scaling to include effects from blast induced barotrauma
• Continued our work to scale blast loading to gyrencephalic species (ferret)
• Extended our thresholds for in vitro compromise of the BBB to the living brain, working across labs to develop the corresponding in vivo BBB threshold
• Examined the effects of primary blast on the synchrony of activity throughout the hippocampus in vitro
• Measured thresholds for deficits in long term potentiation in vitro after blast
• Completely characterized the histopathological changes in the brain following primary blast, demonstrating that glial reactivity is the most prominent and persisting change after injury
• Characterized changes in hippocampal circuitry following primary blast injury, establishing thresholds for changes in synaptic remodeling 5 days following primary blast
• Evaluated the primary and secondary effects of serum extravasation on mixed neuronal/glial networks, showing that even very low serum exposure can affect the structure of networks within 24h

In the fifth year of the project, we:
• Used simulations of the mechanical response of the brain to blast exposure and estimated scaling relationships for severe brain injury following blast
Developed and tested simulations of different shocktube designs (circular, square cross section) to study how the planarity of the shockwave is developed and maintained over the entire length of the tube

Systematically studied the relative importance of placing the animal inside or just outside the shocktube exit, clarifying a great deal of confusion in the current literature

Developed empirical data supporting a new phenomenon in tissue – the development of a transverse shock wave in the brain

Defined the threshold for blood-brain barrier disruption in vivo following blast exposure

Determined the critical threshold for blast exposure to cause neuronal cell death in organotypic hippocampal slice cultures

Studied the relative threshold for loss of long-term potentiation (LTP) in OHSC after blast exposure

Extended the studies of LTP deficits and neuronal loss to multiple blast exposures

Identified thresholds for alterations in neural circuit alterations and viability following blast exposure in vitro

Confirmed the role that primary blast alone can play in hippocampal deficits following blast exposure

Extended a new imaging technology (miniaturized endoscope imaging) into use for studying the effect of blast injury on CA1 hippocampal networks in awake, behaving mice

In the extension year of funding, we:

- developed tolerance criteria for the loss in long term potentiation within the hippocampus in vitro after blast exposure
- discovered that we could reverse the deficits caused by blast in vitro by using a PDE-4 inhibitor
- extended the in vitro studies of hippocampal dysfunction after blast exposure to demonstrate changes occur following blast overpressure in vivo, are not associated with neuronal degeneration, but are associated with hippocampal-based deficits
- produced the first evidence of neuronal network dysfunction in vivo after blast in vivo using a new endoscopic imaging system in awake behaving animals; this dysfunction included a transient loss in activity and alteration in hippocampal encoding after exposure
- created a new diagnostic for concussion after blast exposure, developing a technique for isolating neuronal exosomes after blast exposure. Recent work indicates we have a highly sensitive and specific method for detecting concussion using serum blood samples
- developed an analytical model of shear shock in brain tissue, supporting this model with ultrasound –based measurements of shear shock in brain tissue in situ
- expanded to the focus of the studies to examine the brain microbiome, as a subset of the murine microbiome, as a possible modulator of the response to blast overpressure
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YungChia Chen, M.S., (graduate student; Johns Hopkins Univ/UMBC) has background in blast physics and provides design and testing expertise for the in vivo aspects of the project
Pepe Hernandez, Ph.D., has background in electrophysiology and neural behavior and provides experimental design input to the neurobehavior testing
Tanya Merdiushev, B.S., (Project Manager) is the project manager and supervises staff associated with the project in the Penn group
David Gullotti, B.S., (Research technician, Loyola University) provides support on both simulations of synaptic signaling and conduct of the neurobehavior testing
Tapan Patel, B.S. (Graduate Student, University of Delaware), provides support on the optical imaging methods for assessing neural activity (now completing his MD degree at the University of Pennsylvania)
Scott Ventre, (Undergraduate student, University of Pennsylvania), develops in silico models of neural network activity
Laura Baehr, B.S., (research technician), provides support for the cell culturing activities on the project.
Pedro Goncalves, B.S. (undergraduate intern, Georgia Tech) provides technical expertise for device fabrication and design
Tom Wolfemate, B.S., (undergraduate summer intern, University of Pennsylvania) provides cell culture experience and calcium imaging
Phoung Dong, B.S., (undergraduate workstudy; summer intern; University of Pennsylvania) provides support for cell culture and slice studies
Shanti Tummala, Ph.D., (postdoctoral fellow; Illinois Institute of Technology) provides experience in slice physiology and acute slice calcium imaging
Katie Kopil, Ph.D. (postdoctoral fellow; University of Pennsylvania) provides expertise for slice electrophysiology
Emily Sewell, B.S., (research technician), provides support for the cell culturing activities on the project.
Cheng Su, B.S., (undergraduate summer intern, University of Pennsylvania) provides cell culture experience and calcium imaging
Miguel de la Torra, (undergraduate workstudy student; University of Pennsylvania) provided support for the immunohistochemistry activities of the project
Shanti Tummala, Ph.D., (postdoctoral fellow; Illinois Institute of Technology) provides experience in slice physiology and acute slice calcium imaging
Matthew Hemphill, Ph.D., (postdoctoral fellow, Harvard University) is responsible for the in vitro cell culture network model and also works on the in vivo imaging aspect of the proposal
Brandon Parveese, (undergraduate summer intern; University of Pennsylvania) provided network simulation support and algorithm develop for the in vivo imaging aspects of the projects
David Gullotti, B.S., (Research technician, Loyola University) provides support on both simulations of synaptic signaling and conduct of the neurobehavior testing
Pedro Goncalves, B.S. (undergraduate intern, Georgia Tech) provides technical expertise for device fabrication and design
Tom Wolfemate, B.S., (undergraduate summer intern, University of Pennsylvania) provides cell culture experience and calcium imaging
Phoung Dong, B.S., (undergraduate workstudy; summer intern; University of Pennsylvania) provides support for cell culture and slice studies
Anthony Choo, Ph.D. (Postdoctoral fellow, University of Pennsylvania) provides technical expertise for the simulation of synaptic signaling

Duke University:

Cameron R ‘Dale’ Bass, Ph.D. (Duke University PI) has overseen all aspects of the research at Duke University.

Bruce Capehart, MD (Duke University Investigator) has overseen all medical aspects of the research at Duke University and has consulted on human blast behavior as Director of the OEF/OIF Veterans Program at the Durham VA Medical Center.

Roger Nightingale, Ph.D. (Duke University) consults on biomechanics issues for head trauma as needed.

Postdoctoral Associates

Jason Luck, (Ph.D. from Duke University) has consulted with graduate student investigators on the subjects of blunt trauma and impact injury.

Alayna Panzer, B.A, M.A., PhD (PhD from University of Guelph) has a background in blast physiology and psychology was a postdoctoral research associate whose main focus is psychological and physiological aspects of blast traumatic brain injury.

PhD Candidates

Matthew Panzer, B.S, M.Sc. (90% effort, Ph.D. graduate student, University of Waterloo, Duke University) has a background in blast computational biomechanics and is currently a graduate research assistant whose main focus is blast traumatic brain injury.

Garrett Wood, B.S. (h.D. graduate student, Duke University) has a background in biomedical engineering and is currently a graduate research assistant whose main focus wass blast traumatic brain injury.

Jay Shridharani, B.S., M.S. (Ph.D. graduate student, Virginia Tech, Duke University) has a background in biomedical engineering and was currently a graduate research assistant whose main focus was blast traumatic brain injury.
NDSEG Fellowship - Allison Schmidt, M.S. (Ph.D. graduate student, Olin College) has a background in biomedical engineering and biomechanics and is a graduate research assistant whose main focus is statistics and characterization of materials.

Allen Yu, B.S. (Ph.D. graduate student, Duke University) has a background in biomedical engineering with an emphasis in impact biomechanics and is a graduate research assistant whose main focus is traumatic brain injury.

Caryn Urbanczyk, M.S. (Ph.D. graduate student, UCSD) has a background in biomedical engineering and biomechanics and whose main focus is ultrasound characterization of materials.

Duke Fellowship- Courtney Cox, BS (Ph.D. graduate student, Mercer) has a background in biomechanics. She has been tasked to this project as needed, provide scientific support.

Hattie Cutcliffe, BS (departmental fellowship, Ph.D. graduate student, Duke) has a background in biomechanics. She was tasked to this project as needed to provide scientific support.

Duke Fellowship - Maria Ortiz, M.S. (Ph.D. graduate student, Duke University) has a background in biomedical engineering and biomechanics. Her focus was blunt impact neurotrauma.

Duke Fellowship - Brian Bigler, M.S. (Ph.D. graduate student, Purdue U) has a background in biomedical engineering and biomechanics and is a graduate research assistant whose main focus is shear shock characterization.

Duke Fellowship, Anna Knight, BS (Ph.D. graduate student, Duke University) has a background in biomedical engineering and biomechanics and is a graduate research assistant whose main focus is injury biomechanics.

Undergraduate Students, Graduated

Duke Fellowship, Chris Eckersley (Duke University) graduated in 2016 from Columbia University Engineering in the biomedical engineering department. He assisted part-time on experimental setup and data collection.

Duke Fellowship, Virginia Chen (Undergraduate, Duke University) has a background in biomedical engineering and assisted in biological testing on an ongoing basis and as a summer project.

Elizabeth Palm (Undergraduate, Duke University) has a background in biomedical engineering and previously assisted in project testing/analysis.

Duke Fellowship - Calvin Lee, B.S. (Technician, Duke University) has a background in biomedical engineering and was tasked to this project to provide test/design support for biological testing.
Duke fellowship - Christopher Rich, has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Duke fellowship - Christopher Rzeznick, has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Duke fellowship - Rasheed Alhadi, has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Duke fellowship - George Tsertsev has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Duke fellowship, Anna Knight, has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Duke fellowship – Kaustav Shah has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Duke fellowship - Jingwei Deng has a background in biomedical engineering and has assisted in project testing/analysis and is a Pratt fellow candidate assigned to this project.

Brendan Smith (Undergraduate, Duke University) has a background in biomedical engineering and has assisted in project testing/analysis for this project.

Ivonna Dumamyany (Undergraduate, Duke University) has a background in biomedical engineering and has assisted in project testing/analysis for this project.

Matthew Mallick (Undergraduate, Duke University) has a background in biomedical engineering and has assisted in project testing/analysis for this project.

Jackson Moore (Undergraduate, Duke University) has a background in biomedical engineering and has assisted in project testing/analysis for this project.

Research Associates

Tina Naik, M.S. (Cornell University) has a background in biomedical engineering with an emphasis in impact biomechanics and is a research associate is animal research for neurotrauma. She and was tasked to this project to provide test/design support/animal handling and animal test support.

Calvin Lee, B.S. (30% effort, Technician, Duke University) has a background in biomedical engineering and was tasked to this project to provide test/design support for biological testing.

Bryan Kinda, B.S. (Technician, Duke University) has a background in biomedical engineering and was previously tasked to this project to provide test/design support for biological testing.
Kyle Matthews, B.S. (Duke University) has a background in biomedical engineering with an emphasis research instrumentation. He was tasked to this project to provide test/design support.

Jason Kait, M.S. (Duke University) has a background in biomedical engineering. Mr Kait assisted with numerous animal experiments.

Allen Yu, B.S. (Technician, Duke University) has a background in biomedical engineering and was tasked to this project to provide test/design support.

**Columbia University:**

20% Barclay Morrison, Ph.D. (Columbia University PI) has overseen all aspects of the research at Columbia University.

**Post-doc**

John Finan, Ph.D. (Ph.D. from Duke University) has a background in cellular biomechanics and was temporarily tasked to the project to help move it forward.

**Graduate Students, Graduated**

Edward Vogel, M.S. (Ph.D. graduate student, University of Maryland) has a background in biomedical engineering and biomechanics and is currently a graduate research assistant whose main focus is blast traumatic brain injury. He is committed to this project full-time. Thesis title: ‘Pathobiological Mechanisms and Treatment of Electrophysiological Dysfunction Following Primary Blast-Induced Traumatic Brain Injury’

Gwen Effgen, Ph.D. graduated and has a background in physics and was a graduate research assistant whose main focus was blast traumatic brain injury. She was committed to this project full-time. Thesis title: ‘Improving outcomes after repetitive mild traumatic brain injury from shock wave exposure or stretch injury’.
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Sowmya Sundaresh, B.S. (Ph.D. graduate student, SUNY Stony Brook) has a background in biomedical engineering with an emphasis in neuroscience is a graduate research assistant whose main focus is traumatic brain injury. She is committed to this project full-time.

**Undergraduate Students, Graduated**
Ayelet Lobel (Barnard College) graduated in 2015 in the Department of Physics at Barnard College. She assists part-time on this project for tissue sample preparation, data collection, and blast injury execution.

Steve Rwema (Columbia University) graduated in 2016 from Columbia University Engineering in the biomedical engineering department. He assisted part-time on experimental setup and data collection.

Andrea Ortuno (Columbia University) graduated in 2016 from Columbia University Engineering in the biomedical engineering department. She assisted part-time on this project for data collection.

Stephanie Yang (Columbia University) graduated in 2016 from Columbia University Engineering in the biomedical engineering department. She assisted part-time on this project for maintaining slice cultures.

John Brady, B.S. (Columbia University) graduated in 2015 from Columbia University Engineering from the biomedical engineering department with an interest in neuroscience. He assisted part-time on this project for data collection and analysis.

Siqi Cao, B.S. (Columbia University) graduated in 2015 from Columbia University Engineering from the biomedical engineering department. She assisted part-time on this project for data collection and analysis.

Frances Cho, B.A. (Columbia University) graduated in 2015 from the neuroscience department at Columbia University. She assisted part-time on this project for data collection and analysis.

Shruthi Nammalwar, B.S. (Columbia University) graduated in 2015 from Columbia University Engineering from the biomedical engineering department. She assisted part-time on this project for data collection and analysis.

Tiffany Ong, B.S. (Columbia University) graduated in 2015 from Columbia University in the neuroscience department. She assisted part-time on this project for data collection and analysis.

Cosmas Sibindi (Columbia University) graduated in 2017 from Columbia University Engineering in the biomedical engineering department. He assisted part-time on this project for experimental set-up and data collection.

Nathalie Morales (Columbia University) graduated in 2017 from Columbia University in the biology department. She assisted part-time on this project for experimental set-up and data collection.

Andrew Dobitsch (Columbia University) graduated in 2016 from Columbia University in the neuroscience department. He assisted part-time on this project for data collection.

John Tyson III, B.A. (undergraduate, Richmond University) graduated in 2016 from Richmond University in the Physics department. He assisted on this project with experimental setup and data collection.

Jessica Villacorta (St. Mary’s University, TX) graduated in 2015 from St. Mary’s University. She assists part-time on this project for data collection, analysis and electrophysiology.

Zoe Ross (Columbia University) graduated in 2016 from Columbia University with an interest in neuroscience. She assists part-time on this project for data collection and analysis.

Sam Weinreb (Columbia University) graduated in 2015 from Columbia University. He assists part-time on this project for data collection and analysis.

Kiet Vo, B.A., B.S. (Whitman College and Columbia University) has a background in natural and mathematical sciences and biomedical engineering. He graduated Columbia University in 2012. He temporarily assisted part-time on this project for data collection and analysis.

Syed Haider (City College of NY) graduated City College of NY in 2013 and has a background in biological sciences and is currently a senior. He temporarily assisted part-time on this project for data collection and analysis.
Zafirah Baksh (Columbia University) graduated Columbia University in 2013 has a background in electrical engineering. She assists part-time on this project for electrophysiology data collection and analysis.

Elena Ripp (Columbia University) graduated Columbia University in 2014 with a background in applied math. She assists part-time on this project for tissue sample preparation.

Akaljot Singh (Columbia University) graduated from Columbia University in 2015 in neuroscience. He assists part-time on this project for data collection and analysis.

**High School Students**

Aaron Huang (high school, Pleasantville High School) was a rising senior with an interest in medicine and biomedical engineering. He assists part-time on this project for experimental set-up and data collection.

Lamia Ateshian (high school, Horace Mann School) was a rising freshman in college at MIT with an interest in medicine and biomedical engineering. She assists part-time on this project for experimental set-up and data collection.

Charles Levin (Teanek High School) was a rising senior with an extensive interest in medicine and specifically neurophysiology. He assists part-time on this project for setting up and analyzing blast trials.

**University of Pennsylvania:**

Dave Meaney, Ph.D., (Penn PI) has supervised all aspects of the activities at Penn and is the overall project PI.

Ted Abel, Ph.D., (Penn co-I) has provided expertise on the neurobehavioral testing and supervises one of the postdoctoral fellows (Hernandez) on the project.

**Ph.D. Students**

YungChia Chen, M.S., (graduate student; Johns Hopkins Univ/UMBC) has background in blast physics and provides design and testing expertise for the in vivo aspects of the project.

Pepe Hernandez, Ph.D., has background in electrophysiology and neural behavior and provides experimental design input to the neurobehavior testing.

Tapan Patel, B.S. (Graduate Student, University of Delaware), provides support on the optical imaging methods for assessing neural activity (now completing his MD degree at the University of Pennsylvania).

Pallab Singh, (graduate student; University of Rochester) performed the NMDA receptor mechanosensitivity work in the first phase of the project.

Jina Ko, (graduate student; Rice University) performed the exosome analysis in the last year of the project.

Alex Modupgepke (graduate student, Smith College) developed new functional imaging algorithms for examining connectivity after blast exposure.

**Postdoctoral fellows**
Shanti Tummala, Ph.D., (postdoctoral fellow; Illinois Institute of Technology) provides experience in slice physiology and acute slice calcium imaging

Anthony Choo, Ph.D. (Postdoctoral fellow, University of Pennsylvania) provides technical expertise for the simulation of synaptic signaling

Katie Kopil, Ph.D. (postdoctoral fellow; University of Pennsylvania) provides expertise for slice electrophysiology

Matthew Hemphill, Ph.D., (postdoctoral fellow, Harvard University) is responsible for the in vitro cell culture network model and also works on the in vivo imaging aspect of the proposal

**Research Assistants**

Matt Beamer, B.S., (research technician), provides support for the cell culturing activities on the project.

Julia Valenziano, B.S., (research technician), provides support for the cell culturing activities on the project.

David Gullotti, B.S., (Research technician, Loyola University) provides support on both simulations of synaptic signaling and conduct of the neurobehavior testing

Laura Baehr, B.S., (research technician), provides support for the cell culturing activities on the project.

Tanya Merdiushev, B.S., (Project Manager) is the project manager and supervises staff associated with the project in the Penn group

Matt Beamer, B.S., (research technician), provides support for the cell culturing activities on the project.

Emily Sewell, B.S., (research technician), provides support for the cell culturing activities on the project.

**Undergraduate students**

Scott Ventre, (Undergraduate student, University of Pennsylvania), develops in silico models of neural network activity

Pedro Goncalves, B.S. (undergraduate intern, Georgia Tech) provides technical expertise for device fabrication and design

Tom Wolfemate, B.S., (undergraduate summer intern, University of Pennsylvania) provides cell culture experience and calcium imaging

Phoung Dong, B.S., (undergraduate workstudy; summer intern; University of Pennsylvania) provides support for cell culture and slice studies

Cheng Su, B.S., (undergraduate summer intern, University of Pennsylvania) provides cell culture experience and calcium imaging

Miguel de la Torra, (undergraduate workstudy student; University of Pennsylvania) provided support for the immunohistochemistry activities of the project
Section 1: Duke University Final report

As a MURI partner, Duke had three primary responsibilities over the proposed 5 years of this project:

1. In collaboration with Penn and Columbia, to provide consistent and reproducible blast devices for measuring:
   a. Cell death and dysfunction in organotypic brain slices and dissociated cortical cultures.
   b. Behavioral changes in small organisms after blast loading, including gyrencephalic organisms.
2. In collaboration with Penn and Columbia, to develop interspecies scaling methods for blast loading that allow scaling from the subcellular level through animal models to the human. This includes regional and cell-specific response.
3. Defining and validating blast wave transmission to the in vivo brain.

In addition to the initially targeted efforts, Duke had several late spinout efforts that may bring important insights into blast neurotrauma and general neurotrauma. This includes a novel preliminary investigation of a potential microbiome of the brain that may have important physiological interactions with the physical insults in blast and blunt trauma but extends to the relevance of shear shock physics likely relevant for blast and blunt trauma.

INVESTIGATION OF SHEAR SHOCK BEHAVIOR APPLICABLE TO NEUROTRAUMA

Existing Hypotheses on Traumatic Brain Injury

Moderate-to-severe TBI in humans is often associated with skull fracture, contusions across multiple gyri, intracranial hemorrhage, brain swelling and progressive grey matter damage. However, in milder cases where these pathophysiological hallmarks of TBI are not present, current diagnostic imaging often shows little or no pathology and is only weakly correlated with clinical outcome (Hammoud and Wasserman, 2002).

While the exact mechanism for focal injuries is a subject of debate, movement of the brain within the skull has been accepted as a major etiological factor. Abrupt deceleration of the head and its inertial effect, cause a momentum transfer and the brain to collide with the inside of the skull. However, there is still a large question mark regarding the causal mechanism of diffuse axonal injury because torn, sheared or generally damaged neural tracts often appear away from expected coup and contrecoup injury sites.

Diffuse axonal injury, a feature in blunt and blast TBI, consists of white matter damage characterized by disrupted axonal transport, axonal swelling, and axonal detachment. Common locations for diffuse axonal injuries are the cortical-medullary junction, internal capsule, and corpus callosum (Grujicic et al., 2012). Modeling studies suggested inertial cavitation as a possible TBI mechanism, with pressure wave interactions in the confined environment causing damage (Nusholtz, 1995; Nusholtz et al., 1995). This would be strongly dependent on local tissue geometry and mechanical properties (Estrada and Franck, 2014). However, other mechanisms potentially linked with the occurrence of diffuse axonal injuries are temporal evolution and spatial distribution of maximum normal and shear stresses within the brain.

Blunt Impact Trauma Mechanics

Traumatic brain injury is defined as damage to the brain resulting from an external mechanical force, such as during rapid acceleration or deceleration, crush, impact, blast, or penetration by a projectile. Brain injuries can occur by a variety of mechanisms and may result in lifelong physical,
cognitive, or psychological impairment. Closed-head injuries are a type of traumatic brain injury in which there may be significant relative displacement of the brain where the skull and dura mater remain intact (Feng et al., 2010).

Causes of impact related TBI include contusion of the brain from deformation or fracture of the skull, contusion from movement against interior an surface of the skull, or indirect contusion of the brain opposite the site of impact (Melvin et al., 1994). Upon impact, the skull can undergo large elastic or plastic deformation.

In contrast, impulsive loading will produce minimal deformation of the skull and the means through which TBI occurs is more subtle. Inertial mechanisms include cerebrovascular ischemia due to increased subdural pressure or occlusion, tissue stresses produced from motion of the brain relative to the skull, or hematoma from rupture of bridging vessels (Melvin et al., 1994).

**Blast Induced Traumatic Brain Injury**

It is important distinguish the physics of blast interaction with a body from that of blunt trauma. Blunt impact is characterized by a relatively long duration (>100 ms) generating large momentums and strains. In contrast, blast exposure typically has very short durations (<30 ms) resulting in low impulse and relatively small momentum transfer compared with blunt impact (Bass et al., 2012). Blast-induced brain injuries range from mild to serious or fatal trauma from primary blast impingement on the head in the absence of blunt trauma. Direct effects of the shock overpressure are known as primary blast (White et al., 1971).

An ideal blast wave is characterized by a sharp amplitude rise followed by an exponential decay below ambient pressure conditions and finally a return to the original unstressed state. From an initially undisturbed medium, a shock wave will evolve as a surface discontinuity across which velocity, temperature, and pressure gradients undergo nearly instantaneous change.

Unless substantially affected by interactions with its environment, an unconfined blast wave will generally expand spherically from its source and can be defined by its peak overpressure, positive overpressure duration, and impulse (Iremonger, 1997). These idealized waves are known as Friedlander-type, or free-field waves (Figure 1).

![Figure 1: Ideal Friedlander type free-field blast waveform](image-url)

However, when compressional shock waves interact with external objects, complex blast fields form including reflected pressure waves. As a blast wave enters a biological tissue, functionally a soft solid, high rate stress waves with longitudinal and shear components develop. Based on wave amplitude and speed, the impedance mismatches and extended duration can have devastating effects as the shock
passes through the tissue (Shridharani et al., 2012). It is likely that strain and strain rate both contribute significantly to injuries from blast exposure and that viscoelastic behavior plays an important role.

Cellular, behavioral, and neurocognitive dysfunctions have been empirically and experimentally linked as symptoms of blast TBI. Researchers have hypothesized that blast-brain injuries may be influenced by CSF cavitation, skull flexure, or rotational and translational head accelerations (Panzer, 2012; Panzer et al., 2011).

**Viscoelastic Material Characterization of Brain Tissue**

Multiple factors contribute to difficulty in consistently describing brain material mechanics. The neuroarchitecture of brain tissue is naturally inhomogeneous and anisotropic (Zhang et al., 2004). Neural tissue is notoriously difficult to test, especially in the human, as in vivo testing is challenging and the tissue deteriorates rapidly post mortem. Due to the low stiffness of brain tissue, large differences in measured material properties may occur when the tissue is no longer constrained by the cranium.

Computational simulations depend on accurate descriptions of the material properties of the brain, but to date, most of the data from published literature has been collected in vitro, at room temperature, leaving in vivo properties largely unexplored (e.g. Galford and McElhaney, 1970; Miller and Chinzei, 2002; Ommaya, 1968; Prange and Margulies, 2002; Shuck and Advani, 1972). Previously reported in vitro complex shear stiffness and relaxation values have been highly variable, spanning roughly three orders of magnitude (Chatelin et al., 2010; Cheng and Bilston, 2007).

This variation may partly be attributed to experimental technique and partly attributed to the brain’s substantial geometric complexity, which encompasses the presence of structures including meningeal layers, fluid filled ventricles, white and gray matter tracts, sulci, and gyri, all of which present unique challenges to ascertaining accurate mechanical response.

Differences in material modeling also likely contribute to variation. Selection of material model, as well as model constraints imposed, can significantly alter reported mechanical properties. This makes it difficult to directly compare findings. Therefore, consistent definition of material model simplifies comparison of interspecies differences in brain tissue mechanics.
Figure 2: While published literature is extensive, it is mostly limited to animal studies in vitro and there is little consensus among authors on the accuracy of material properties. Shear modulus values span demonstrate frequency dependence, is associated with strong viscoelasticity (adapted from Panzer, 2012).

Material / Mechanical Modeling of Brain Tissue

Characterizing the mechanical properties of soft tissue, in particular brain tissue has long been a concern among biomechanists. With advances in computational simulation, and a desire among researchers to create a single brain material model that fits most experimental results, this has been given even greater attention. Numerous constitutive equations have been proposed and historically, linear viscoelastic, quasi-linear viscoelastic (QLV), and non-linear viscoelastic models have been commonly used to describe the material response of biological tissues (Lucas et al., 2008; van Dommelen et al., 2006).

- Linear Viscoelasticity assumes that a material has a strain proportional to stress at any given time. The hereditary integral formulation for stress in linear viscoelasticity is given (Equation 1) where $\sigma$ is stress, $\varepsilon$ is strain, $\tau$ is a dummy integration variable, and the relaxation function $G$ is time dependent but independent of strain. (Estes and Mcelhaney, 1970; Galford and McElhaney, 1970; Miller and Chinzei, 2002).

\[
\sigma(t) = \sigma_0 + \int_0^t G(t - \tau) \frac{d\varepsilon(\tau)}{d\tau} d\tau
\]

(Equation 1)

- Quasi Linear Viscoelasticity incorporates time and strain dependence into a separable formulation between the instantaneous elastic function and the generalized relaxation function, \((\text{Equation 2})\). The instantaneous elastic stress ($\sigma^I$) commonly appears as a Fung non-linear form \((\text{Equation 3})\), where $A$ and $\beta$ are model coefficients. The relaxation function is usually a Prony series of exponential decay terms \((\text{Equation 4})\). When applied to materials with memory, this methodology allows for fitting of arbitrary strain and requires no step-strain input assumptions. (Darvish and Crandall, 2000; Urbanczyk et al., 2012; Wood, 2015).
Poroelasticity theories explain that because the brain is composed of hydrated tissue, a pure viscoelastic description would be limited given inherent coupling between deformation and hydrodynamic behavior. Poroelastic models are useful in examining long-time behavior and have tended to focus on neurosurgical applications (Cheng and Bilston, 2007).

Nonlinear viscoelasticity theory requires no a priori assumptions and can be used for any shear strain magnitudes and histories. (Equation 5 represents a fully nonlinear Green-Rivlin viscoelastic constitutive model, developed by Takhounts (1998). Nonlinear viscoelastic effects in the brain constitutive relation are important because they tend to be more accurate for finite deformations. Injury patterns predicted by nonlinear models permit the development of discontinuities in the form of shock or acceleration waves (Takhounts et al., 2003).

Regardless of the experimental outcome variable to be studied, the choice of material model and its inherent constraints influence variation and response curves in reported data. These models have varying degrees of complexity, each with its own advantages and challenges.

Classical Mechanics Testing and Experimental Design
Experimental models have used a variety of techniques and species to develop a reproducible model of trauma that exhibits anatomical, physiological and functional responses similar to those reported clinically. Standard experimental techniques including stress-relaxation, creep, and oscillation tests have been used extensively in the literature to determine necessary material properties in tension, compression, and shear.

In some of the first in vitro brain tissue investigations, Estes and McElhaney (1970) and Galford and McElhaney (1970) each conducted uniaxial compression stress-relaxation tests on human and monkey brain tissues at strain rates varying between 0.08 and 40 s⁻¹. Results showed substantial short-time relaxation and a log-linear relationship with compliance.

To characterize viscoelastic brain behavior under small strain, in vitro experiments used a dynamic frequency sweep, often in shear (Arbogast and Margulies, 1998; Garo et al., 2007). Nicolle et al., (2005) investigated variation within the corona radiata resulting in complex shear moduli of 2.1 – 18.7 kPa for a

\[
\sigma(t) = \int_0^t G(t - \tau) \frac{d\sigma^e}{d\epsilon} \frac{d\epsilon(\tau)}{d\tau} d\tau
\]  

(Equation 2)

\[
\sigma^e(\epsilon) = A(\epsilon \beta \epsilon - 1)
\]  

(Equation 3)

\[
G(t) = G_\infty + \sum_{i=1}^n G_n e^{-t/\tau_n}
\]  

(Equation 4)
range of 0.1 – 6310 Hz, but could not find conclusive evidence of anisotropy at small strain or strain rates.

Indentation with a spherical tip is another commonly used in vitro and in vivo testing method. Gefen and Margulies (2004) and Miller et al., (2000) performed experiments on porcine brain samples by performing oscillatory tests through a hole cut through the skull close to midline. In vivo results were comparable to trends in in vitro dynamic strain sweep.

**Diagnostic Imaging Derived Material Properties**

Motivated to find more accurate experimental approaches to measure physiological parameters and reduce the variability seen in in vitro characterization new imaging protocols were developed. Current diagnostic imaging modalities vividly demonstrate changes in brain anatomy with severe injuries (Munkeby and Lyng, 2004; Pickett et al., 2001), but in milder cases clinical imaging shows little or no evidence of pathology and is often uncorrelated with clinical outcome (Hammoud and Wasserman., 2002). Neuroimaging techniques such as MRI and CT can’t be used to measure material property changes, only to visualize anatomic changes. They also have practical limits of expense and radiation exposure.

Recently, successful studies with magnetic resonance elastography (MRE) have been used in vivo to estimate brain elasticity. However, this technique has limitations related to low spatial resolution, long acquisition time, the need for external mechanical coupling, transmission through multiple tissue layers and establishment of standing wave patterns for imaging. (Green et al., 2008; Kruse et al., 2008; Sack et al., 2008). Shear wave elasticity imaging (SWEI) provides an alternate, method of establishing accurate and biofidelic material properties for brain.

SWEI is an acoustic radiation force impulse (ARFI)-based ultrasound imaging technique able to sensitively, non-invasively and non-destructively assess qualitative and quantitative stiffness in vivo (Doherty et al., 2013; Sarvazyan et al., 1998). SWEI is used clinically in liver and heart tissue (Hsu et al., 2007; Palmeri et al., 2008) and has been explored experimentally in brain (Macé et al., 2011; Urbanczyk et al., 2015). It shows substantial benefit over previous methods to sensitively and specifically evaluate pathophysiologic changes in brain material properties in vivo, without disruption to living physiology.

**Shear Wave Elasticity – High Rate Ultrasound Imaging**

Ultrasound transient elastography by shear wave imaging uses a high rate ultrasound acquisition imaging system, which enables real-time visualization of transient shear waves propagating in the human body. Transient elastography techniques initially used external vibrators to generate motion, but evolved to use radiation force from focused ultrasonic beams. A burst of ultrasound is transmitted by a conventional probe and focused on a small zone of tissue causing a displacement. The generated shear wave propagates through the tissue and is detected via time-of-flight based reconstruction of ultrasonically tracked data (Palmeri et al., 2008; Pinton et al., 2006). After shear wave speed estimation, the relationship between shear wave speed and underlying tissue properties can be inferred. Under a linear, isotropic approximation the shear modulus ($\mu$) is simply defined in terms of wave speed ($c_T$) and density ($\rho$).

$$c_T = \sqrt{\frac{\mu}{\rho}}$$

(Equation 6)

The potential of this technique to estimate the anisotropy of brain mechanical properties is explored in Macé et al., 2011 and Urbanczyk et al., 2015. However, as the viscosity is non-negligible in the brain, one should keep in mind that the magnitude measured by SWEI is the group shear velocity.
Even though linearly propagating low amplitude shear waves are routinely visualized, the detection of large amplitude shock shear waves is challenging due to the difficulties associated with visualizing the sharp shock profile. High frame-rate acoustoelasticity techniques are capable of accurately measuring tissue properties across a broad range of frequencies (Gennisson et al., 2007). Shear wave propagation can be observed throughout the entire imaging plane and a high frame-rate movie of elastic displacement is generated with the same imaging versatility of a conventional diagnostic ultrasound scanner (Pinton et al., 2009). The technique can measure rapid and transient large amplitude motion at large depths in the brain and provide insight into the immediate biomechanical response to trauma.

**Nonlinear Wave Propagation in Neurological Tissue**

The nonlinear behavior of longitudinal waves in fluids or solids is well established from a theoretical and experimental point of view (Hamilton and Blackstock, 1998). By comparison, the detection of shear shock waves remains relatively unexplored. Most biological systems exhibit time-dependent or viscoelastic behavior, with some non-negligible dissipation and dispersion occurring naturally (Pohlhammer and O’Brien, 1980). The effects of dispersion, dissipation and the distance of propagation alter wave profiles, complicating analysis.

In nonlinear wave equations, the superposition principle does not generally apply. They are more difficult to analyze mathematically and no general analytical method for their solution exists. Nonlinearity is introduced by expansion of the stress-strain relation, taking into account large particle velocities and strains. The strain-energy density for a weakly nonlinear elastic regime and for incompressible isotropic solids can be written as:

\[
W = \mu I_2 + \frac{1}{3} A I_3 + D I_2^2
\]  

(Equation 7)

where \(\mu, A,\) and \(D\) are the second, third, and fourth order elastic constants and \(I_2\) and \(I_3\) are second and third order strain invariants (Hamilton et al., 2004). This formulation permits separation of effects of nonlinear shear deformation when compressibility is negligible. Adapting nonlinear acoustics techniques to nonlinear shear waves, Pinton et al., (2010) studied the reflection of shear shock waves and determined that they do not always follow the Snell-Descartes law of reflection. Instead, the shock will have an angle of reflection different from the angle of incidence, with an amplitude several times larger than the incident wave.

Third and fourth order elasticity has previously been modeled for several wave polarizations (Wochner et al., 2008), and for anisotropic conditions (Destrade et al., 2010). With simplifying assumptions, the equations of motion can express particle velocity as a scalar equation to model shear shock waves in polarized geometry (Pinton et al., 2010).

\[
\frac{d^2v}{dxdt} = \frac{c_T}{2} \frac{d^2v}{dx^2} + \frac{\beta}{3c_T^3} \frac{d^2v^3}{dt^2}
\]  

(Equation 8)

For shear waves, the nonlinearity observed in high amplitude transverse waves at \(f_0=100\) Hz results in the generation of odd harmonics \(3f_0, 5f_0\), meaning that nonlinearity is cubic, instead of quadratic (Jacob et al., 2007).

**Analytical Shear Shock Wave Solutions**

In elastic media - The normal stress components are continuous across a transverse shock while the shear stress component undergoes a discontinuous jump of finite amount. Chu, (1967, 1964) examined an incompressible perfectly elastic material occupying an infinite half-space. The author proposed that a material initially in the state of a homogeneous strain and in static equilibrium will
eventually transform into a transverse shock in the course of propagation and that the square of the wave speed is a monotone increasing function. Currie (1972, 1971) expanded this result for certain classes of elastic materials, in a state of arbitrary homogeneous strain, two purely transverse shock waves of arbitrary strength can propagate in every direction.

In non-linear viscoelastic media – Shocks of arbitrary intensity can be generalized to materials with memory. The presence of memory does not negate the jump across a shock wave of small intensity, but viscoelasticity is commonly expected to have a decaying effect on stress (Coleman and Gurtin, 1966), but may interact with shock formation. In nonlinear viscoelastic media, transverse wave solutions are possible where the fourth elastic modulus is positive (Jordan and Puri, 2005b).

Experimental Observation of Nonlinear Wave Distortion

About two decades after theoretical predictions of the existence of shear shock waves, Catheline et al., (2004, 2003) reported results of an experimental study in which a transverse shock wave was observed in agar/gelatin phantoms using a high-rate ultrasound scanner. The authors showed shock formation over a distance of a few wavelengths for a linear 100 Hz input. They compared their experimental data to predictions from a modified Burger’s model. The stress-strain relationship was expressed as:

\[ \sigma = E\varepsilon + \gamma\varepsilon^3 - \eta \frac{d\varepsilon}{dt} \quad \text{(Equation 9)} \]

The slope of the displacement field steepens for both positive and negative values as a consequence of symmetry with the propagation direction (Figure 3A). As predicted by theory, for such a wave one can observe odd harmonics at 100, 300, 500 Hz in the velocity power spectral density (Figure 3B) (Jacob et al., 2007).

Figure 3: (A) Nonlinear displacement profile and (B) corresponding power spectrum for development of a shock front waveform in a porcine brain/gelatin phantom.
Material Characterization of Porcine Brain by Shear Wave Elasticity Imaging

Experimental validation provides the internal properties needed to modulate behavioral response in computational simulations. They depend on accurate descriptions of the brain, but previously reported in vitro complex shear stiffness and relaxation values have been highly variable, (Chatelin et al., 2010; Cheng and Bilston, 2007), and in vivo properties have been left largely unexplored. Variation may be attributed to experimental technique and to the brain’s substantial geometric complexity, which encompasses the presence of structures including meningeal layers, fluid filled ventricles, white and gray matter tracts, sulci, and gyri, all of which present unique challenges to ascertaining accurate mechanical response. Selection of material model, as well as with the influence of constraints imposed by that model, can significantly alter reported mechanical properties. Significant structural and functional diversity has motivated finding more accurate experimental approaches to measure physiological parameters.

This study develops a novel application of shear wave elasticity imaging (SWEI) to assess porcine brain tissue shear modulus in vivo. SWEI is a quantitative ultrasound technique that has been used here to examine changes in brain tissue shear modulus as a function of several experimental and physiological parameters. Animal studies were performed using two different ultrasound transducers to explore the differences between physical response with closed skull and open skull arrangements. In vivo intracranial pressure (ICP) in four animal subjects was varied over a relevant physiological range (2-40 mmHg), and was correlated with shear wave speed and stiffness estimates in brain tissue. I found that stiffness does not vary with modulation of ICP (Figure 4A). Additional in vitro porcine specimens (n=14) were used to investigate variation in brain tissue stiffness with temperature, confinement, spatial location, and transducer orientation. I found a statistically significant decrease in stiffness with increased temperature (23%) (Figure 4B) and an increase in stiffness with decreasing external confinement (22 - 37%) (Figure 4C).

This study demonstrated the feasibility of using SWEI to characterize porcine brain tissue both in vitro and in vivo. Our results underline the importance of temperature and skull derived boundary conditions on brain stiffness and suggests that physiological ranges of ICP do not significantly affect in situ brain tissue properties. SWEI allowed for brain material properties to be experimentally-characterized in a physiological setting and provides a stronger basis for assessing brain injury in computational models.

Figure 4: Shear modulus is significantly decreased at physiological temperature compared to ambient but varies neither between cerebral and cerebellar lobes, nor between sagittal and coronal planes within each region. Removing the brain from skull confinement increases tissue stiffness (Urbanczyk et al., 2015).
Optimization and Validation of Fractional QLV for Brain Shear Testing

Substantial physical and material complexity of the brain is often overlooked in favor of a homogenous, isotropic representation. While series and parallel combinations of springs and dashpots can provide a useful description of the viscoelastic properties, biological tissues exhibit more complex behavior that cannot all be accounted for by these discrete models. Brain displays non-exponential time-dependent behavior in creep and stress relaxation that vary as a power-law.

The strain response of a fractional order element is seen to be intermediate between the step and ramp responses for the simple elastic and viscous fluid models. Fractional order differentiation provides an adjustable material memory parameter for describing the stress/strain behavior of viscoelastic materials (Podlubny, 2001). Fractional order derivative operators are non-local, meaning that all the past values of the function are required to compute the fractional derivative at any time step (Libertiaux and Pascon, 2009). These operators make good tools for modeling hereditary materials.

This study used a novel fractional derivative quasi-linear viscoelastic (QLV) model to provide an accurate, computable and efficient model for brain. The new material model for arbitrary strain / time histories combined a fractional order QLV model with an non-linear instantaneous elastic function (Equation 3) and a Mittag-Leffler (Equation 11) based relaxation function (Equation 10) derived from a fractional three-parameter solid, as in Figure 6 (Urbanczyk et al., 2012).
The Mittag-Leffler QLV function is governed by five model parameters \((\beta_1, \rho_1, E_3, \alpha, \beta)\). Numerically, this relation was solved as the additions of long term behavior to the summation of local behaviors, with each part its own integral relation (Urbanczyk and Bass, 2012). Experimentally, time, displacement, and force histories were recompiled from brain indentation and rheological testing. The fractional QLV model was used to fit compressional and torsional step stress relaxation data and optimize the five model parameters. An annealing algorithm was used to ensure that the global optimum was found.

The fractional QLV model significantly reduces the number of necessary parameters from the complex, coupled, Green-Rivlin model (Takhounts et al., 2003) and is more functionally robust than a Prony series QLV analysis (Darvish and Crandall, 2001) based on exponential relaxation behavior. It is better able to estimate both peak (short times) and long term behavior well, and requires far less experimental overhead or \textit{a priori} material parameter estimation. This model improves accuracy and versatility over alternative models and will be able to incorporate non-isotropic, inhomogeneous behavior.

\[
G_\alpha(t) = E_3(\beta \rho)^\alpha \left[ \frac{1}{(\beta \rho)^\alpha} + \frac{(\beta \rho)^\alpha - 1}{(\beta \rho)^\alpha} E_\alpha[-(\beta \rho)^\alpha] \right] \tag{Equation 10}
\]

\[
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)} \tag{Equation 11}
\]
Figure 7: Recompiled displacement and force histories for a two-step shear stress relaxation test, used to optimize parameters for the fractional QLV model. The model estimates both peak (short times) and long term behavior well.
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Tasks Matched to Initial MURI Efforts

Task A. Examine the multiscale physics of blast wave transmission to the brain.


Brain tissue properties, including the properties in vivo have been published by Urbanczyk et al (2012). These properties include the effect of rate and in vivo confinement. Validation data including porcine, ferret, mouse and rabbit and human cadaver response have been studied in this project (Shridharani, 2012, Wood, 2012 unpublished, Yu, 2012 unpublished). The MURI collaboration has substantial (DTI) Diffusion Tensor Imaging (DTI) data from ferrets which may be used to compare hypotheses and support scaling to human results.

Principal results include:


Brain material models have been developed that more provide more biofidelic high rate relaxation. This formulation is based on a fractional order viscoelastic model of the form shown in Figure 8.
This formulation has substantial advantages for soft tissues. It is more computationally efficient than the Green-Rivlin formulations and provides satisfying theoretical characteristics. It is more compact, directly models power law behaviors with fewer parameters. The formulation is capable of optimizing parameters well at either peak or for long time durations in which relaxation occurs preferentially at short or long times (Figure 9). The single stress optimizations used provide good values for multi step stress predictions which have been previously difficult for typical linear or quasilinear viscoelasticity (Figure 10).
Figure 9. Fractional viscoelastic model for brain tissue showing good fit for both short time (ramp) and long time (relaxation)

![Model Fit (Overall)](image)

Figure 10. Multi step fractional viscoelastic model fit, previously only possible with Green-Rivlen models (Takhounts, 2002)

2. Computational model (strain map) of ferret correlates well with ferret injury giving injury criterion for stress/strain that correlates well with the actual injuries seen in the ferret model (Panzer, 2012, 2013)

Model

Model geometry was based on a CT scan (0.1875 x 0.1875 x 0.625 mm voxel size) of an adult male ferret (mass = 1.2 kg) from the group of specimens tested by Rafaels et al. (2012). The CT data was segmented into soft tissue (Figure 11, A) and bone (Figure 11, B) using Avizo 7.0 (Visualization Sciences Group, Berlin, Germany). The initial “rough” phase of tissue segmentation was done by automatically distinguishing the tissue type of each voxel based on a threshold of -200 to 300 Hounsfield Units for soft tissues and above 300 Hounsfield Units for bony tissues. A second “fine” phase of segmentation was done by manually cleaning each slice of the CT (removing voids and speckles associated with automated segmentation) and smoothing out features too small for modeling. Surface meshes were generated from the segmented tissues in the CT scan (Figure 11, C) and exported into Hypermesh (v11.0; Altair Engineering, Troy, MI) for finite element mesh generation. The ferret surface geometry was oriented such that the ferret’s mid-sagittal plane was on the global YZ-plane, and the line formed between the ferret rhinion (lower end of suture between the nasal bones) and opisthion (midpoint of the lower border of the foramen magnum) was parallel to the global Y-axis.

Panzer et al. (2012) demonstrated that tetrahedral meshes were not suitable for blast modeling with nearly incompressible biological tissues. Therefore, automated mesh generation algorithms (based on tetrahedral elements) were not used to discretize the ferret head. Instead, the mesh was created manually (a tedious and time-consuming task). This process involved the accumulation of an extensive series of solid meshes created by extruding the surface of a previously created solid mesh. Element extrusions were designed to conform to the anatomical surface geometry and to preserve nodal connectivity throughout the model, but this caused their topology to become increasing
complex. For this reason, the brain mesh was generated first to ensure that its mesh consisted of high quality elements. Following the brain, mesh creation progressed to the skull and vertebra, and finally the soft tissue mesh. The complex anatomy of the structures within the ferret head resulted in compromises between the model geometry and the element size and quality, mainly in the complex soft tissues around the jaw and ear canal. Finally, the ferret head mesh was smoothed using the GETMe algorithm (Vartziotis and Wipper, 2011) to maximize the overall quality of the mesh. Surface and edge nodes were constrained during the smoothing process using quadratic functions (Yin and Teodosiu, 2008).

Figure 11: Isosurface representations of segmented tissues of the ferret CT for exterior soft tissue (A) and skull (B). A medial view of the surface meshes for the interfaces of various tissue types generated from the segmented CT (C).

The final ferret head mesh consisted of CNS (brain and spinal cord), CSF, skull, vertebrae, and soft tissue. Only one side of the head was meshed because the blast loading in this study and the geometry of the ferret was symmetric about the mid-sagittal plane. The CSF layer was selected with a thickness of approximately 0.5 mm, and provided a fluid interface between the CNS and the skull and vertebra.

The peak principal strain distribution in the ferret brain was consistent for all levels of shock tube simulations, and differed greatly from the distribution of peak pressure. The highest values of tissue strain were observed in the hindbrain, midbrain and spinal cord (Figure 12). Peak principal strains in the hindbrain and midbrain were 40 – 75% higher than in the parietal or frontal lobes. Unlike the
distribution of peak pressure, there was relatively low strain in the frontal and parietal cortex. In contrast, the human head model had the highest strains at the CSF interface.

![Typical distribution of the peak principal strain predicted in the ferret brain.](image)

**Figure 12:** Typical distribution of the peak principal strain predicted in the ferret brain.

3. **Comparison with blast injury results**

For the shock tube tests of Rafaels et al. (2012), gross examination found subdural and subarachnoid hemorrhages in the non-surviving specimens, often in areas on and adjacent to the brainstem (Figure 13). In all specimens that presented with some degree of hemorrhage, the most frequent sites of injury were on and around the brainstem, followed by the ventral surface of the brain and the area around the dorsal junction between the cerebrum and the cerebellum. Remarkably, these injury sites correspond with the predicted areas of high strain in the ferret FE model. Petechial hemorrhages were located on the frontal lobe of five of the 64 specimens. These injuries correlated with the sites of high brain pressure response.

Histological staining was done on coronal slices of the injured ferrets for the presence of axonal injury (β-amyloid precursor protein; β-APP) and neurofilament damage (a monoclonal mouse anti-neurofilament-midsized-antibody; RM014). Positive staining for β-APP and RM014 was found throughout the cerebrum and brain stem. Common sites for positive results from both stain types in the midbrain included the corpus callosum, corona radiata, at the border of ventricles, and at the interfaces between gray and white matter in the midbrain (Figure 13, A). The sensory and motor tracts of the brain stem (Figure 13, C) and the cerebellum (Figure 13, E) were also areas of common positive staining. The hippocampus and thalamus were areas that were only positive for β-APP, and the cerebellar peduncle was only positive for RM014.

Post-hoc comparison of the histology results with the FE model results at the same level of coronal section showed excellent correlation between the peak predicted strain distributions and the common areas of positive staining. The FE model predicted large strains to occur in areas that correspond with the corpus callosum and the corona radiata (Figure 13, B), the cerebral peduncle, the sensory and motor tracts, and the thalamus (Figure 13, D), and the cerebellum (Figure 13, F). Peak pressure distribution did not correlate with the histological results.
Figure 13: A post-hoc comparison of the frequent areas of positive staining for βAPP (blue regions), RM014 (red regions), or both (blue and red striped regions) in blasted ferrets (left) to the peak predicted strain distributions in the ferret FE model (right). Coronal section taken at the midbrain (A and B), 8 mm inferior to bregma (C and D), and at the cerebellum (E and F) (Photos adapted from Rafaels, 2011).

Isolines were generated from the contour plots using values corresponding to the 50% injury risk of the Weibull model fits. For example, the 50th percentile peak principle strain metric having a value of 1.61% corresponded to the 50% risk of apnea.

The isolines were plotted for blast pressure and duration load, below, and compared with the 50% risk curves developed by Rafaels et al. (2012). The phenomenological-based risk curve for mild bleeding had no significant duration dependence (only pressure dependence), and a similar finding
was reached with both the pressure-based and strain-based injury risk curves (below, A and B). Both pressure-based and strain-based risk curves were within the 95th percentile confidence bands of the phenomenological risk curve. However, only the strain-based injury risk curves were in good agreement with the injury data for moderate bleeding and apnea, and within the confidence bands of the phenomenological-based risk curves. The pressure-based injury risk curves did not capture the durational dependence of the moderate bleeding or apnea injury responses of the in vivo data. The poor correlations of the curves based on the peak brain pressure metric to the injury data for moderate brain bleeding and apnea response suggest that the injury mechanisms at the tissue-level are not associated with peak ICP.

Principal results include:

4. Measured brain material properties strongly depend on boundary conditions (in vivo vs excised tissue). This study assessed in vivo and in vitro brain mechanical properties using shear wave elasticity imaging (SWEI) in a minimally invasive technique to track acoustic radiation force impulse (ARFI) induced shear waves in a porcine brain model. Results from this study suggest that the new techniques for estimation of the ARFI shear wave speed, elastic shear modulus and viscoelasticity of the white matter are robust across experimental condition and variation in acoustic input. Experimental white matter testing using ARFI with in vitro brains at 20°C yielded a shear modulus of 3.03±0.87kPa while brains in a water bath at 37°C yielded a shear modulus of 1.06±0.37kPa. This dramatic difference in material properties has implications when modeling brains in vivo. We have further developed a novel viscoelastic modeling technique based on fractional calculus (Urbanczyk, 2012) that extends current concepts in quasilinear viscoelasticity across many orders of strain rate.
Figure 3: B-mode ultrasound image of porcine brain *in vivo* (A). ARFI imaging uses high-intensity, short-duration pulses to generate local displacements in tissue on the order of $10\mu$m (B). The colormap allows us to visualize peak displacements as a function of time and lateral position (C). An iterative method with a 3D fit-plane regression is used to reconstruct shear wave velocity (D) (Urbanczyk, 2012).

5. *Human and ferret models have been developed and hypotheses investigated on blast phenomenology.*

We developed a detailed model of the human head (Figure 14) for the simulation of the brain's response to a wide range of real-world threats. For our model, the mesh could be spatially resolved to capture the high-frequency waves associated with blast: the shock wave from a free-field blast has relevant frequency content up to 40 kHz. We found that when wave propagation is considered important in an FE model, the mesh should be six to ten elements per wavelength in order to reduce numerical dispersion. At ten elements per wavelength, the current air and head mesh sizes could effectively propagate pressure waves with frequencies up to 18 kHz in air, and 140 kHz in brain tissue without accumulating significant numerical dispersion.
a. **Brain Response to Blast**

Over the wide range of blast conditions simulated, the maximum pressure levels within the brain were primarily dependent on the overpressure conditions of the blast wave. The insensitivity of pressure response to the blast duration was likely because the speed of sound in the skull and brain are much higher than that of air. The higher sound speed propagated pressure away from the impact site faster than it was loaded, as evidenced by the 0.8 - 1.2 ms pressure pulse in the brain compared to the 1.0 – 8.0 ms pressure pulse of the blast. The length of the overpressure pulse in the brain tissue is likely an important consideration for *ex vivo* tissue studies attempting to replicate the internal conditions of blast exposure.

The deviatoric response of the brain was driven largely by skull deformation and not head motion (i.e., rigid body inertia), confirming previous computational results. Strain developed mainly in the cerebral cortex as the tissue deformed relative to the vibrating skull. Decreasing the radial coupling between the brain and the skull (via CSF cavitation) increased the lag between the brain and skull and augmented strain levels. It is important to consider that maximum stresses and strains occurred after the initial shock wave passed through the head. Many FE models did not run the simulation past 2 ms (Moore et al., 2009; Nyein et al., 2010; Taylor & Ford, 2009), only capturing the response of the brain during the incident wave and not the response caused by the coupling between the brain and the flexing skull. If high-rate strain response from skull deformation following blast exposure is the primary mechanism for blast TBI, then it is critical that models are simulated long enough to capture these effects.

The skull deformation was primarily of the 1st mode of flexure, which had a natural frequency of approximately 305 Hz when the brain coupled with the skull and 169 Hz when CSF cavitation caused the brain to decouple. No evidence of localized skull flexure (skull ripple), as initially reported by Moss (Moss, 2010), was seen in the simulations despite the plane-strain model being more susceptible to this type of deformation than an ellipsoid. The difference may be from the inclusion of a skin layer over the skull. The skin likely attenuates pressure waves at the skull, and disperses the loading area so that the shock load is not concentrated locally on the skull. Regardless of these differences, it is apparent that skull deformation plays an integral role in the loading of the brain during blast exposure. There is a need for empirical data on the deformation of human skulls exposed to blast loading to validate the skull mechanics in computational models.
Minimizing skull deformation may be an important consideration for improving helmet design in blast. The results of this study suggest that reducing the total impulse transferred to the head will reduce the amount of strain developed in the brain. Military helmet design strategies similar to those used in helmets designed to mitigate blunt impact forces (increased helmet-head standoff, energy-dissipative padding, etc.) are likely to reduce the skull deformation in blast. In a parametric study on helmet padding design for blast brain response, Panzer et al., (2010) found that low-density crushable helmet padding best dissipated the energy transferred from the helmet to the head, and this resulted in lower brain strain.

b. Effects of cerebrospinal fluid (CSF) cavitation
CSF cavitation has long been hypothesized as a cause of brain injury in both automotive head impacts and blast impacts. However, it remains unclear whether CSF cavitation occurs during these impact events and at what tensile pressure levels. In laboratory conditions and devoid of nucleation sites, the cavitation pressure of water (by stretching) ranged from -100 kPa (aerated tap water) to -20 MPa (de-gassed distilled water). Fluid cavitation pressure is dependent on a number of factors including temperature, surface tension, dissolved gas, presence of particles and nucleation sites. Since the constituents of CSF differ from water, the pressure level at which CSF cavitation will occur may not be the same as water. Most lab studies on cavitation include dissolved gases and electrolytes. CSF, like plasma, also includes dissolved proteins albeit far fewer than plasma. Additionally, structures in the subarachnoid space may provide some tensile support that would alter the effective cavitation threshold of the CSF.

The results of this study indicate that the presence of CSF cavitation at -100 kPa has a substantial impact on the response of the brain in more severe blast conditions (Figure 15). Wardlaw et al., (2010) reported on the possibility for CSF cavitation to occur in blast using a 3D ellipsoid head model. In conclusions similar to this study, they found that the periodic formation of CSF cavitation and collapse was related to skull deformation. However, they did not quantify the effect of CSF on the mechanics of the brain. This project found that in addition to creating localized regions of high pressure when the CSF cavitation collapsed (the mechanism for traditional cavitation damage), the presence of CSF cavitation allowed the brain to decouple from the skull resulting in an increase in brain strain. CSF cavitation also occurred early in the simulation because of the inertial and deformational effects between the brain and skull, and not during the negative pressure phase of the blast as previously hypothesized.

CSF cavitation may also play a role in damaging deeper neural tissues. The periventricular tissues experienced higher levels of strain when CSF cavitation occurred in addition to the elevated levels of pressure from cavitation collapse. Periventricular white matter changes are commonly seen on MRI scans of persons with Alzheimer’s disease and diffuse radiation injury of the brain. MRI changes in periventricular areas are also seen in vascular disease, even in the absence of clinical signs of disease. Migraine headaches are also associated with these periventricular changes. In this model, results show greater potential for tissue damage at anatomic locations that are with relatively poor blood supply compared to other brain regions.
Figure 15: Comparison of the distributions of peak von Mises stress (top) and shear strain (bottom) between the non-cavitating (left) and cavitating (right) models for the 500 kPa / 4 ms blast condition (Panzer, 2012)
c. Potential Injury Mechanisms

All pressures measured in the brain in various experimental efforts and computational efforts were much lower than the hydrostatic threshold for cell death (approximately 100 MPa) measured in bacterial and mammalian cells, even in the most severe conditions simulated. This would indicate that either pressure is not an injury mechanism for brain tissue in blast, or that a pressure-based injury criterion will include rate effects that would decrease the tissue threshold from the hydrostatic criterion.

Maximum pressure levels within the brain were primarily dependent on the overpressure conditions of the blast wave, even in the presence of CSF cavitation, implying that if pressure was the only injury mechanism of brain tissue, then TBI should not depend on blast duration or impulse. This would be unlike short-duration pulmonary blast injury criteria where injury risk is strongly associated with both peak overpressure and duration. Furthermore, our recent experimental results using a thoracic-protected ferret model exposed to a wide range of blast conditions has shown strong exposure duration dependence for moderate/severe meningeal bleeding, apnea, and fatality. By considering these animal tests along with the findings of this study, it would suggest that brain tissue pressure was not the sole injury mechanism for moderate to fatal brain injuries. The model predicted brain tissue strain would increase with blast impulse, which agrees with the results found by Raafels if the brain injury mechanism was strain-based. However, peak strain levels predicted in the tissue were typically much lower than strain levels thought to be associated with injury thresholds. Bean and Meaney found electrophysiological impairment in axons of a guinea pig optic nerve model at a threshold of 18% strain. Elkin and Morrison reported a cortical cell death threshold between 10 and 20% strain in organotypic hippocampal slice cultures in addition to finding an increase of injury with strain rate. Given the relatively low levels of strain for nearly all blast conditions simulated, a rate-dependent, strain-based injury mechanism is the likely source of brain injury.

An additional point to note is that this discussion on injury mechanism only considers moderate and severe TBI based on our work (Raafels, 2011). This study is extending models to a wide range of peak overpressures and durations (or impulses) to investigate the hypothesis that the injury mechanisms responsible for gross injury of brain tissue in blast are not the same as mechanisms that are responsible for mild TBI. This is especially important in the context of regional differences in both material properties and characteristic injury thresholds shown by Duke researchers and MURI partners at Penn and Columbia.
Use computational methods for interspecies scaling of the blast wave through the mammalian brain.

Interspecies Scaling:

We have made substantial progress in understanding physical scaling of blast, applicable from cell cultures through human scales, including publications on the validation of the numerical models for blast in Panzer et al (2012), Panzer et al (2011), and experimental scaling results in Bass et al (2012), Rafaels et al (2012), currently unpublished animal results by Yu et al, Wood et al and Rafaels et al and recent results presented at the National Neurotrauma society meeting (Panzer et al, 2012a).

Animal models are essential for elucidating physical and physiological consequences of blast. Such animal model tests have been conducted on a wide size range of animal species (Figure 16), from mice through pig, though most of the research has focused on rodents such as mice. For these experimental models, scaling from the animal model to the human is the essential conundrum, especially with small rodent models in which there are considerable anatomical and physical differences with humans. Failure to understand the relative scaling may make experimental models inapplicable to the actual human blast scenarios and pathophysiology. This scaling may involve many variables, accounting for large differences in comparative neuroanatomy with vast differences in gray matter/white matter ratios (Bell, 2008), and critical differences in underlying physiology (e.g. Bass, 2012). Interspecies differences in CNS tissue layer may also be relevant as we do not adequately understand the implications of murine cortical biomechanical properties compared to a ferret or human six layer cortex.

Figure 16: Relative brain size of typical blast TBI animal model species (adapted from the Wisconsin Brain Collection and Panzer, 2012)

All animal TBI models can only approximate the intra-cranial biophysics and subsequent pathophysiology of blunt or blast injury to humans. Animal models are limited by possible differences in biomechanical properties of neuronal tissues, physiological differences, and obvious anatomical differences. To mitigate the risk of substantial anatomical differences between humans and animal models, human cadaveric models may be used to determine anatomical response, though cadavers may have altered postmortem biomechanical properties and lack post-injury physiological response. In the last year, this project has collected high rate intracranial pressure and response data from human cadavers to validate human models and to provide physical scaling principles (Wood, unpublished).

To make use of injury risk assessments and pathophysiological correlates in animal models, scaling is essential. Such scaling derives the physical relationship between an exposure to an experimental animal model and an equivalent exposure to a human, perhaps in terms of blast wave...
characteristics such as pressure, duration or impulse. These scaled mechanical parameters may be associated with an animal injury to determine the equivalent blast exposure for a human. Scaling is a vital component for establishing robust and functional human blast injury criteria and helping define exposure tolerances for occupational safety and personal protection design. The fundamentals of this crucial scaling relation for blast TBI are unknown and are urgently needed.

The most widely used scaling law for blast was developed at the Lovelace Foundation for pulmonary injuries using a mathematical lumped-mass model of a mammalian thorax and abdominal cavity (Bowen, 1965). Bowen used a simple dimensional analysis to compare the internal lung pressure response between animals (and by assuming both tissue density and tissue moduli were constant across species). Bowen’s model reduced to a simple dimensional scaling procedure for the positive-phase overpressure duration based on the cube root of the ratio between body masses:

$$\Delta t_{\text{scaled}} = \lambda \Delta t \quad \text{where} \quad \lambda = \left(\frac{M_{\text{ref}}}{M}\right)^{1/3}$$

Equation 1

where $\Delta t$ and $M$ are the positive-phase duration and body mass of the exposed animal model, and $\Delta t_{\text{scaled}}$ and $M_{\text{ref}}$ are the positive-phase duration and body mass of the human. This method scales the duration of the blast and not the amplitude of the overpressure, and is essentially a length scaling between species assuming a spherical body shape. Remarkably, the scaling law developed for pulmonary blast injuries is identical to those developed for automotive blunt impacts.

This approach was thought to account for the variation of chest wall thickness between species for short duration blast (< 30 ms), where overpressure duration has a substantial effect on the peak overpressure tolerance (Bass, 2008). The physical or physiological mechanism of this pulmonary blast scaling is still unknown. Bowen found this pulmonary scaling law did not apply equally to all mammals, and that species appeared to fall into two distinct groups described as “small” animals and “large” animals. “Small” animals (mouse, rat, guinea pig, rabbit) had a significantly lower pulmonary blast tolerance than “large” animals (monkey, cat, dog, goat). This difference was not reflected in the pulmonary scaling law and was attributed to average lung volume to body mass ratio. Differences in pulmonary scaling between large and small animals may depend in part on physiological differences. Murine respiratory rates are extremely high relative to humans. Further, murine lungs default to open whereas mammalian lungs tend to collapse. This physiological difference allows mice to breathe rapidly with less energy expenditure. Based on the pulmonary blast injury scaling laws, Bowen was later able to compile Lovelace’s “large” animal blast injury data into a human primary blast pulmonary injury criteria based on a reference mass of a 70 kg human. This injury criteria was later modified to include a greater number of experimental results for short duration blast (Bass, 2008), long duration (Rafaels, 2011), and repeated blast exposure (Panzer, 2012b).

For human blast brain injury criteria, the establishment of a definitive scaling law has been hampered by the lack of test data across a wide range of species in comparable blast conditions save the rabbit and ferret data of Rafaels, the recent porcine test data of Shridharani (2012), and unpublished cadaver response data of Wood et al from this project. We are further seeking human blast-only epidemiology data in situations where the torso is protected from past and current conflicts to verify these animal models. It is important to consider the potential for exposure scaling when designing animal injury models; experimental tests should be representative of real-world exposures. For instance, most rodent models have been tested in compressed air driven shock tubes, resulting in blast exposures with relatively low peak incident overpressures (less than 250 kPa) but large overpressure durations (greater than 10 ms). If the applicable scaling law for blast TBI is the Bowen pulmonary or automobile brain scaling from Equation 1, the corresponding scaled blast duration for a 70 kg human would be seven times that of a 200 gm rat, making the equivalent human exposure for typical rodent blast TBI experiments large charge sizes of greater than 20,000 kg TNT or nuclear blasts. In contrast, real-world exposure of typical IEDs composed of stacked artillery shells produces overpressure durations less typically than 10 ms.
As with the pulmonary scaling law, there is a strong likelihood that factors associated with neuroanatomy and physiology will be important for blast brain injury scaling. These factors include mass (body, head, or brain), skull dimension or thickness, the ratio of grey to white matter, relative sizes of brain structures such as the amygdala and hippocampus, position and sizes of ventricles, thickness of the cerebrospinal fluid, etc. Furthermore, human blast brain injuries may not scale from all species, and scaling may be limited to animal models whose brains share anatomical features with humans (lissencephalic versus gyrencephalic brains). Ideally, scaling would be based on physical or physiological factors required to injure the brain such as equivalent stress or strain on similar brain structures.

In addition to brain mass other mechanical and structural factors likely contribute to brain injury response from blast. Skull dimensions or thickness likely have an effect as resonant frequency decreases with skull size. Absolute and relative skull thickness is also known to vary between species and will effect blast wave transmission to the brain tissue. Structural differences within the brain such as grey/white matter ratio and relative brain structure size can change the overall mechanical behavior of the tissue and therefore the biomechanical response to blast. Of special interest is the surface structure of the brain (lissencephaly, gyrencephaly) and scaling may be limited to animal models with similar features to the gyrencephalic human brain.

This project has combined physiological data (bleeding and apnea results) from multiple species with physical and finite element modeling data presented at the recent National Neurotrauma Society Meeting (Panzer, 2012) and slated for presentation at the upcoming Biomedical Engineering Society Meeting (Wood, 2012) to produce estimated intraspecies scaling. These principles assume that injurious stress levels are invariant across species. This assumption is being tested using mouse and ferret cell models.

The work of Duke (Panzer, 2012 and Wood, 2012) focuses on the development of a framework for scaling blast dose in an animal model to a human for equivalent biomechanical response. Scaled finite element modeling of a simplified replica skull/CSF/brain model has investigated differences in peak pressure and strain in the brain according to brain size for responses to blast pressure, duration and brain mass as

$$\frac{X_2}{X_1} = \left( \frac{P_2}{P_1} \right)^\alpha \left( \frac{T_2}{T_1} \right)^\beta \left( \frac{M_2}{M_1} \right)^\gamma$$

Results (Figure 17) have shown that increases in blast pressure lead to increases in both brain pressure and strain. However, increasing blast duration results in an increase of brain strain only. These simulations have shown that smaller heads exhibit a slightly higher brain pressure but dramatically higher stress/strain behavior for the same blast condition. The increase in brain strain was found to be roughly 50% when halving the head size. A scaling model fit determined a duration dependence upon brain mass to approximately the 0.25 power as seen below.

$$T_2 = T_1 \left( \frac{M_2}{M_1} \right)^{0.248}$$
Based upon typical brain mass for common blast testing animal models the appropriate duration scaling factor by species (Figure 18) and scaled apnea response for human exposure (Figure 19) are shown. It is important to emphasize that much of the animal model blast research, under the assumptions of this work, would explore scaled duration ranges typical of nuclear blasts, not high explosive blasts. This is also true for the simple biomechanical pulmonary biomechanical scaling (Bass, 2012).
Figure 19. Apnea response scaled for human exposure (Wood, 2012, Panzer, 2012)
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Additional scaling metrics based upon physiological function are being explored in this project based on evidence from cellular response through animal model response based upon available epidemiological data. There are large differences in physiological rates and processes among mammals. Some simple metrics include life span, heart rate and metabolic rate which vary greatly among mammals commonly used as blast animal models. Differences in life span and heart rate may change the rate by which injury acts or is exhibited within a species. It has long been known that these physiological metrics are closely interrelated. Life span can be defined by a total number of heart beats which does not significantly vary across mammalian species. Therefore, life span can be closely correlated with resting heart rate, which is inversely proportional to body mass. In fact heart rate and body weight are nearly linearly related. These metrics may prove important for injury as the injury time scale will vary relative to the important time scales for circulation and life span of the model animal.

Basal metabolic rate and oxygen consumption may provide useful scaling parameters as they describe the rate by which small-scale cellular processes take place throughout the body and within the brain. As injury response from blast is theorized to stem from not only instantaneous mechanical damage but also secondary response of cellular processes, metabolic rate may be very important in describing differences in injury across species. Extensive literature exists describing basal metabolic rate and its relation to body mass. For mammalian species this relationship is scaled well with body mass and an exponent of approximately $3/4$. Further study has established a similar allometric scaling relationship between brain mass and basal metabolic rate with an exponent of approximately $2/3$.

However, the metabolic rate in the brain specifically cannot be scaled so simply. Relative to the entire body the brain maintains high metabolic activity even during periods of rest. Differences in the size of brain structures such as the cerebral cortex and brain size relative to body size further complicate the scaling of brain metabolic rate. Hofman et al. (1983) and others have attempted to derive scaling procedures for brain metabolism as a function of brain mass relative to body mass and encephalization (cerebral cortex size). It may be valuable to attempt scaling injury metrics based upon the brain metabolic rate since it is clear that there is no simple relationship between absolute or relative brain metabolism across species.

As seen in Figure 19, there is great concern that the bulk of current testing focuses on scaled blast conditions that vary greatly from those typically seen in combat, especially in rodent models. The widespread usage of proper scaling laws for blast TBI is vital to ensure research is useful to our understanding of injury thresholds and risk.

Further development of these models is continuing to support the cellular and network work and provide appropriate scaling for excitation of these networks.

[A3] Build devices for studying the effects of blast loading at the synaptic, network, and circuit level.

The MURI collaboration has developed shock tubes capable of providing realistic blast shock for cell cultures with appropriate matched boundary conditions to small animals to large animals (Panzer, 2012). This is a strength of this collaboration. The devices designed for this project are currently in use at Duke (4 laboratories), Penn and Columbia and collaborations are being established outside the core MURI institutions to promulgate these devices. This work was reported in Panzer et al (2012).

A substantial amount of blast-related neurotrauma research has focused on understanding the mechanisms and effects caused by direct impingement of the blast wave on the body (known as a primary blast injury). In vivo animal models are used to elucidate the pathological effects of BINT, with the most common species being small rodents (mice or rat). Previous studies have reported a wide array of histological and gross pathological perturbations following blast exposure to in vivo models. Structural and/or morphological changes have been reported using a variety of histochemical and microscopy techniques in neuronal and glial cells following blast exposure (Kaur et al., 1995; Cernak et al., 2001; Moochhala et al., 2004; Long et al., 2009; Garman et al., 2011; Pun et al., 2011). The blood-brain barrier defects resulting in increased permeability were found post-blast (Garman et al., 2011; Risling et
In more severe BINT, gross pathological findings typically present as mild or moderate subarachnoid and/or subdural hemorrhaging (Kaur et al., 1995; Bauman et al., 1997; Säljö et al., 2008; Long et al., 2009; Cheng et al., 2010; Rafaels et al., 2011). More recently, the clinical manifestation of apnea immediately following blast exposure is being reported in many animal models exposed to blast waves (Long et al., 2009; Cheng et al., 2010; Garman et al., 2011; Rafaels et al., 2011).

Much of the BINT research is in the discovery period. Most primary blast models use shock tubes (compressed gas) or blast tubes (explosive charges) to generate the blast overpressures time histories (Bass et al., 2011). Test methodologies and analyses are not thoroughly established, and it is difficult to compare results across studies because of the vast differences in methods and resulting blast exposure. One major limitation to current in vivo BINT models is the unknown scaling between the animal model and the human response (Bass et al., 2011). A vital component in establishing a human blast injury criterion is the methodology of scaling the characteristics of a blast (pressure, duration, impulse) associated with an animal injury to the equivalent blast exposure for a human. The scaling law widely used for pulmonary blast injury models was developed at the Lovelace Foundation, and scaled the blast overpressure duration by the cube root of the ratio between body masses of species (Bowen et al., 1968; Bass et al., 2008). This simplified dimensional procedure only considers the scaling of the duration (and impulse) of the blast overpressure, and not its amplitude. Remarkably, the scaling law developed for pulmonary blast injuries is identical to those developed independently for automotive blunt impacts (Eppinger and Marcus, 1984) despite the vast differences in the total momentum in each loading type.

Injurious short-duration blasts generally have lower total momentum. Current scaling results are discussed above.

a. Shock tube design

A gas-driven shock tube is the most common device used to generate blast overpressure conditions for neurotrauma research (e.g. Celander et al., 1955; Cernak et al., 2001; Chavko et al., 2007; Rafaels et al., 2011), because of its ability to produce repeatable blast waveforms that closely resemble free-field blast waves in a controlled laboratory environment. However, most shock tube methodologies expose small rodent models to blast overpressures with long durations (> 4 ms). Considering this, we designed a set of shock tubes for generating short positive-phase durations (0.3 – 3 ms) but relatively high peak incident overpressures (up to 650 kPa) for direct exposure to in vivo rodent injury models. The capabilities of the designed shock tube allow for scaled equivalent human durations to range from 1.8 to 18 ms for a rat injury model, and 3.9 to 39 ms for a mouse injury model, which are more representative of real-world conditions than long-duration shock tube tests. However, if BINT scaling is different than pulmonary injury scaling, then the designed shock tube fills a gap in the range of blast conditions tested in current methodologies.

A number of factors are important for designing a shock tube to produce the blast characteristics desired, the most critically being driver gas type, diaphragm burst pressure, and the ratio between driven length and driver length (Bass et al., 2011). For the current shock tube design, the diameter also needed to be large enough for exposing a rodent head to a well-defined plane wave, but small enough for bench-top application. The rule-of-thumb for shock tube design is to use a driven length to diameter ratio greater than 10 to ensure the shock wave is planar (cf. Bass et al., 2011), and in the case of the 630 mm design, this ratio is approximately 8. This likely explains the significant increase in inter-test variability with the 630 mm tube. Shock tube repeatability and reproducibility was an important consideration for the design, because multiple institutions are currently using this equipment (Figure 20).
One of the issues we have experienced with using the shock tube is the batch-to-batch variability of the PET membrane thickness. The thickness of a batch of PET film has a variability of +/- 10% (personal communication; Grafix Plastics Inc, Cleveland, OH), and this variability can compound when multiple membranes are used to build the diaphragm. For instance, a 1.27 mm diaphragm (5 x 0.254 mm sheets) test condition averaged burst pressures of 4887 kPa (+/-62 kPa SD) for one batch of film and 6005 kPa (+/- 27 kPa SD) for another using the same test conditions. This issue did not affect the response of the shock tube (peak pressure and duration were well correlated with burst pressure), but it did affect our ability to precisely control the blast conditions using stated diaphragm thickness. We have implementing quality assurance protocols to assess individual diaphragm batches.

b. In vitro injury models
In vitro models are an important tool for elucidating the pathobiology of TBI caused by mechanical disruption of central nervous system (CNS) tissue by allowing researchers to reduce the complexity of in vivo TBI models, and improve access to the biological and mechanical parameters associated with the tissue. However, for in vitro models to be effective in improving our understanding of the injury sequellae, they must accurately represent the in vivo post-injury response to mechanical loading. Morrison et al. (2011) provides a comprehensive review on in vitro models for TBI and their recapitulation of in vivo pathobiology (Morrison III et al., 2011).

A large number of in vitro TBI models were developed for understanding the response of CNS tissue to mechanisms caused by blunt head impact or inertial loading. Many of these models focused on applying a disruption to the CNS tissue in shear (e.g., LaPlaca and Thibault, 1997;LaPlaca et al., 2005), or in stretch (e.g., Cargill and Thibault, 1996;Morrison III et al., 1998;Morrison III et al., 2003;Morrison III et al., 2006). The fastest deformation capabilities of these in vitro models can apply strains to tissue at rates up to 50 s⁻¹ (Morrison III et al., 2003;Cater et al., 2006). However, these rates are too slow for replicating conditions caused by
blast loading, where strains are typically very low (less than 10%) but strain rates may be very high (100 to 1000 s⁻¹) (Panzer et al., 2011c). Thus, new in vitro injury models are needed to study the pathobiological effects of TBI caused by blast exposure.

A fluid-filled receiver was designed to replicate the in vivo boundary conditions for in vitro cellular and organotypic samples subjected to an overpressure pulse caused by a blast wave (Figure 21). This in vitro injury methodology is the first to replicate the loading conditions and boundary conditions that are relevant for studying BINT, and not overly compress the injury model against a material with higher impedance. Additionally, this methodology allows for the direct measurement of the overpressure applied to the specimen. This capability will allow for the future development of injury criteria that can be applied to computational models for injury risk assessment.

The rationale for this design was to surround the sample with materials with similar bulk properties and impedance so that the applied pressure wave propagated through the tissue rather than reflected off the tissue. This is an important aspect of the methodology because reflecting the applied wave off the sample will have the unintended consequence of large tissue deformations not associated with blast. Furthermore, the receiver was designed to mitigate and attenuate possible pressure wave reflections that may return to the tissue in an effort to reduce the possibility of additional tissue disruption from repeated loading. The receiver design could be modified in future studies to produce more complex waveforms to simulate additional types of blast overpressures in more complex operational environments.

Figure 21. Shock Tube Receiver Design for testing Cell and Slice Cultures (Panzer, 2012)

One of the advantages of the fluid-filled receiver is that it is not limited to a specific in vitro culture model. Many types of tissues, including organotypic slices and cell cultures, are currently being used with the receiver for in vitro blast injury modeling. Furthermore, the
dimensions of the receiver can be modified in the future to tailor the applied overpressure pulse to match specific intracranial pressure traces seen in animal or cadaveric blast models. This may be particularly important when considering more complex intracranial pressure pulses caused by the interaction of the blast with the head and its surroundings (including helmets and other protective equipment). Work is ongoing to extend the available blast conditions with appropriate gas choice (Figure 22).

![Figure 22. Shock Tube Incident Pressure Results (Panzer, 2012)](image)

![Figure 23. Shock Tube Incident Pressure Time History Results (Panzer, 2012)](image)
Task D. Correlate changes at the synapse and circuit level to corresponding neurobehavior deficits in animals.

[D1] We use knowledge from Thrust A to scale models of blast wave transmission into animals. One of the keys to this is appropriate neurobehavioral model that replicates typical features of human behavior and may be correlated with cellular response. To do this we have two thrusts. We have developed a ferret assay for blast including blast injury criteria in ferrets (Rafaels, 2012) in terms of peak pressure and scaled duration (Figure 24). The assay is behaviorally appropriate and similar to neurobehavioral deficits seen in humans (e.g. Capehart, 2012). The second thrust is to identify human epidemiological data that we can use to validate our animal, cadaver and numerical models. Suitable datasets have been identified from large blasts in World War I and I and recent conflicts. Data analysis of these is ongoing.

Figure 24. Ferret mild/moderate blast TBI injury risk function (Rafaels, 2012)

In addition to previous oculomotor behavioral tests, a novel ferret behavioral assay for neurocognitive research was developed. A custom software interface was created in MATLAB to obtain directional control of an off-the-shelf remotely controlled toy ball. The ball was programmed to accurately simulate the random motion and escape speed of small rodent prey.

A commercial robotic ball game (Sphero; Orbotix, Boulder, CO) was adapted to accept direction from MATLAB (MathWorks, Natick, MA) code. We created a custom interface from MATLAB to handle the heavy processing components of real-time motion tracking as well as determination of proper Sphero response. The desired Sphero heading is passed through from MATLAB to an iPad application using a TCP/IP socket chat server written in Python. These commands are then transmitted to the Sphero via
Bluetooth with the Sphero Software Development Kit (Orbotix, Boulder, CO). MATLAB code was written to emulate the movements of a mouse in order to actively evade capture by a ferret. By tracking the locations of the Sphero and ferret in real-time, as well as window-averaged velocities, the program can determine a Sphero trajectory which gives it the best chance of evading the ferret and avoiding impact with the walls of the enclosure. The escape trajectories are based on animal escapology principles.

When the ball was activated, the ferret responded to it by appearing to attack the ball (trajectories notes in real time in Figure 25. Repeated trials resulted in similar results. Rubbing the exterior of the ball with bacon-flavored reward treats (Marshall Bandit ferret treats) enhanced the ferret’s attention to rapidly catching the ball. We further observed the ferret removing small pieces of bacon from the ball. After eating the bacon, the ferret would resume stalking and attacking the ball in a behaviorally appropriate manner. Trajectories and speed of approach may be assessed in this assay.

Discussion: This novel behavioral assay consists of a behaviorally appropriate task for a predator, tracking prey. Such behavior is comparable to human ocular tracking and is not seen in prey species such as mice. In this assay, we collect a substantial amount of quantitative information on ferret behavior. The ferret’s natural instincts to track and attack small rodents will cause a ferret to track and chase a moving mouse-sized ball. This assay does not require animal training or behavioral conditioning. The ferret’s natural curiosity, desire to play, and predatory instincts combine to create an irresistible game that provides valuable data on animal behavior.

The ferret Predatory Response including Tracking and Attacking Behavior (PRiTAB) assay represents a significant improvement on previous research with ferret-prey behavior. Our assay provides a simulated
prey that incorporates a random element in its movements, thus providing a more realistic simulation of normal ferret prey. The MATLAB code is easily modifiable to simulate different behavior and could be used to simulate other animal behaviors (e.g. change velocity of the simulated prey). These alterations could be used to investigate how the ferret behaves in novel situations. The commercial off-the-shelf components create an inexpensive option for investigators who wish to simulate small animal behavior. The software interface between Sphero and MATLAB is believed to be the first of its kind. This interface could be adapted as a teaching tool in university coursework on robotics and controller systems.

Although most current ferret behavioral assays require training regimens, this novel assay can be conducted with untrained animals. In addition to engaging the ferret’s predatory instincts, this assay also resonates with the ferret’s propensity to play. Ferrets are known for playfulness and their husbandry should include enrichment activity. This behavioral test provides simultaneous enrichment and behavioral data.

Our results successfully demonstrated a behavioral assay that can evaluate multiple neurologic and cognitive functions in an experimental animal. The PRiTAB assay provides a global assessment of the animal’s ability to react to a novel stimulus and engage in species-appropriate behavior toward it. The assay evaluates oculomotor functions (saccades and smooth pursuit), neurologic function (motor control, balance and coordination), and cognitive function (reaction time, pre-motor/motor planning). This assay also may measure the ferret’s interest in play and thus provide a measure of apathy, an important clinical finding in subcortical brain trauma.

The main strength of this assay is a real-world representation of the ferret’s normal tasks without any pre-assay training requirements. As an obligate carnivore, the ferret is a skilled hunter. Ferrets also engage in group play. This assay measures multiple functions as an integrated response to behavioral stimuli. If changes in the assay are observed after blast exposure, then the assay will provide a sensitive measure of multiple neurologic and cognitive functions.

The PRiTAB assay can be applied to various clinical scenarios that require an integrated response from oculomotor, cognitive, and motor functions. Other clinical areas that may benefit from this assay include:

- blunt head trauma
- cerebrovascular accident (stroke)
- neurologic and cognitive side-effects of anti-cancer chemotherapeutic agents
- measuring the sedating or cognitive side-effects of prescription medications
- measuring the intoxicant effects of alcohol

Next steps in our research include reporting results from this assay in studies of blast brain trauma and possibly other clinical conditions. This assay provides a novel capability to compare behavioral outcomes to the blast overpressure and duration.

We believe the PRiTAB analysis fits the MURI criteria for innovative research results that could apply to scientific fields outside of blast brain injury. The PRiTAB is applicable to a wide range of animals that demonstrate either predation (i.e. carnivores) or a drive towards curiosity or play. This assay may reveal differences between species’ response to the novel behavioral stimulus.
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Shear shocks Occur In Brain In Vivo Under Blast Loading (Urbanczik, 2014)

In collaboration with MURI partners, we have made a fundamental discovery on the biomechanics of wave transmission in the brain which may have downstream implications in other neurotrauma and human injury scenarios. We have found that blast loading produces shear waves of sufficient amplitude to create shear shocks (Pinton, Urbanczyk, Bass, unpublished). Experimental data collected in late 2013 and early 2014, for the first time, capture shear shock wave propagation in the brain using this high-frame rate ultrasound imaging and displacement tracking system (Figure 26). Positive and negative velocity profiles that are characteristic of cubic nonlinearity are visible in between each peak. Initial data suggests that transverse shock development is largely affected by input strain, and output displacement is secondarily modulated by the frequency at which the input is applied. In multi-cycle pushes, at higher frequencies we also see faster collapse of later shear waves onto earlier shear waves. This is likely related to preferential attenuation of higher frequencies and the brain’s viscoelasticity. However, factorial assessment of important parameters continues with frequency sweep, strain sweep, and strain rate sweep experiments.

Experimental results from preliminary shock tube tests show the blast excitation occurred simultaneously to the ultrasound acquisition and the scanner acquired 5000 frames of raw echo data. The continued development of this high-rate ultrasound acquisition occurred in concert with the shear shock results. The middle three B-mode ultrasound images below, show the brain at rest (t=0), the brain at maximum compression (t=69 ms) and at maximum dilation (t=104 ms). A dramatic range of motion is apparent from these snapshots. The right plot shows the particle velocity at a point 3 cm deep and 0 cm laterally. For the 0 cm lateral position, the time curve of wave propagation across the brain under blast loading shows very sharp changes in displacement amplitude, similar to those seen in external vibration results, and to the cubic profile of the analytical shear shock solution.
Little is currently known about the primary damage mechanism associated with traumatic brain injury. We hypothesize that sharp stress and strain gradients, associated with shock propagation and reflection, generate areas of substantial wave construction and shearing effects far from the impact site, likely stretching and damaging neurons. In biological tissues, low shear elasticity allows for high particle velocities relative to wave speed. Due to high Mach numbers in soft solids smooth shear waves can quickly develop into shocks. This could occur, for example, when shear waves are focused by the skull’s quasi-spherical geometry.

Nonlinear behavior of longitudinal waves in fluids and solids has been analytically derived and experimentally observed. In contrast, nonlinear behavior of transverse (i.e. shear) waves in fluids and solids has only been theoretically predicted. The first measurement of shear shock waves in a soft solid (Catheline et al., 2003) generated a surge of theoretical and numerical interest in modeling these waves.
Much of this interest has come from the acoustics and ultrasound community where the nonlinear behavior of waves in fluids is well established from a theoretical and an experimental point of view. For medical applications nonlinear ultrasound propagation has been extensively characterized in the context of shock wave lithotripsy for the treatment of kidney stones (Cleveland and Sapozhnikov, 2005), high intensity focused ultrasound for thermal ablation of tumors (Curra et al., 2000) and more recently in harmonic ultrasound imaging (Pinton et al., 2011). Methods that have been used in nonlinear acoustics can therefore be applied to the relatively unexplored domain of nonlinear shear waves. Note that with the exception of one report in ex vivo liver there is currently no characterization of nonlinear elastic parameters in biological soft tissue.

We are developing high frame rate diagnostic ultrasound and SWEI as a powerful and informative means to non-invasively assess pathological change. The modality’s ability to track large, fast displacements in real-time, makes it especially appealing for the study of closed head injury including blunt, ballistic, or blast trauma. We have developed ultrasound methods that combine high rate imaging (up to 10,000 frames/sec) with high resolution tracking (better than 1mm) to accurately measure deformation of tissue and nonlinear properties at frequencies within the spectrum of shear shock wave propagation (1000 – 100,000 Hz). We are refining the experimental approach and signal processing using ultrasound, to image and track brain tissue motion during mechanical excitation of the head. Because of the viscoelastic nature of the brain, we emphasize characterization of linear and nonlinear elastic properties of ex-vivo and in-vivo brain tissue elastic material properties by examining a wide range of frequencies, strains, and strain rates.

In ongoing studies, we have used high rate SWEI imaging to capture and help characterize the nonlinear elastic properties of brain during mechanical excitation by measuring tissue displacement with high frame rate ultrasound. For in vitro imaging of cadaveric porcine brain, a two part, layered construction allows whole brain samples to be embedded in the gel. Imaging protocols include: (1) in-vitro imaging of heterogeneous tissue mimicking gelatin phantoms (2) in-vitro imaging of cadaveric porcine specimens embedded in gelatin. A rigid polycarbonate plate cast into the gel during phantom construction was fixed to a VTS-80 external vibration generator (Vibration Test Systems, Aurora, OH, USA) and data acquisition was synced through a function generator and a customized Verasonics Vantage research ultrasound scanner (Verasonics Inc., Redmond, WA, USA). A schematic diagram of the experimental setup is shown below. Large shear driving amplitudes were be used to generate shear shock waves.
Figure 27: Schematic diagram of external mechanical vibration setup for in-vitro ultrasound imaging in tissue mimicking phantoms and brain embedded in gelatin. Overlay of shear wave propagation across Bmode imaging window shows two shear waves in frame. Clearly visible in the gelatin background and quickly slowing and dispersing in the porcine brain (center). Uniaxial displacement estimates of brain and gelatin background during shear wave passing.

**Brain tissue properties (Urbanczyk, 2014)**

Duke, in collaboration with the MURI partners has continued to develop brain tissue properties, including the properties in vivo using several techniques including ultrasound based techniques developed by collaborators at Duke. These properties include the effect of rate and in vivo confinement. These results add to validation data including porcine, ferret, mouse and rabbit and human cadaver response have been studied in this project (Shridharani, 2012, Wood, 2013, Yu, 2013 unpublished).

Current diagnostic imaging modalities vividly demonstrate changes in brain anatomy and function with severe injuries (Munkeby & Lyng, 2004; Pickett, Ardern, & Brison, 2001), but in milder cases clinical imaging shows little or no pathology and is often uncorrelated with clinical outcome (Hammoud & Wasserman., 2002). Neuroimaging techniques such as MRI and CT do not have the spatial or temporal resolution necessary to delineate local structural alterations, or micro-elasticity variations and neither can be used to measure material property changes, only to visualize anatomic changes. MRI and CT also have practical limits of expense and radiation exposure. Subtle vascular changes and dynamic changes in tissue properties associated with pathological states are not accessible using current clinical imaging techniques. Recently, successful preliminary studies with magnetic resonance
elastography (MRE) have been used in vivo to estimate brain tissue elasticity. However, this technique has met with limitations related to low spatial resolution, long acquisition time, the need for external mechanical coupling, transmission through multiple tissue layers and establishment of standing wave patterns for imaging. (Green et al., 2008; Kruse et al., 2008; Sack et al., 2008). These limits may be overcome using ultrasound shear wave elasticity imaging (SWEI) proposed in this study. SWEI is an acoustic radiation force impulse (ARFI)-based ultrasound imaging technique able to sensitively, non-invasively and non-destructively assess qualitative and quantitative stiffness in vivo (Doherty, Trahey, Nightingale, & Palmeri, 2013; Sarvazyan, Rudenko, Swanson, Fowlkes, & Emelianov, 1998; Urbanczyk, Palmeri, & Bass, 2014). SWEI is used clinically in liver and heart tissue (Hsu, Fahey, Dumont, Wolf, & Trahey, 2007; Palmeri, Wang, Dahl, Frinkley, & Nightingale, 2008) and shows substantial benefit over previous methods to sensitively and specifically evaluate pathophysiological changes in brain material properties in vivo, without disruption to living physiology.

**SWEI Experimental Studies (Urbanczyk, 2014)**

In the following experimental studies we implemented SWEI, as a high rate image capturing system of internal brain motion during injury and used it study differences in tissue stiffness with several environmental variables (temperature, transducer orientation, confinement) and physiological variables (intracranial pressure, spatial location). Shear waves were generated with focused acoustic radiation force (ARF) and radiofrequency (RF) data was collected using a customized Siemens ACUSON™ S2000 scanner (Siemens Medical Systems, Ultrasound group, Issaquah, WA, USA). The system has been modified to allow for user control of acoustic beam sequences and intensities. Local displacements were calculated with a Loupas phase-shift estimator (Loupas, Peterson, & Gill, 1995). Shear wave speeds were calculated as the inverse slope along the vector with the largest sum of local displacements.
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**Figure 28:** Fluoroscopic image of in vivo instrumentation within porcine animal subject skull. Red arrows indicates placement of Millar pressure sensor and location of catheter ultrasound probe.

![Figure 29](image2.png)

**Figure 29:** B-mode images of porcine brain displays the geometric complexity including presence of gyri, sulci, and fluid filled ventricles. We characterize stiffness properties within 4mm x 4mm region of interest (red boxes) through which we track shear wave propagation.

**Key Findings**

Shear modulus is significantly decreased in cortex at physiological temperature, compared to ambient temperature - Experiments on in vitro brains yielded a statistically significant decrease in stiffness values with variation in temperature (p<0.001). Testing at 22° C produced a shear modulus of 3.36±0.28 kPa while brains maintained at 37° C yielded a shear modulus of 2.42±0.06 kPa, suggesting that samples must
be tested at physiological temperature to obtain material properties in a lab setting with a tight confidence interval.

Shear modulus does not vary between white matter tracts in the cerebral and cerebellar brain lobes, nor between sagittal and coronal imaging planes within brain regions - To study variation by brain region and directionality, we examined stiffness for the cerebral lobe and the cerebellar lobe independently in vitro. Average elasticity values along the anterior-posterior axis (sagittal) were compared to those along the left-right axis (coronal). We found no statistical effect on tissue stiffness related to imaging plane for either cerebral or cerebellar brain regions (p=0.71, p=0.35). Since the differences between coronal and sagittal values within brain regions were not significant, we pooled displacement data from both directions to compare tissue stiffness between spatial locations. Shear modulus values were $2.73\pm0.63$ kPa and $2.76\pm1.11$ kPa for the cerebrum and cerebellum, respectively and were not statistically significantly different (p=0.94).

Removing the brain from confinement within the skull increases tissue stiffness - We pooled data by spatial location to examine the effects of external confinement by the skull. The average shear modulus for cerebral specimens partially constrained within the skull was $3.33\pm0.22$ kPa and for unconstrained specimens was $2.69\pm0.17$ kPa. We also examined confinement effects in three conditions: in vivo, in situ (partially constrained), and in vitro (unconstrained). The mean shear moduli were $2.44\pm0.41$ kPa, $3.36\pm1.22$ kPa, $2.94\pm0.93$ kPa for in vivo, in situ, and in vitro constraining conditions. In situ and in vitro conditions showed a 37% and 22% increase in stiffness, respectively, over the in vivo condition. From the in situ to in vitro setting, there was a stiffness decrease of 14% and 19% seen in datasets using different transducers. Major frequency contributions, from the first harmonic, were 250 – 500 Hz.

Intracranial pressure variation under external constraint does not affect the shear modulus of the cerebral brain - Under closed-skull, physiological conditions, in vivo imaging of sagittal plane cortex produced average shear moduli of $2.49\pm0.18$ kPa at normal, baseline ICP levels. Linear regression of tissue stiffness values versus normalized ICP for mild increase (1-3 times) and moderate increase (3-5 times) yielded correlation coefficients that were neither statistically different from each other nor statistically different from a horizontal line. Absolute shear modulus values and linear correlation coefficients are presented in. It is clear from the data that changes in intracranial pressure did not modulate in vivo shear modulus.
This experimental study is the first to use ultrasound imaging to examine the effects of several environmental and physiological parameters on shear modulus in both the laboratory (*in vitro*) and surgical (*in vivo*) setting. Results suggest that skull confinement affects nonlinear material brain behavior: with a 22% increase in shear modulus from *in-vivo* to *in-situ* and 37% from *in-vivo* to *in-vitro*. Decreased testing temperature showed 23% increased stiffening of brain tissue response, but modulation of intracranial pressure under fully constrained conditions did not significantly affect brain tissue stiffness. Our results underline the importance of temperature and skull derived boundary conditions on brain stiffness and suggests that physiological ranges of ICP do not significantly affect *in situ* brain tissue properties. SWEI allowed for brain material properties to be characterized in a physiological setting, which provides a stronger basis for assessing brain injury in computational models.

**Development of interspecies scaling for blast barotrauma (Wood, 2014).**

Following the development of the first interspecies scaling for neurotrauma (Wood, 2013, Panzer, 2014), we developed a similar scaling for barotrauma to allow the consideration of animal neurotrauma models and human epidemiology without thoracic protection. The goals of this effort were to establish a scaling procedure overpressure mediated trauma using simple scaling methods to determine equivalent cross-species and human exposure in models of blast barotrauma. Though previous pulmonary scaling was developed by Bowen at the Lovelace foundation based on theoretical principles now known to be flawed in part, no group assessed the existing blast data to determine scaling for fatality and injury endpoints. As with neurotrauma, it is important to note that scaling may be different for different injury endpoints (e.g. apnea, death, tracheal injury, alveolar injury, etc.) and therefore injury scaling must be considered specific to the injury response.

A database of blast animal model data was created which includes 14 different species and over 12,000 tests. This body of data was filtered for this study through the use of several exclusion criteria. Only studies reporting fatality data from a simple Friedlander type pressure wave were included. Studies with thoracic protection were excluded along with multiple blast exposure data, except in cases that resulted in no injury. Studies were excluded which did not provide sufficient methodological detail to recreate the blast dosage, mainly peak overpressure and duration. In some cases, especially with free-field explosives where only charge size and standoff distance was reported, blast data was calculated through the use of CONWEP to calculate exposure level (1). Orientation and the presence of a reflecting surface behind the animal were not considered as their effects were previously found to be insignificant in large animals (2, 3). Only species with sufficient data to fit a single species fatality risk model were included, resulting in a dataset of 4193 total tests with 5 different species which were used to develop pulmonary fatality risk in this study. A list of studies and number of tests per species are...
presented in Table 1 and Table 2, respectively. Injuries reported varied from minor petechiae (4) and hemorrhage (5) to rapid fatality resulting from major lung hemorrhage (6).

Ambient pressure scaling was employed for both peak pressure and duration for body mass scaled durations longer than 30ms as described by Bowen (6) but was not used for scaled durations less than 30ms as discussed by Bass (2). This accounts for the effects of high altitude testing or the modification of ambient pressure during testing, and this scale factor approaches one at normal sea level ambient pressure.

A simple duration scaling model was used to account for interspecies body mass differences. This scaling uses a ratio of body masses between the test subject and a reference human body mass. This allows the blast dosage to be transformed to an equivalent human biomechanical input. The scale factor, $\alpha$, was optimized to best fit the experimental data.

$$\Delta t_{\text{scaled}} = \Delta t \left( \frac{\text{mass}_{\text{reference}}}{\text{mass}} \right)^{\alpha}$$

To describe the fatality risk a nonlinear logistic regression model was constructed that was dependent upon peak incident pressure and scaled duration (2, 6).

$$P = P^* \left( 1 + a \Delta t^{-b} \right)$$

where $P^*$, $a$, and $b$ are model parameters to be fit by the data. This form describes the decreasing peak pressure tolerance as duration increases while at short durations. As durations increase, the peak pressure tolerance approaches a constant, $P^*$.

Fatality risk models were fit to the five individual species to determine the long duration peak pressure threshold, $P^*$, for each species. Values of $P^*$ fell into two distinct groups, large and small species (6). As human body size and pulmonary system anatomy suggest it would fall within the large animal group, a mean $P^*$ value for the three large species was used as the human $P^*$. To correct for differences in peak pressure tolerance, the pressure values for each test were scaled according to a ratio of the human $P^*$ value and that for the species.

$$P_{P^*, \text{scaled}} = P \left( \frac{P^*_\text{human}}{P^*} \right)$$

Regression was then performed on the complete set of data from five species to simultaneously determine the fatality risk model and duration scaling model. Nonlinear regression and statistical analyses were performed for the following logistic regression model

$$\pi = \frac{e^F}{1 + e^F} \quad F = f \{ \ln[P^* \left( 1 + a \Delta t^{-b} \right)] - \ln(P) \}$$

where $f$, $a$, and $b$ are fitted model parameters and $\pi$ is the probability of fatality.

The area under the receiver operating characteristic curve (AUC) was used to assess model goodness-of-fit. AUC measures sensitivity versus (1-specificity) of the fit and values greater than 0.8 are considered good model discrimination.

Unscaled fatality and survival data is shown in Figure 30. It is important to note that when all of the injury data across different species is plotted against pressure and duration exposure without incorporating any interspecies scaling the data appears unorganized, and there is no clear delineation between injury and non-injury cases. Many injury points fall well below levels of non-injury and likewise,
non-injury points appear at high exposure levels for some species relative to others. Without interspecies scaling, model fit statistics in Table 1 show poor model parameter fits with large standard error values, additionally the AUC value of 0.78 indicates only fair specificity and sensitivity of the unscaled model.

When each of the five species were fit with individual fatality models to determine long term pressure tolerance (P*) values, there was a clear grouping of small species (mouse, rabbit) and large species (dog, goat, sheep). Figure 2 shows the small species grouped around a pressure value of 90kPa and the large species around approximately 145kPa. Since human pulmonary anatomy most closely resembles that of the large species (7) a mean of those P* values (143.4kPa) was used as the human reference value. P* is equivalent to the lowest peak pressure capable of 50% fatality from exposure. This means that, independent of duration, peak pressure values less than P* will always produce less than 50% fatality, regardless of blast duration. As the duration decreases, the risk will decrease.

Figure 30: Unscaled pulmonary injury data across five species lacks separation between injury and non-injury cases

Figure 31: Long duration 50% fatality values, P*, for individual species
From five species 4193 data points were fit with an interspecies scaling and fatality risk model. This dataset included 2866 survival and 1327 fatality cases. The results of the nonlinear regression are presented in Table 1. The optimized duration scaling according to Equation 2 resulted in an $\alpha$ of 0.351. The use of interspecies scaling improved the model fit, supporting the need for interspecies scaling to describe fatality risk. An AUC of 0.88 indicates good specificity and sensitivity of the model. The fatality risk model is shown in Figure 32 along with the fatality data. Not only does the interspecies scaling organize the injury data to see a clear delineation between fatality and survival levels across all species, model loglikelihood data shows that this holds true individually for large and small species. Values in Table 1 for average loglikelihood show that contribution, per test, to the overall loglikelihood is consistent across species. The model best fits the sheep data as shown by the low average loglikelihood of 0.105. The other four species have similar values indicating that the model does not fit either small or large species better than the other.

<table>
<thead>
<tr>
<th># of Tests</th>
<th>Mouse</th>
<th>Rabbit</th>
<th>Dog</th>
<th>Goat</th>
<th>Sheep</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1828</td>
<td>392</td>
<td>409</td>
<td>255</td>
<td>1309</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reported Mass [kg±SD]</th>
<th>Mouse</th>
<th>Rabbit</th>
<th>Dog</th>
<th>Goat</th>
<th>Sheep</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.023±0.004</td>
<td>2.08±0.55</td>
<td>16.36±1.30</td>
<td>24.16±4.17</td>
<td>47.76±8.75</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P^*$ [kPa]</th>
<th>Mouse</th>
<th>Rabbit</th>
<th>Dog</th>
<th>Goat</th>
<th>Sheep</th>
</tr>
</thead>
<tbody>
<tr>
<td>93.4</td>
<td>87.7</td>
<td>138.9</td>
<td>143.1</td>
<td>148.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Avg. loglike</th>
<th>Mouse</th>
<th>Rabbit</th>
<th>Dog</th>
<th>Goat</th>
<th>Sheep</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.555</td>
<td>0.567</td>
<td>0.531</td>
<td>0.578</td>
<td>0.105</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P^*$</th>
<th>$a$</th>
<th>$-b$</th>
<th>$f$</th>
<th>$\alpha$</th>
<th>loglike</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unscaled</td>
<td>71.84±74.04</td>
<td>1.49±2.55</td>
<td>0.13±0.13</td>
<td>1.85±0.08</td>
<td>0</td>
<td>2202.6</td>
</tr>
<tr>
<td>Full Model</td>
<td>143.4</td>
<td>3.53±0.23</td>
<td>1.06±0.04</td>
<td>4.41±0.20</td>
<td>0.351</td>
<td>1737.3</td>
</tr>
</tbody>
</table>
Figure 32: Regression model for fatality due to pulmonary trauma in five large and small species ($\alpha=0.351$).
Table 2: Published blast animal model work used

<table>
<thead>
<tr>
<th>Reference</th>
<th>Species Used</th>
<th>Reference</th>
<th>Species Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bowen 1968 (6)</td>
<td>Sheep</td>
<td>Richmond 1961 (8)</td>
<td>Mouse, Rabbit, Dog, Goat</td>
</tr>
<tr>
<td>Celandar 1955 (5)</td>
<td>Mouse</td>
<td>Richmond 1962a (9)</td>
<td>Mouse, Rabbit</td>
</tr>
<tr>
<td>Cernak 2011 (10)</td>
<td>Mouse</td>
<td>Richmond 1962b (11)</td>
<td>Mouse, Rabbit</td>
</tr>
<tr>
<td>Clifford 1984 (12)</td>
<td>Sheep</td>
<td>Richmond 1966 (13)</td>
<td>Mouse, Rabbit, Dog, Goat</td>
</tr>
<tr>
<td>Damon 1964 (14)</td>
<td>Mouse</td>
<td>Richmond 1968 (15)</td>
<td>Dog, Goat, Sheep</td>
</tr>
<tr>
<td>Damon 1970 (18)</td>
<td>Dog, Sheep</td>
<td>Richmond 1982 (19)</td>
<td>Sheep</td>
</tr>
<tr>
<td>DASA1656 1965 (20)</td>
<td>Goat</td>
<td>Rubovitch 2011 (21)</td>
<td>Mouse</td>
</tr>
<tr>
<td>Dodd 1989 (22)</td>
<td>Sheep</td>
<td>Woods 2013 (23)</td>
<td>Mouse</td>
</tr>
<tr>
<td>Phillips 1988 (26)</td>
<td>Sheep</td>
<td>Young 1985 (27)</td>
<td>Sheep</td>
</tr>
</tbody>
</table>

Task D. Correlate changes at the synapse and circuit level to corresponding neurobehavioral deficits in animals.

[D1] We use knowledge from Thrust A to scale models of blast wave transmission into animals, One of the keys to this is appropriate neurobehavioral model that replicates typical features of human behavior and may be correlated with cellular response. To do this we have two thrusts. We have developed a ferret assay for blast including blast injury criteria in ferrets (Rafaels, 2012) in terms of peak pressure and scaled duration. The assay is behaviorally appropriate and similar to neurobehavioral deficits seen in humans (e.g. Capehart, 2012). The second thrust is to identify human epidemiological data that we can use to validate our animal, cadaver and numerical models. We have gathered a dataset from large blasts in World War I and recent conflicts. We have seen persistent oculomotor deficits from blast in this animal model as shown below and testing is ongoing for various blast input conditions out to durations of a month.
Figure 33. Persistent oculomotor deficits in ferret model for blast, initiated by mild blast trauma (30% risk of initial apnea in shock tube blast). Ferret response does not return to baseline following blast exposure. Tests of ferrets without blast exposure show 80% correct levels from training period to periods of more than a year.
Figure 34: Autoantibodies normalized to pre-injury levels for: GFAP, MAP-2, MBP, NFP, S100B, Tau, and Tubulin. Increases are evident with severity of injury and time.
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Spinout Investigations

IS THERE A BRAIN MICROBIOME?

An outgrowth of the physical investigations of this MURI is the question of whether the physical insults from blast or blunt trauma interact with commensal microorganisms in the brain. We have found strong evidence that these exist in animal models with implications for pathophysiology of neurotrauma.

The microbiome is comprised of symbiotic microorganisms that play key roles in host physiology. Microbiome research primarily focuses on gut flora with little investigation into immune-privileged sites. To address this knowledge gap, microbial DNA was isolated from brain tissue and whole blood of healthy mice and assessed by 16S rRNA gene phylogenetic microarray (PhyloChip G3). Here we present evidence of bacteria found in both blood and brain tissue. Moreover, a significant separation was observed between sample types based on presence/absence and abundance metrics of the detected operational taxonomic units. Six bacterial families were found exclusive to brain tissue whereas 15 families were found exclusive to blood, revealing a distinct brain microbiome that is separate and identifiable from matched blood controls. The discovery of flora within the brain of healthy mice may suggest a role for microbiota in neurological health and could serve as a new frontier for microbiome research.

Introduction

Humans and other mammals host complex microbial communities and together exist in a co-evolutionary symbiosis. The collective genomes of indigenous microbiota that inhabit the complex ecosystems on and within the body has been termed the “microbiome”\(^1\). In humans, the diversity and number of microorganisms that make up the microbiome is immense, estimated to at least match or outnumber human cells\(^2\). The spatial distribution of unique communities of commensal bacteria varies throughout the body and depends largely on the microenvironment of each location\(^3\). Analysis of skin, oral cavity, oropharynx, gastrointestinal tract, blood, and sexual organs have revealed distinct dominant bacterial taxa at each location\(^4\).
Because a substantial proportion of the symbiotic bacteria reside in the gastrointestinal system, a large focus has been placed on studying the biological significance of gut microbiota. As the primary site of host-microorganisms interaction, the enteric microbiome has been implicated in basal metabolism, diet, and defense against opportunistic pathogens. More recently, research has revealed a bidirectional communication between the gut and brain, not only ensuring gastrointestinal homeostasis but also influencing neurological function such as learning, memory, emotion, and decision making processes. The host microbiome has further been implicated in psychiatry and neurobehavior including anxiety and stress response, depression, neurodevelopmental disorders, social behaviors, and other central nervous system (CNS) disease states. The ability of the flora in the gastrointestinal tract to communicate with the brain and subsequently modulate behavior has been termed the “gut-brain axis.” Proposed mechanisms of gut-brain communication have centered on the vagus nerve, immune system signaling and modulation, immune, and endocrinology based mechanisms of signaling. Even with an increasing body of evidence, these proposed communication mechanisms are indirect and have yet to unequivocally demonstrate the ability of microbiota to influence behavioral changes.

Despite the growing understanding of the microbiome-host interaction, the identification and characterization of the full microbiome within the diversity of bodily niches remain incomplete. The CNS has rarely been assessed even with the recent attention on microbial driven neurological modulation. The vast majority of research on microbiome composition focuses on non-CNS environments, with most neurobehavioral changes hypothesized to stem from the enteric gut microbiota. The brain has long been thought to be a sterile organ protected by the blood brain barrier except in cases of disease and injury, although the existence and composition of the gut microbiome appears to influence blood-brain barrier permeability. Only recently has the assumption of a sterile brain in non-diseased states been challenged. In testing a novel sequencing 16S pipeline, Lluch et al. assessed a variety of mouse organs including the brain, revealing the presence of bacteria. During investigation of microbial diversity in diseased humans brains, Branton et al. found alpha-Proteobacteria to predominate, independent of host disease status.

In order to complement and extend these studies, the purpose of the current work was to utilize the high-density 16S rRNA gene oligonucleotide profiling microarray, the Phylochip G3, to directly identify any bacterial signature within the mouse brain. If present, we aimed to characterize these signatures and compare them to any bacterial signatures within the blood. Given the rich microbial diversity found across tissues throughout the body and the potential role of bacteria conferring neurological function via the gut-brain axis, we hypothesized the existence of a previously unappreciated bacterial microbiota in the normal brain that is separate and distinct from the microbiota found in blood. The existence of brain microbiota would establish a direct link between microflora and the brain, perhaps suggesting a direct yet unexplored role of CNS bacteria in influencing normal physiology and development of pathophysiology.

Microbiota found in both whole blood and brain tissue

Microarray profiling of whole blood and brain tissue revealed the presence of bacteria in both tissue types with 197 unique operational taxonomic units (OTUs) above the thresholds for inclusion within this analysis. These OTUs were grouped by family to determine relative presence or absence in brain and whole blood (Figure 35). Brain tissue contained 24 unique bacterial families in 123 OTUs. The diversity of microbiota was greater in whole blood with
143 OTUs representing 33 bacterial families. By combining the OTU results from both samples, 40 bacterial families were present, of which *Lachnospiraceae*, unclassified (OTUs unclassified at the family taxonomic level), *Rikenellaceae*, and *Pseudomonadaceae* were the most prevalent. All other listed families had five or fewer detected OTUs. The “Other” category in Figure 35 contains bacterial families represented by only one OTU.

**Figure 35:** The microbiome of brain tissue and whole blood - A comparison of OTUs by family

Microbial signatures were found in both brain tissue and whole blood. Operational taxonomic units were grouped by family and the two sample types were compared. Brain tissue microbiome consisted of 24 distinct microbial families in 123 OTUs, while whole blood flora was more diverse with 33 families in 143 OTUs. *Lachnospiraceae*, microbiota unclassified at the family level, *Rikenellaceae*, and *Pseudomonadaceae* were the largest groups. “Other” contains families represented by one OTU.
Distinct bacteria found exclusive to each sample type

The microbiome of brain tissue was distinctly different from that found in blood with several bacterial families exclusive to one of the sample types. Microarray incidence scores were used to determine bacterial families found only in the brain tissue and not in whole blood, and similarly, families limited only to blood and not brain tissue, for at least one sample. As shown in Table 3, the differentiation between brain and blood occurs at the Class level with the exception of gamma- and delta-proteobacteria.

### Table 3 Bacterial families found exclusively in one sample type

#### Bacteria Exclusive to Brain Tissue

<table>
<thead>
<tr>
<th>Phylum</th>
<th>Class</th>
<th>Order</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteroidetes</td>
<td>Bacteroidia</td>
<td>Bacteroidales</td>
<td>Prevotellaceae</td>
</tr>
<tr>
<td>Cyanobacteria</td>
<td>Oscillatoriophycideae</td>
<td>Oscillatoriales</td>
<td>Phormidiaceae</td>
</tr>
<tr>
<td>Proteobacteria</td>
<td>Gammaproteobacteria</td>
<td>Chromatiales</td>
<td>Chromatiaceae</td>
</tr>
<tr>
<td></td>
<td>Deltaproteobacteria</td>
<td>Syntrophobacterales</td>
<td>Desulfobacteraceae</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Syntrophobacteraceae</td>
</tr>
<tr>
<td>Verrucomicrobia</td>
<td>Verrucomicrobiae</td>
<td>Verrucomicrobiales</td>
<td>Verrucomicrobiaceae</td>
</tr>
</tbody>
</table>

#### Bacteria Exclusive to Blood

<table>
<thead>
<tr>
<th>Phylum</th>
<th>Class</th>
<th>Order</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actinobacteria</td>
<td>Actinobacteria</td>
<td>Actinomycetales</td>
<td>Intrasporangiaae</td>
</tr>
<tr>
<td>Cyanobacteria</td>
<td>Synechococcophycideae</td>
<td>Synechococcales</td>
<td>Synechococaceae</td>
</tr>
<tr>
<td>Firmicutes</td>
<td>Bacilli</td>
<td>Bacillales</td>
<td>Alicyclobacillaceae</td>
</tr>
<tr>
<td></td>
<td>Clostridia</td>
<td>Clostridiales</td>
<td>Veillonellaceae</td>
</tr>
<tr>
<td>Proteobacteria</td>
<td>Alphaproteobacteria</td>
<td>Rhizobiales</td>
<td>Bradyrhizobiaae</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rhodospirillales</td>
<td>Rhodospirillaceae</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sphingomonadales</td>
<td>Sphingomonadaceae</td>
</tr>
<tr>
<td>Betaproteobacteria</td>
<td></td>
<td>Burkholderiales</td>
<td>Alcaligenaceae</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Aquabacteriaceae</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Burkholderiaceae</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Comamonadaceae</td>
</tr>
<tr>
<td>Gammaproteobacteria</td>
<td></td>
<td>Chromatiales</td>
<td>Sinobacteriaceae</td>
</tr>
<tr>
<td>Deltaproteobacteria</td>
<td></td>
<td>Desulfobacterales</td>
<td>Desulfobulbaceae</td>
</tr>
<tr>
<td>Tenericutes</td>
<td>Mollicutes</td>
<td>Acholeplasmatales</td>
<td>Acholeplasmataceae</td>
</tr>
<tr>
<td></td>
<td>Erysipelotrichi</td>
<td>Erysipelotrichiales</td>
<td>Erysipelotrichaceae</td>
</tr>
</tbody>
</table>

Six bacterial families representing Proteobacteria (*Chromatiaceae*, *Desulfobacteraceae*, *Syntrophobacteraceae*), Cyanobacteria (*Phormidiaceae*), Bacteroidetes (*Prevotellaceae*), and Verrucomicrobia (*Verrucomicrobiaceae*) were present in brain but absent from blood (OTU 65, 179, 84, 1, 168, 212). Genera results were reported as *Phormidium* (*Phormidiaceae*), and
Prevotella (Prevotellaceae); the species were reported as unclassified. Genera data for other families was unknown.

Whole blood samples contained 15 bacterial families exclusive to only the blood. These consisted of Proteobacteria (Alcaligenaceae, Aquabacteriaceae, Bradyrhizobiaceae, Burkholderiaceae, Comamonadaceae, Desulfobulbaceae, Rhodospirillaceae, Sinobacteraceae, Sphingomonadaceae), Tenericutes (Acholeplasmataceae, Erysipelotrichaceae), Firmicutes (Alicyclobacillaceae), Actinobacteria (Intrasporangiaceae), and Cyanobacteria (Synechococcaceae) within a total of 24 OTUs (191, 205, 129, 204, 34, 44, 151, 36, 48, 45, 49, 179, 160, 119, 207, 18, 37, 15, 33, 46, 109, 133, 144, 78). Classified genus and species data are listed in Table 4. The families in Table 4 listed with * indicate families represented by more than one OTU.

### Table 4 Genus and Species Data - Bacteria Exclusive to Blood

<table>
<thead>
<tr>
<th>Bacteria Exclusive to Blood *represented by &gt;1 OTU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family</strong></td>
</tr>
<tr>
<td>Acholeplasmataceae</td>
</tr>
<tr>
<td>Alcaligenaceae</td>
</tr>
<tr>
<td>Alicyclobacillaceae</td>
</tr>
<tr>
<td>Aquabacteriaceae</td>
</tr>
<tr>
<td>Bradyrhizobiaceae*</td>
</tr>
<tr>
<td>Burkholderiaceae*</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Comamonadaceae*</td>
</tr>
<tr>
<td>Desulfobulbaceae</td>
</tr>
<tr>
<td>Erysipelotrichaceae</td>
</tr>
<tr>
<td>Intrasporangiaceae</td>
</tr>
<tr>
<td>Rhodospirillaceae</td>
</tr>
<tr>
<td>Sinobacteraceae*</td>
</tr>
<tr>
<td>Sphingomonadaceae*</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Synechococcaceae</td>
</tr>
<tr>
<td>Veillonellaceae</td>
</tr>
</tbody>
</table>

Whole community microbiome profiles were consistently separated between brain and blood samples. In addition to the absolute presence or absence of specific bacteria, the relative amounts of different bacteria also contribute to the tissue-specific microbial signature. Abundance metric results from microarray hybridization score (HybScore) data were compared across tissue type and subjects, revealing consistent differences between blood and brain. Figure 2 displays the nine families with the largest total HybScore as a proportion of the grand total of all detected OTUs for each subject. The “Other” category includes the sum of all HybScores for families outside the top nine. Family level abundance patterns were significantly different between brain and blood samples based on a two-tailed heteroskedastic t-test for all top families (p < 0.05) except for Lactobacillaceae and Plantomycetaceae. For all brain samples, the top nine families...
represent a greater percentage of each samples’ total Hybscore compared to their respective blood control.
Relative abundance of the top nine bacterial families across brain and blood samples. ("Other" contains families outside the top nine and unclassified bacteria). The color of each block corresponds to the family listed above. The size of each block corresponds to the total HybScore in a specific family relative to the total abundance level in the sample (e.g., Lachnospiraceae abundance represent 23.9% of the total HybScores in Mouse 1 – Blood compared to 31.2% of the total in Mouse 1 – Brain). Abundance patterns were significantly different between brain and blood for all top families except Lactobacillaceae and Planctomycetaceae, indicating separation in brain and blood flora abundance.

Microbiome composition between brain tissue and blood were again separated when assessing bacterial family richness patterns. Figure 2 shows the top nine most diverse families and an “Other” category containing all other families. The size of each color block represents the number of detected OTUs in that family relative to the total number of OTUs detected in that sample. A significant difference in proportion was detected using a two-tailed heteroskedastic t-test between brain and blood samples for all top families (p<0.05) except for the Rikenellaceae family. Similar to the previous proportional abundance metric, the top families comprised a greater proportion of total detected OTUs in all brain samples compared to the respective blood results. There is a noticeable increase in the proportion of Lachnospiraceae OTUs in brain tissue versus blood, whereas Sphingomonadaceae comprises a sizable proportion of whole blood family richness unmatched in the brain tissue.
<table>
<thead>
<tr>
<th>Domain</th>
<th>Phylum</th>
<th>Class</th>
<th>Order</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteria</td>
<td>Firmicutes</td>
<td>Clostridia</td>
<td>Clostridiales</td>
<td>Lachnospiraceae</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Bacteroidetes</td>
<td>Bacteroidia</td>
<td>Bacteroidales</td>
<td>Rikenellaceae</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Proteobacteria</td>
<td>Gammaproteobacteria</td>
<td>Pseudomonadales</td>
<td>Pseudomonadaceae</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Proteobacteria</td>
<td>unclassified</td>
<td>unclassified</td>
<td>unclassified</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Proteobacteria</td>
<td>Gammaproteobacteria</td>
<td>unclassified</td>
<td>unclassified</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Proteobacteria</td>
<td>Alphaproteobacteria</td>
<td>Sphingomonadales</td>
<td>Sphingomonadaceae</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Planctomycetes</td>
<td>Planctomycesa</td>
<td>Planctomycetales</td>
<td>Planctomycetaceae</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Proteobacteria</td>
<td>Alphaproteobacteria</td>
<td>unclassified</td>
<td>unclassified</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Proteobacteria</td>
<td>Gammaproteobacteria</td>
<td>Enterobacteriales</td>
<td>Enterobacteriaceae</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 37 Family-level richness**

Bacterial family proportional richness between brain and blood samples showing the top nine most diverse families (“Other” contains families outside the top nine and unclassified bacteria). Family is indicated by the block color while the block size represents the number of OTUs in a specific family relative to the total OTUs for that sample (e.g., Lachnospiraceae OTUs represent 18.6% of all observed OTUs in Mouse 1 – Blood compared to 34.5% of all OTUs in
Mouse 1 – Brain). A significant difference was detected between brain and blood samples for all top families except *Rikenellaceae*. This figure suggests a separation in bacterial family diversity between sample types, further contributing to the microbial signature of the two tissue types.

To further characterize the bacterial composition by tissue type, we analyzed the effect of sample type on microbiome composition using ordination analysis given the presence of the 197 detected OTUs present in at least one sample. A principal coordinate analysis (PCoA) based on abundance data displayed significant separation based on sample type ($p = 0.007$, Adonis test; Figure 4). A similar PCoA analysis based on incidence data revealed similar microbiota separation between the two tissue types ($p = 0.011$, Adonis test; Figure 5). Each data point denotes the total microbial community for a sample. Both analyses revealed separation into two distinct clusters, one for brain and one for whole blood. Taken together, the microbial composition results significantly diverged with respect to tissue type and remained relatively consistent across the different experimental subjects.

![Figure 38 Principal coordinate analysis on weighted UniFrac abundance](image)

PCoA of observed microbial taxa from blood vs brain tissue indicate a significant microbiome abundance difference between the two sample types (Adonis test, $p = 0.007$). Axis 1, the horizontal axis, explained 86% of the variation and axis 2, the vertical axis, explained 7% of observed variation. The clear separation in sample clusters indicate similarity in community composition within the same sample types and dissimilarity between brain and blood microbiota.
Figure 39 Principal coordinate analysis on unweighted UniFrac (incidence data)

PCoA of unweighted UniFrac given the presence or absence of 197 taxa demonstrates a significant microbiome difference between brain and blood sample types (Adonis test, p = 0.011). A clear separation between sample types and clustering partition is evident. Axis 1, the horizontal axis, explained 46% of the variation and axis 2, the vertical axis, explained 18%.

Analysis based on OTUs with significant abundance differences across sample types confirm microbiota separation across brain and blood samples.

A parametric Welch test was performed to identify taxa that were significantly increased or decreased across the two sample types. We found 167 out of the 197 OTUs with significantly different abundance patterns. A PCoA based on the abundance of the 167 taxa significantly separated the microbiome, again indicating that the microbiome of the brain and blood are different, and explaining 97% of the difference between the two tissue types.
Figure 40 Principal coordinate analysis on weighted UniFrac abundance, 167 taxa

PCoA plot based on weighted UniFrac distance between samples given the abundance of 167 OTUs with significant abundance differences across the sample types. Results indicate differences in microbial signatures across the two sample types. Blood and brain sample results were separated across axis 1, representing 97% of the variation between the samples.

Comparison to prior brain microbiome results

The top bacterial phyla and families are presented in comparison with two prior studies, Lluch et al. 2015\textsuperscript{27} which reported bacterial signatures in mice and Branton et al. 2012\textsuperscript{28} which detailed human brains. Our results are in good accordance with the same top bacteria phyla and sharing common bacterial families (Table 5). The study by Branton utilized human tissue and did not report results at the family taxonomic level.
Table 5 Comparison of brain microbiome with previous studies

<table>
<thead>
<tr>
<th></th>
<th>Current Study (mouse)</th>
<th>Lluch 2016 (mouse)</th>
<th>Branton 2012 (mouse)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phylum</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firmicutes</td>
<td></td>
<td>Proteobacteria</td>
<td>Proteobacteria</td>
</tr>
<tr>
<td>Bacteriodetes</td>
<td></td>
<td>Bacteriodetes</td>
<td>Actinobacteria</td>
</tr>
<tr>
<td>Proteobacteria</td>
<td></td>
<td>Firmicutes</td>
<td>-</td>
</tr>
<tr>
<td>Actinobacteria</td>
<td></td>
<td>Actinobacteria</td>
<td>-</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lachnospiraceae</td>
<td></td>
<td>Bifidobacteraceae</td>
<td>-</td>
</tr>
<tr>
<td>Rikenellaceae</td>
<td></td>
<td>Sphingomonadaceae</td>
<td>-</td>
</tr>
<tr>
<td>Pseudomonadaceae</td>
<td></td>
<td>Burkholderaceae</td>
<td>-</td>
</tr>
<tr>
<td>Lactobacillaceae</td>
<td></td>
<td>Lachnospiraceae</td>
<td>-</td>
</tr>
<tr>
<td>Sphingomonadaceae</td>
<td></td>
<td>Moraxallaceae</td>
<td>-</td>
</tr>
<tr>
<td>Enterobacteriaceae</td>
<td></td>
<td>Porphyromonadaceae</td>
<td>-</td>
</tr>
<tr>
<td>Planctomycetaceae</td>
<td></td>
<td>Campylobacteraceae</td>
<td>-</td>
</tr>
</tbody>
</table>

**Discussion**

In this work, we utilized genomic sequences of 16S rRNA to investigate the microbial composition of brain tissue and whole blood from healthy adult mice and demonstrated the presence of bacteria within both tissue types. Our results demonstrate a diverse murine brain bacterial community comprised of 123 detected OTUs from 24 bacterial families. Additionally, these results demonstrate unique microbial profiles for the two tissue types and the presence of previously unclassified bacteria in both brain and blood.

Sequence analysis revealed microbiota within brain tissue, and the community profile of brain bacteria was found to be distinct from the microbial diversity, richness, and abundance in whole blood from the same animal. When the whole microbiota profile was assessed, ordination analyses based on both presence/absence and abundance metrics showed a significant separation of brain from blood microbiota, and, importantly, similar separation was observed for all studied mice. Cluster analysis also revealed two distinct groupings for each sample type, further confirming a differential presence in the brain environment compared to blood. Furthermore, certain bacterial families were identified as unique either brain tissue or whole blood (Table 1), indicating that bacteria that comprise the brain microbiota are not simply a subset derived from other bodily microenvironments. Taken as a whole, the evidence we report supports the idea of a discrete brain microbiome comprised of bacteria both common and exclusive to those found in blood.

To our knowledge, we make the second report of a brain microbiome within healthy wild-type mice and the third report overall of microbiota found in the brain of healthy mammals. Lluch and colleagues used an optimized 16S rDNA-targeted metagenomics sequencing pipeline to analyze genetic sequences from various murine tissues, discovering tissue-specific bacteria in many organs including the brain. Sequence analysis revealed brain microbiota belonging to many shared families to the current study, as was described (Table 5). Similarly, results revealed a substantial number of unknown or uncharacterized bacteria living within healthy murine brain...
tissue. Unlike this publication, our results present a prospective systematic investigation of the presence, abundance, and community composition of bacteria from blood and brain samples across multiple animals. The Lluch et al publication was intended to demonstrate the feasibility of a novel 16S screening method. The presence of bacteria within brain tissue was mentioned in one figure and was not otherwise discussed in detail.

Branton et al. investigated the microbial diversity in pathologically normal and abnormal brains from people with HIV/AIDS and other disease controls using deep sequencing. At the class level, alpha proteobacteria associated sequences were predominant, independent of host disease status. Given the methodological discrepancy between profiling human and murine tissue and the spectrum of host disease status, direct comparison between Branton et al. and the current study is difficult. Nevertheless, our results when combined with these prior studies, are highly suggestive of a normal brain microbiome.

Our results establishing a consistent brain microbial population across several healthy subjects raises the question about the assumed physiologic role for these bacteria. Mounting evidence has shown that the unique microbiomes within different organs exert important physiologic, not pathologic, effects on the host organ. The presented results raise the possibility that the brain’s own microbiome may contribute to normal CNS function, with alterations leading to neurologic or psychiatric signs and symptoms, or neuropathologic findings. Breakdown of the blood-brain barrier (BBB) can occur in brain tumors, head trauma, burns, or sepsis. BBB disruptions have been reported to persist in some persons with traumatic brain injury (TBI), and are suggested as a potential risk for dementia. Given our results of two distinct microbiomes in the blood and healthy brain tissue, increased BBB permeability may alter the brain microbiome with unknown consequences. Similar to altered microbiome composition in the immune system, gut, or lungs leading to altered physiology, this dysbiotic brain microbiome could lead to various clinical or neuropathologic outcomes. If such links were to be established, the implications of a brain microbiota role could have profound effects on clinical medicine, neuroscience research, and animal models of human disease.

Due to the ubiquitous presence of bacteria, environmental contamination is an appreciable concern and a possible limitation to the study. However, our PCoA results are both internally consistent across tissue types and are generally consistent with prior results exploring the brain and blood microbiomes. All specimens of the same compartment, whether brain tissue or whole blood, consistently separated with abundance and incidence analysis, supporting the reliability of the presented observations. True contamination would otherwise appear randomly from sample to sample. In view of two prior studies complementing the current results, contamination appears less likely to explain the findings.

A limitation of any microarray profiling technique is the inability to distinguish between living and dead microbes. Live culturing would aid in this regard but it too has limited purpose due to the difficulty in replicating growth environment along with likely presence of viable but nonculturable bacteria. Furthermore, cultures taken at a single point in time cannot differentiate between long-term colonizing bacteria versus transient species.

Reliance on bacterial culture techniques can inform but may not provide a complete understanding of a microbiome. Cultures typically focus on clinically important (i.e. pathogenic) organisms and do not properly evaluate a host-microbiome environment in its entirety. Several microbiome studies have utilized 16S sequencing technologies to corroborate and extend bacterial culture results, enhancing confidence in 16S-based results from heretofore unexamined tissues. Wolfe et al reported bacteria on 16S analysis in urine samples that failed to grow bacteria under usual clinical conditions. In a subsequent study, Hilt et al utilized
enhanced culture techniques to demonstrate cultivable bacteria in urine specimens reported as “sterile” with standard clinical laboratory techniques, and then showed a correlation between enhanced culture results and 16S analysis of the urine specimens\textsuperscript{35}. An interesting use of 16S sequencing is demonstrating the presence of bacteria in culture-negative samples taken from hospitalized inpatients\textsuperscript{40,41}. The results from Rampini et al compare conventional culture methods to 16S analysis to PCR-amplified culture-negative clinical specimens, and found more than 90% agreement between the two methods\textsuperscript{41}. Other tissues believed to be sterile, where the term sterile is synonymous with “lack of known pathogenic organisms”, and later found to display a distinct organ-specific microbiome include placenta\textsuperscript{37,42} and lung\textsuperscript{33}.

The aggregate impact of our results combined with other studies demonstrating bacteria in supposedly sterile tissues raises an important question about “sterility” in tissue assumed to be devoid of microbiota. Perhaps a better distinction is not sterile compared to non-sterile, but instead the probability of developing an infection against which the body mounts an inflammatory response\textsuperscript{8,33}.

The current study is the first to characterize a separate and distinct microbiome within the murine brain compared to the microbiota composition of animal-matched blood samples. Bacterial signatures from the brain were significantly different from those found in blood by all assessed metrics. Certain families of bacteria were found exclusive to either the brain or blood, perhaps indicating a yet unknown physiologic role for brain flora. The emerging links between the mammalian enteric microbiota and neurobehavioral modulation has already been suggested as a major paradigm shift in the field of neuroscience\textsuperscript{43}. Here however, rather than gut bacteria, the discovery of normal brain flora establishes a direct association between potential symbiotic bacteria and the CNS, unveiling and supporting the novel concept of brain bacteria within healthy mammals. The exact role of the brain microbiome is unidentified and serves as a new frontier for microbiome research investigating the intimate links between microbiota and neuroscience.

**Methods**

**Sample Collection and Preparation**

All animal procedures in this study followed the Guide for the Care and Use of Laboratory Animals and were approved by the Duke University Institutional Animal Care and Use Committee (IACUC). Five C57Bl/6J mice (Jackson Laboratories, Bar Harbor, Maine) age 12 weeks were used for this study. Prior to blood and tissue sample collection, animals were housed with free access to food and water in a 12 hour light-dark cycle at a housing temperature of 22 °C. Mice were allowed two weeks to acclimate to housing conditions before sample preparation.

We collected blood via aseptic cardiac puncture as previously described\textsuperscript{44,45}. Mice were anesthetized with 4.3% isoflurane in oxygen at a FiO2 of 30% in an anesthesia induction box for 90 s. The trachea was then intubated with 20 gauge teflon catheter, and the lung mechanically ventilated with a 0.7 ml tidal volume at 110 breaths per minute. The concentration of isoflurane was reduced to 1.6% to maintain anesthesia. Body temperature was regulated at 37.0 °C with a heating pad and a heating lamp connected to a temperature controller unit. The thorax and adjacent regions were shaved and triple disinfected with 10% Betadine antiseptic solution. A sterile 22G needle was inserted into the left ventricle of the heart. 0.1 to 0.2 cc of whole blood was drawn and immediately snap frozen in liquid nitrogen. The entire blood content of each animal was stored at -80 °C until shipment on dry ice. After blood collection, animals were euthanized via transcardial perfusion of 60 mL sterilized saline. Sterile saline
perfusion was maintained using a syringe pump set at 5 mL/minute. Blood flush was complete when the saline ran clear and the liver blanched. Following decapitation, the calvaria was removed using sterilized forceps. All instruments were sterilized using a glass bead sterilizer and washed with 70% sterile ethanol after each contact with the specimen. 0.2 g of brain tissue was aseptically excised and snap frozen in liquid nitrogen before storage at -80 °C until shipment on dry ice.

**DNA extraction and PCR amplification**

Bacterial DNA from whole blood samples were extracted with BiOstic Bacteremia DNA Isolation Kit (MO BIO Laboratories, Carlsbad, CA) and brain tissue with Ultra Clean Tissue and Cells DNA Isolation Kit (MO BIO Laboratories, Carlsbad, CA). Bacterial 16S rRNA gene regions were subject to 35 cycles of amplification using the degenerate forward primer 27F.1 (5’-AGRGTTTGATCMTGGCTCAG-3’) and the non-degenerate reverse primer 1492R (5’-GGTTACCTTGTTACGACTT-3’). PCR amplification products were concentrated using a solid-phase reversible immobilization method for the purification of PCR products and quantified by electrophoresis using an Agilent 2100 Bioanalyzer. Phylochip Control Mix was added to each amplified product for scaling and normalization. 500 ng of amplicons were fragmented into 50 – 200 bp and biotin labeled (Affymetrix WT Double Stranded DNA Terminal Labeling) in preparation for hybridization. Negative controls (sterile water) were included at each of the prior steps to control for possible environmental contamination.

**Microarray hybridization**

Tissue from each specimen comprised one sample for a total of 10 samples (n = 5 mice, matched brain tissue and whole blood from each animal for a total of 10 samples). Each sample was hybridized to one commercially available PhyloChip microarray chip, version G3 (Second Genome, San Bruno, CA) at Second Genome. The microarray contains 1.1 million oligonucleotide probes to detect over 50,000 taxa of known bacterial and arachaeal operational taxonomic units (OTUs). DNA probes are contained in 59,959 clusters of 17 nucleotides. The 27,938 detectable microbial OTUs represent 147 phyla, 1123 classes, 1219 orders, and 1464 families. Hybridization was performed according to manufacturer protocol (Affymetrix, Santa Clara, CA) and as previously described. Arrays were washed, stained, and scanned using a GeneArray scanner (Affymetrix). Each scan was captured using standard Affymetrix software (GeneChip Microarray Analysis Suite). Samples were processed in a Good Laboratory Practices compliant service laboratory at Second Genome.

**Microarray scoring**

To calculate the summary fluorescence intensity (FI) for each feature on each array, the central 9 pixels of individual image features were ranked by intensity and the 75th percentile was used. Probe FIs were background-subtracted and scaled to the PhyloChip Control Mix. Array FI is collected as integer values ranging from 0 to 65,536. Fluorescence intensity observed from perfectly matching (PM) probes were compared to mismatching (MM) probes and were considered positive if the FI from PM probe is at least 1.5 times greater than the intensity of the MM control (PM/MM ≥ 1.5), PM minus MM is at least 50 times greater than the array specific noise N (PM-MM ≥ 50*N), and ≥ 0.95 where r represents the response score.
Only PM FI from probes observed as positive in at least 3 samples were exported from all experiments then rank-normalized and used as input to empirical probe-set discovery. Probes were clustered into probe-sets based on both correlations in FI across all biological samples and taxonomic relatedness. Where multiple clustering solutions were available, higher correlation coefficients were favored over lower, taxonomic relatedness at the species level was favored over higher ranks, and sets composed of more probes were favored over less. All probe sets contained $\geq 5$ probes, with average pair-wise correlation coefficients $\geq 0.85$. The empirical OTU (eOTU) tracked by a probe set was taxonomically annotated from the combination of the 9-mers contained in all probes of the set. Hybridization score (HybScore) is the mean of the ranked probe FIs within each set and is used to compare relative changes in a taxon’s population abundance between samples. HybScore values are in the range of 0 to 16000 and changes by 1000 indicate a two-fold increase in FI. The proportion of probes for an eOTU that are observed as positive in a sample (number of positive probe pairs divided by the total number of probe pairs in a probe set) is referred to as the positive fraction (pf). An eOTUs was considered present in a sample where pf $\geq 0.8$, and only eOTUs passing the pf cutoff are included for further analysis.

Data reduction and statistical analysis

Data was filtered leaving only OTUs present in at least one sample, or to taxa significantly increased in abundance in either brain tissue or blood compared to the other. The parametric Welch test was used to calculate p-values for the abundance filter. Furthermore, q-values were determined using the Benjamini-Hochberg procedure to correct p-values, controlling for false discovery rates as described previously.

After data filtering for inclusion criteria, the values used for each taxa-sample intersection were determined using two metrics. In the first case, the abundance metrics are used directly (AT). Abundance values (HybScores) for all eOTUs with a probe score below are utilized even those where pf<0.8. Binary metrics were created in the second case (absence, 0; presence, 1) (BT). A non-paired, heteroskedastic Student’s t-test assuming unequal variances was used to test for differences in microbial richness and hierarchical summarization between brain and blood sample categories.

To evaluate sample-to-sample distance all profiles were inter-compared in a pairwise fashion to determine a dissimilarity score and stored it in a distance dissimilarity matrix. The distance functions were chosen to allow similar biological samples to produce only small dissimilarity scores. The Unifrac distance metric utilizes the phylogenetic distance between OTUs to determine the dissimilarity between communities. Unifrac was used for presence/absence, whereas Weighted Unifrac (WUnifrac) was used for abundance data.

Two-dimensional ordinations and hierarchical clustering maps of the samples were created to graphically summarize the inter-sample relationships. Principal Coordinate Analyses (PCoA) is a method of two-dimensional ordination plotting used to visualize complex relationships between samples. PCoA uses the dissimilarity values to position the points relative to each other. The Adonis test is utilized for finding significant differences among discrete categorical or continuous variables. In this randomization/Monte Carlo permutation test, the samples are randomly reassigned to the various sample categories, and the between-category differences are compared to the true between-category differences. Adonis utilizes the sample-to-sample distance matrix directly, not a derived ordination or clustering outcome.
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The recognition of the importance of blast-related neurotrauma in current military operations constitutes a critical need for examining primary blast injury [1, 2]. To elucidate the pathophysiology of blast in humans, many animal models of blast traumatic brain injury (TBI) have been established. These include small animal models of mouse [3-5], rat [6-8], and rabbit [9, 10], and other larger animals including swine [11, 12] and sheep [13-15]. To simulate blast in a laboratory setting, gas-driven shock tubes have been extensively used and provide the advantage of replicating primary blast in a controlled and repeatable manner [16]. However, many studies fail to consider the issues of proper shock tube use, limiting considerations to simple ‘inside vs. outside’ controversies [17]. Due to variation in experimental shock tube methodologies, ambiguity and inconsistencies confound the proper characterization of primary blast exposure. These variations include the direction of the impinging wave front, immobilization of the head and body of the test animal, use of thoracic protection, appropriate scaling of blast inputs, and placement of the test specimen relative to the location of shock initiation and shock tube exit, amongst others [17, 18]. Each factor can alter the biomechanical loading of the specimen thus potentially altering injury type and severity. As such, subsequent blast sequellae and histopathological findings cannot be compared across the diversity of injury models performed with inconsistent protocols. This issue is not widely recognized by funding agencies and thus, there exists no push for standardization. Without some consensus view, blast research will continue to employ disjointed injury models without any corroboration or validation.

Standardizing blast procedures begins with understanding the desired loading condition. The ideal planar wave is characterized by a Friedlander curve as depicted in Figure 1. Friedlander-type blasts represent a realistic free field high explosive blast exposure as measured from a stationary location and serves as the ideal comparison for laboratory conducted tests [17]. Often, shock tube testing is performed without regard to whether the profile represents an ideal waveform or a complex waveform, nor the details of the time history beyond the peak pressure. For a Friedlander profile, the pressure profile follows a sharp rise of less than 1 ms duration, followed by an exponential decay to a relatively short negative phase before returning to ambient pressure. Considering the numerous methodologic inconsistencies in published blast injury models, this study focused on assessing overpressure waves at locations inside, at the exit, and outside the shock tube into the free field. As most injury tolerance is a function of some combination of peak overpressure, overpressure duration, and impulse for ideal waveforms, these three metrics must be considered together and were used to assess the experimentally and numerically derived pressure behavior [19]. By characterizing blast wave profile progression at multiple distances, locations of planar and deteriorated waveforms can be established. Placing test subjects in locations that encounter an ideal planar wave reduces complex loading and allows for better characterization of loading condition. Deviation from an ideal waveform can lead to applied impulse that is larger than that expected for an ideal waveform and difficult to characterize inputs.

![Figure 1. Graphical representation of a planar Friedlander waveform [17](image)](image)
Little agreement has been reached on valid placement locations for shock tube tests, and there is a distinct lack of experimental validation. In order to provide clarification on this issue, the goals of this study were to (1) characterize blast wave profile evolution using pressure transducers at predetermined landmarks corresponding to common specimen placements, (2) identify locations of ideal waveform impingement during shock tube experiments, (3) validate shock tube experiments with finite element numerical simulations, and (4) consider the benefits and limitations of various specimen placements.

**METHODOLOGY**

**Shock tube**

Shock waves were generated using a 305mm diameter, cylindrical shock tube (Figure 2) consisting of a 305mm long driver section, and a 3.05m long driven section (10:1 driven to driver length ratio). The bursting diaphragm was composed of two polyethylene terephthalate (PET) sheets of total thickness 0.508mm. Nitrogen was the driver gas. All factors were kept constant for the entire test battery.

![Figure 2. Shock tube schematic](image)

**Pressure measurements**

Pressure profiles were acquired at predetermined landmarks as shown in Figure 3. Each point represents a pressure transducer (PT; Endevco 8530B-200; San Juan Capistrano, CA) measuring incident pressure. Replicates of three trials were tested for each location. Standoff distances were determined by number of tube diameter lengths ($D_t$) from the exit of the shock tube: Standoff A (61cm inside; -$2D_t$), Standoff B (30.5cm inside; -$D_t$), Standoff C (0cm/exit; 0$D_t$), Standoff D (2.5cm outside; $D_t/12$), Standoff E (15.25cm outside; $1/2D_t$), Standoff F (30.5cm outside; $D_t$), Standoff G (61cm outside; $2D_t$), and Standoff H (91.5cm; $3D_t$). For each standoff, measurements were taken at various radial distances starting at the tube central axis. Marked in red, Location 1 (tube central axis) through Location 5 (Shock tube wall) are equally spaced apart. Locations 1 through 3 marked in blue measured pressure from the spherical expansion of the shock front in the free field. Location 3 increased in radial distance equally with increased standoff, and Location 2 marked the midpoint of Location 1 and 3.
Figure 3. Pressure transducer locations varied in both standoff and radial distance from the central axis. Locations A through H mark standoff distance from tube exit (positive standoffs are downstream from exit, negative standoffs are upstream). Locations across the tube diameter are marked Location 1 through 5 (red) for standoffs A through D, and Location 1 through 3 (blue) for standoffs E through H.

Wedge (Figure 4A) and pie-shaped (Figure 4B) mounting fixtures were machined to allow a blast wave to pass undisturbed across a PT, permitting incident profile measurement. PTs are mounted flush with the housing surface at a right angle, incident to the oncoming wave. The wedge is a 15cm x 15cm x 1.25cm aluminum plate with a 30 degree wedge. The flat surface is placed horizontally in the plane of the tube axis. The wedge is fixed onto a horizontal support and can be moved along the center-axis along Standoffs A through D. Four PTs are mounted approximately 3.8cm apart, accounting for locations 1 through 4. Shock tube wall mounted sensors account for location 5. The pie plate is a 23 cm diameter aluminum plate with a 30 degree bevel. A single pressure transducer is mounted in the center. The flat surface is placed horizontally in the plane of the tube axis and moved through the different locations across and downstream of the shock tube exit.
Figure 4. (A) Wedge pressure transducer housing fixture (B) Pie plate pressure transducer housing fixture

Finite element model

A finite element number model of free field blast was established to validate experimental shock tube results. To observe the full response field during the blast, a 2D, symmetric shock tube model was built in LS-DYNA (Livermore Software Technology Corporation; Livermore, CA). The model consists of over 250,000 plane elements and includes a high pressure nitrogen driver section (Figure 5, red) with an initially ambient driven mesh (Figure 5, blue) and ambient free field (Figure 5, green). A reflecting plane of symmetry was assumed, and a 2mm mesh was chosen as it has been shown to sufficiently capture blast waves in simulation while still maintaining computational efficiency [20]. The model uses the DYNA arbitrary Lagrangian Eulerian (ALE) formulation with 2nd order accurate Van Leer advection and builds upon existing shock tube FE models [16]. Initial conditions in the driver section were set to mimic an empirical burst pressure levels.

![Finite element ALE model of shock tube with high-pressure nitrogen driver section (red) and 10 diameters length driven section (blue) to match the experimental setup.](image)

Sampling and Statistics

All data was sampled at 1 Mhz with a 500 kHz anti-alias hardware filter and post-processed using an 8-pole Butterworth filter with a cut-off frequency of 40 kHz [21]. Matlab R2012b (Mathworks; Natick, MA) was used to process the raw data. Statistical comparisons were performed using JMP Pro 10.0.2 (SAS Institute Inc; Cary, NC). The interactions between dependent variables pressure, duration, and impulse were considered correlated, and thus univariate analysis of variance comparisons were conducted to assess shock tube parameters. The effects of sensor standoff and location across the diameter on generated blast response (pressure, duration, and impulse) was analyzed using ANOVA to see general effects and Tukey post hoc analysis of means comparisons to assess specific effects. Normalized experimental and numerical simulation data was compared using ANCOVA. Results were considered significant at p < \( \alpha = 0.05 \).
Results

Shock Tube Characterization

Blast wave peak overpressure, positive duration, and impulse from all PT locations are provided in Table 1 (Appendix). For Standoff A through D, results showed no significant differences across the five radial distances for peak overpressure, duration, and impulse. Thus, measurements across the tube diameter were nominally similar at all standoffs inside the tube and DT/12 past the exit. This trend was not found across Locations 1 through 3 for Standoffs E, F, G, and H. Significant differences were found in all standoffs past \( \frac{1}{2}D_T \) from the exit of the shock tube.

Peak overpressure across the shock tube diameter grouped by standoff is shown in Figure 6. Across Locations 1 through 5, Standoffs A through D and Location 1 for Standoff E exhibited no significant differences. Peak overpressure for the given experimental tube conditions were approximately 160kPa. Peak overpressure declined into the free field at standoffs F, G, and H, at a distance of greater than one DT from the shock tube exit.

![Figure 6. Peak overpressure measured at various radial distances grouped by standoff](image)

Positive overpressure duration across the tube diameter by standoff is shown in Figure 7. At Standoff A, the furthest inside the tube, positive duration was found to be significantly different from all other standoff distances. A positive duration of approximately 6ms was measured at A. Standoff B saw a positive duration of approximately 4ms and was also significantly different from all other standoffs. Durations were not found to be significantly different at Standoffs C and D, the shock tube exit and DT/12 outside the exit. These standoffs saw durations of approximately 2.6ms. Duration increased with distance into the free field starting one DT outside the exit. This trend is most notable at Location 1, down the length of the shock tube central axis.
Figure 7. Positive duration measured at various radial distances grouped by standoff

Impulse results across the tube diameter by standoff are shown in Figure 8. Similar to the duration results, impulse at standoffs A and B showed significant differences from each of the rest of the standoff locations. Impulses of approximately 450 and 350 kPa-ms were measured at A and B, respectively. At Standoff C and D, impulse was not found to be significantly different. This range of standoffs produced impulse of 140 to 150 kPa-ms. Further outside the shock tube, impulse was significantly different at Location 1 than at Location 2 and 3, the more lateral PT locations.
Incident pressure-time histories along the tube central axis (Location 1) show distinct waveform evolution as the shock front travels down the length of the driven section and expands into the free field (Figure 9). Beginning with Standoff A at $2D_T$ inside the exit, the curve shows a sharp rise but a fairly slow return to ambient conditions. Of note is the slight plateaued peak in the trace. Standoff B, one $D_T$ inside the exit, displays a similar profile but with a slightly faster decay. By the time the blast front reaches the exit of the tube, Standoff C, the pressure profile is Friedlander-like with a sharp rise and a quick exponential decay. Standoff D, 2.5 cm past the exit of the shock tube, retains this profile and is indistinct from the exit pressure profile. When pressure wave reaches $\frac{1}{2}D_T$ at Standoff B, the curve shows deviation from the ideal Friedlander-like profile. A large negative duration develops as the peak overpressure diminishes. By Standoff H, at $3D_T$ outside, the peak is drastically reduced and duration lengthened for the given peak as shown by the complex profile in gray.
Experimentally derived pressure-time profiles along the tube central axis (Location 1) for Standoff A (black; -2DT), Standoff B (red; -DT), Standoff C (blue; 0DT), Standoff D (magenta; DT/12), Standoff E (green; ½DT), Standoff F (cyan; DT), Standoff G (brown; 2DT), and Standoff H (gray; 3DT).

3.2 Numerical Simulation – Finite Element Model

To compare relative exposure at each location, both numerical and experimental results were normalized to their respective peak pressure, duration, and impulse at the tube wall exit (Standoff C, Location 5 from experimental setup). This location is conserved across experimental tests and not affected by variation in wedge or pie plate positioning. Results show excellent agreement with experimental tests in the free field, overestimating the peak pressure inside the tube by on average 6% (Figure 10, left) and underestimating peak pressures outside the tube by on average 4%. Duration results were underestimated in the simulation by approximately 2% inside the tube and 20% outside. Overall impulse was overestimated by on average 13% inside and 8% outside the tube. No statistical differences were found between normalized data for all across three metrics.
Simulation shock tube pressure-time history at exit is shown in Figure 11 and . As the shock exits, the expansion wave generated at the edge of the tube moves inward and meets at the tube centerline at approximately one half of a diameter. The pressure pulse after this point is greatly diminished due to geometric spreading of the shock energy.

Simulation incident pressure-time histories along the tube central axis (Location 1) show distinct waveform evolution down the driven section of the shock tube (Figure 12). Pressure profile trends show a good match with experimentally derived curves (Figure 9).

**DISCUSSION**

The shock tube performance characteristics with the chosen setup clearly demonstrate a distinct range of locations at which test subjects would experience ideal loading conditions. First, pressure data across the diameter of the shock
tube suggest that the shock wave was planar by Standoff A, a distance of 8Dₜ down the driven section. Overpressure, impulse, and duration across the diameter of the tube showed no significant differences at this standoff. On average in this planar regime, the relative error for these measurements across Locations 1 through 5 was within 5% of the mean. At Location 1 down the central axis, peak pressure is unchanged until Standoff F, 1Dₜ past the exit, where peak pressure begins to decrease. Moving out radially for Standoffs F, G and H, we see increased waveform complexity and a decrease in all blast parameter values. Deviations away from the central axis occur due to the spherical expansion of the shock front from the exit of the tube as noted visually in the simulations and reconfirmed by the data. For lateral positioning, specimens must be placed as close as possible to the shock tube central long axis.

Analysis of standoff locations of non-planarity, where pressure, duration, and impulse drop off significantly, determine inside vs. outside placement validity. A consistent overpressure is maintained over the range of -2Dₜ to 1Dₜ outside the tube. This indicates that subjects along the major axis within 1Dₜ outside the tube will experience similar peak overpressure values. Across the tube diameter, no significant differences of blast parameters were found between Standoff C, the tube exit, and standoff D, Dₜ/12 past the exit. Pressure-time histories for both standoffs are also indistinct (Figure 9), and similar to the intended Friedlander type loading curve. Consequently, specimens tested outside the shock tube in this regime will see the same loading condition as those measured directly at the exit as the shock maintains planarity. Thus, placing specimens outside is indeed an appropriate experimental shock tube experiment method. The drop off of duration and impulse past Standoff E at ½Dₜ downstream indicate that a test specimen should ideally be placed before this standoff. Further out into the free field, Standoffs G and H exhibit complex pressure profiles that are difficult to characterize (Figure 9). Similarly at these standoffs, for a given peak pressure at more than 1Dₜ, duration and impulse can increase relative to values immediately outside the exit (Figure 7 and 8). Injuries from impinging pressure waves here and farther out are more momentum dominated events not representative of common primary blast exposure. For testing specimens outside the shock tube, this study recommends the standoff to be minimized, allowing a maximum standoff of ½Dₜ.

Loading conditions for subjects placed at distances inside the shock tube must also be considered. Though pressure was not shown to vary with standoff distance inside the shock tube, positive duration and impulse were significantly different between Standoffs A, B, and C (Figure 7 and 8). Impulse measurements at 2Dₜ inside the exit were a twofold increase over impulse measured at 1Dₜ inside, and nearly a threefold increase over impulse measured at the exit. The pressure-time histories at 1Dₜ and 2Dₜ inside the exit can be characterized by a more complex decay than a Friedlander-type pressure trace as seen at the tube exit (Figure 1, Figure 9). A relatively slow decay to ambient conditions results in a longer duration and a subsequent increase in impulse.

Upon rupture of the diaphragm separating the high pressure driver from the rest of the shock tube, a compression wave is sent upstream into the driven section and an expansion wave towards the driver. A shock front is formed as the tail of the compression wave moves faster than the lead end. With a sufficiently short driver, the expansion wave reflects off the back wall of the driver and can reach the shock, attenuating the pressure. The attenuation due to the expansion fan results in Friedlander-like waves. If the shock front reaches the test
subject or PT before the expansion fan catches it, blast waves can plateau, are not attenuated, and can deliver excessive impulse. Using a driver gas with a high speed of sound or a short driver section allows placement closer to the test driver. Still, a conservative estimate is to test at least 8-10 DT down from the driver. Any closer and the shock front will not have sufficient distance to fully develop a Friedlander-type pressure profile. [17]

The higher impulse loading condition from testing deeper inside the tube must be considered if a clinical and realistic blast model is to be established. For the given shock tube setup conditions for this study, approximate similar exposure levels from the resulting unscaled peak overpressure and duration according to the Conventional Weapons Effect Program (CONWEP) are as follows (Table 2)[22]:

<table>
<thead>
<tr>
<th>Standoff</th>
<th>Overpressure (kPa)</th>
<th>Duration (ms)</th>
<th>Equivalent Exposure</th>
</tr>
</thead>
<tbody>
<tr>
<td>-61 (A)</td>
<td>160</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>-30 (B)</td>
<td>160</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>0 (C)</td>
<td>160</td>
<td>2.5</td>
<td>16</td>
</tr>
</tbody>
</table>

Equivalent exposures at Standoff A and B are fairly large charge sizes at close distances. As many blast injury models study mild to moderate injury, Standoff C provides the appropriate loading condition [19]. Some blast models may indeed desire a large impulse loading condition. However, failure to scale the biomechanical response across species leads to unrealistic injury. Moreover, many injury models are conducted on smaller animals such as mice. Even with a simple scaling technique, such as the cube-root of mass [13], scale factors may be 10-15 times the experimental positive duration value. Neglecting these factors and not considering specimen placement ultimately lead to scaled exposures outside the realm of clinical interest.

The confinement effect of the tube wall on the test subject is another consideration for placement inside vs. outside the shock tube [16]. The impinging wave front will reflect off the specimen onto the shock tube wall. Shock reflections off these boundaries generate higher pressures that would otherwise be experienced by an object in the free field. Complex waveforms may interact with the specimen and measuring instruments, confounding the exact state of exposure level. Since the shock at exit is preserved within ½DT, testing within this outside region and allowing reflections to dissipate into the free field may be beneficial if an ideal blast is desirable. Confinement effects can be mitigated with a sufficiently large shock tube diameter. However, the minimum 8 to 1 driven to driver ratio may result in large and impractical shock tubes to be used in a laboratory setting.

We have shown that specimen placement both inside and outside the shock tube is appropriate within a certain range. This study well characterizes overpressure for a single shock tube setup configuration, but can be scaled to all shock tube sizes by diameter lengths. Numerical simulations provided good validation against experimentally derived blast results as shown through blast parameters and wave profiles. Further configurations include using other
driver gases and testing further upstream than $2D_T$ to fully characterize compression wave generation, progression, and attenuation.

Important conclusions of this study include:

1. Specimen placements interior and exterior to the shock tube exit are appropriate with the following conditions:
   a. Inside: At least 8-10 shock tube diameters down the driven section
   b. Outside: Minimize standoff as close to the exit as possible. At most $\frac{1}{2}$ a tube diameter away from the exit.

2. A higher impulse loading condition is found for specimens placed inside the shock tube. This must be considered when developing a realistic and clinically relevant blast injury model that is properly scaled from humans to the test animal species.

3. Confinement effects may generate complex loading scenarios for large specimens placed inside a shock tube. Using a sufficiently large shock tube or placing specimens outside minimize these effects and allow exact measurement of loading input.

References

Section 2: Columbia University Final Report

Theme: Thresholds for blast induced cell death and dysfunction

As a MURI partner, Columbia had two primary responsibilities over the duration of this project:

In collaboration with Duke, develop and use methodologies for measuring:

- The threshold for cell death in organotypic representations of the brain
- The threshold for neuronal network dysfunction
- The loading required to cause structural and glial changes in organotypic representations of the brain

In collaboration with Penn, assess circuit level changes in neuronal activity and function after blast exposure by:

- Measuring paired-pulse ratios after blast in organotypic slice cultures
- Measuring activation thresholds for neural circuit activation
- Measuring LTP induction thresholds following blast exposure in hippocampal slice cultures
- Investigating cellular mechanisms responsible for functional changes
- Measuring LTP and cell death following repetitive primary blast exposure in hippocampal slice cultures

Task A: Examine the multiscale physics of blast wave transmission to the brain.

[A3] Build devices for studying the effects of blast loading at the synaptic, network, and circuit level.

We have developed novel and robust methods for exposing isolated tissues to pressure transients that mimic the human intracranial pressure transients experienced during blast. These methods have been standardized and are now published so that others may also use them so that experiments are standardized across locations, both within and outside of this MURI. No other groups have been able to accomplish this important milestone which we believe will hasten progress for understanding the physics and biological mechanisms of blast TBI.

Shock tube: Shock waves were generated with a 76 mm diameter aluminum shock tube with an adjustable-length driver section (25 mm - 190 mm) pressurized with helium or nitrogen and a 1240 mm long driven section. Piezoresistive pressure transducers (Endevco, San Juan Capistrano, CA) were flush-mounted at the exit of the shock tube and within the fluid-filled blast receiver, at the location of the culture, and were oriented perpendicular to the direction of propagation to record side-on (incident) pressure. Transducer outputs were amplified (50X gain) and low-pass filtered (corner frequency of 40 kHz, Alligator Technologies, Costa Mesa, CA) before being digitized at 125 kHz. Peak overpressure, overpressure duration, and impulse were calculated with custom MATLAB scripts (Mathworks, Natick, MA). For in-air and in-fluid pressure histories, peak overpressure was defined as the maximum pressure of the positive overpressure phase, duration was defined as the length of time of the positive overpressure phase, and impulse was defined as the integral over time under the pressure history trace for the duration of the positive overpressure exposure (i.e. area).

Sample receiver: A fluid-filled receiver was designed to work in conjunction with the shock tube. The receiver (Figure 41) consisted of an enclosed 57 L high-density polyethylene (HDPE) reservoir filled
with water. Extending from the top of the reservoir was a 152 mm long, 51 mm diameter polycarbonate tube (6 mm wall thickness) attached to a 400 mm long, 8-degree diverging HDPE nozzle. The polycarbonate tube was sealed and secured to the top of the reservoir, and was positioned so that the diverging nozzle was 48 mm from the bottom of the reservoir. A 25 mm diameter open tube (HDPE) was installed in the reservoir to equalize the initial pressure in the receiver with the atmosphere, and to adjust the internal fluid levels during setup. The top surface of the test column was positioned directly under the center of the open end of the shock tube with a gap no more than 2 mm.

During in vitro testing, cultures are positioned in the center of the test column between the top set of aluminum flanges (approximately 76 mm from the top surface of the fluid column). The planar shock wave impinges the top surface of the fluid-filled receiver positioned at the end of the tube. The pressure wave in the test column propagates through the test sample (i.e., tissue culture) rather than reflecting off it because materials with similar impedances were selected to surround the sample. This aspect of the design was important because it minimize large strains in the sample. The pressure wave passes through the diverging nozzle into the reservoir causing the wave to attenuate and disperse. This design feature limits large pressure waves reflecting back through the test sample, and effectively loading the sample more than once during each test.

All membrane materials used in the fluid-filled receiver (including those containing the tissue samples) were tested for impedance matching with water to ensure that they would not create wave reflections during the test. The top surface of the test section had a thin (0.254 mm) silicone rubber membrane stretched over the surface and secured tightly using a hose clamp to prevent fluid from leaking and/or splashing from the column during the shock tube test. Between the bottom section of the test column and the portion of the polycarbonate tube attached to the reservoir was a thin membrane (0.254 mm) of PTFE. The purpose of this membrane was to create a barrier between the water in the reservoir and the fluid in the test column to reduce the bulk motion of the fluid in the column. Bubbles were carefully evacuated from the receiver and test column prior to each test to ensure that pockets of air did not affect the pressure wave.

One of the strengths of our multi-scale approach to bTBI is that the tissue culture experiments provide the opportunity to eliminate confounding injury modes (i.e. secondary (penetration, tearing) or tertiary (inertial loading, large deformation) from primary blast injury. We are the only group that we are aware of who has this capability to apply primary blast injury to living tissue in isolation of other blast injury mechanisms.

However, achieving primary blast injury in isolation from other modes requires extreme attention to detail and independent validation. To this end, high-speed (2100 fps) video analysis revealed that the tissue cultures placed within the receiver experienced substantial bulk motion during blast loading. Based on its timing, this bulk motion was caused not by the shock wave, but by the plug of cold gas traveling behind the shock wave. Closer analysis revealed that the motion was due to the flexion of the polyethylene lid of the drum forming the receiver. The subsequent bulk motion could potentially lead to inertial loading of the tissue and tissue deformation.

To eliminate this bulk motion and any of its possible confounds, the lid of the receiver was redesigned in 1/2 " polyvinyl chloride (PVC) making the new lid much stiffer than the old lid. We also took this opportunity to use off-the-shelf Schedule 80 PVC components, including pipe and pipe flanges, to simplify construction of the fluid-filled column (Figure 41). This approach had three additional benefits: 1) with the thicker wall of the pipe, pressure transducers could be mounted directly to the column, 2) pipe and flanges could be solvent welded, eliminating leaks even during blast-loading, and 3) the sample could be filmed more clearly over the course of the blast event.
Figure 41. Redesigned receiver lid and fluid column using off the shelf components resulting in a stiffer design and the use of Endevco pressure transducers in the fluid column.
Figure 42. Pressure histories from the array of new Endevco sensors for multiple regions within the receiver. Ai1 and Ai2 represent in-air transducers located at the end of the shock tube. Ai3 represents a submerged transducer trace at the level of the tissue. The experimental data agrees well with the numerical simulations (inset).

**Task B.** Define the threshold for alterations in synaptic function, neural connectivity, and neuronal loss after scaled blast loading. In particular,

[B1] **We use technologies developed by Task A to define the minimum blast input conditions necessary to cause changes in structure and function.**

The exact physical and biological mechanisms of bTBI are still elusive, and a major goal of this MURI is to identify what in the brain sustains damage when exposed to a shock wave. We have identified candidates of the brain that serve as the mechanotransducer of the injury event into a biological response. The damage is caused in part by direct interaction of the shock wave with the cells which make up the brain, i.e. neurons, but also other cells including microglia and astrocytes, and endothelial cells.

**Threshold for altered blood-brain barrier (BBB) function after blast:** One of the advantages of an in vitro model is that the tolerance of separate CNS components can be tested in isolation from others. In this way, we can determine which element(s) of the CNS is(are) most vulnerable to primary blast-injury, allowing us to focus our efforts appropriately. The BBB is a specialized, cerebrovascular structure which separates the brain from the systemic circulatory system and circulating neurotoxic compounds, e.g. glutamate, iron. Given the fine structure of the BBB, only 300 nm thick with a combined surface area of 20 m² lining 600 km of brain capillaries, (Huber et al. 2001; Pardridge 2007) damage to the barrier could be a primary mechanism of blast-induced TBI by...
allowing plasma components to flood the brain parenchyma. Infiltration of circulating compounds could alter synaptic activity, affect network function, or cause overt neuronal death.

Continuing with the in vitro approach, which allows for the study of primary blast injury in isolation of other confounding mechanisms, as well as isolating tissues and structures of interest, we have utilized an in vitro model of the BBB consisting of bEnd.3 cells.

The integrity of the BBB is quantified by measuring the flux of specific ions and molecules across the barrier. Transendothelial electrical resistance (TEER) is a measure of the flux of ions across the BBB; hydraulic conductivity is a measure of the flux of water across the BBB, and solute permeability is a measure of the flux of larger (neutral) molecules of different molecular weights (sizes) across the BBB.

**Blast-induced deficits in TEER:** An initial investigation was conducted to identify a threshold for this disruption as determined by a significant decrease in TEER measured acutely between 2 to 10 minutes after blast exposure. Using helium as the driver gas, TEER acutely decreased in a dose-dependent manner at increasing severities of blast from: 231 to 571 kPa peak incident overpressure, 0.60 to 1.06 ms duration, and 40 to 186 kPa*ms impulse (Figure 43A). Following the 469 kPa peak overpressure blast, TEER significantly (p < 0.05) decreased to 78 ± 8 % of pre-exposure levels compared to 102 ± 3 % in sham controls (Figure 43A). TEER continued to decrease at greater blast levels, while exposure to lower severity blasts with peak overpressure ranging from 231 to 377 kPa, duration of 0.60 to 0.89 ms, and impulse of 40 to 96 kPa*ms did not significantly reduce TEER.

The scientific contribution of this study is that these are the first data to identify a threshold for BBB damage from purely a primary blast injury. An implication is that if in vivo studies observe BBB breakdown at lower exposures, then it is probable that secondary or tertiary blast injury mechanisms are contributing to the observed pathology. (Goldstein et al. 2012a)
Figure 43  Dose-dependent TEER response in endothelial monolayers following exposure to a range of blast loading conditions. A) Following the 469 kPa peak overpressure blast (helium driver gas), TEER significantly and acutely decreased in injured cultures to 78 ± 8 % of pre-exposure levels. B) Following the 342 kPa peak overpressure blast (nitrogen driver gas), TEER significantly and acutely decreased in injured cultures to 73 ± 2 % of pre-exposure levels. (* p < 0.05; ± SEM; Sham n ≥ 8; Injured n ≥ 6 per blast condition).

We next sought to identify the most influential biomechanical blast parameter driving damage to the barrier. Changing the driver gas to nitrogen enabled generation of a different combination of parameters that included generally lower peak overpressures at longer durations and higher impulses compared to helium as the driver gas. TEER acutely decreased in a dose-dependent manner as the blast severity increased from: 250 to 396 kPa peak incident overpressure, 1.15 to 2.40 ms duration, and 85 to 276 kPa*ms impulse (Figure 43B). Following the 342 kPa peak overpressure blast, TEER significantly decreased to 73 ± 2 % of pre-exposure levels compared to 97 ± 5 % in sham controls (Figure 43B). TEER continued to decrease as the blast severity increased, while exposure to milder blasts with peak overpressure ranging from 250 to 311 kPa, duration of 1.15 to 1.54 ms, and impulse of 85 to 148 kPa*ms did not significantly reduce TEER.

Taken together, the scientific contribution of these two sets of data is that they indicate the BBB can be damaged at lower pressures if the duration and/or impulse are increased. Using helium, the BBB was damaged at a peak overpressure of 469 kPa, duration of 0.99 ms, and impulse of 143 kPa ms (Figure
43A), whereas with nitrogen, the BBB was damaged at a lower peak overpressure of 342 kPa, a longer
duration of 1.83 ms, and a larger impulse of 192 kPa ms. These are the first studies to demonstrate that
the threshold for BBB disruption is a peak overpressure greater than 311 kPa and an impulse greater
than 96 kPa ms.

To determine which blast parameter was most critical to BBB disruption, the correlation between
changes in TEER and each of the three biomechanical injury parameters – peak overpressure, duration,
and impulse – measured in the open-tube configuration (air) and in the sample receiver (fluid) was
determined. As evidenced by the high $R^2$ values of 0.92 (Figure 44A) and 0.88 (Figure 44D) for
measurements in both the air and fluid, changes in TEER were overall most strongly correlated with
impulse. A significant decrease in TEER after blast was observed at an air impulse as low as 143 kPa*ms,
indicating functional deficits at TEER levels approximately 80 % of pre-injury values (Figure 43A, B).
TEER was also strongly correlated with peak overpressure measured in the fluid, as indicated by a high
$R^2$ value of 0.93 (Figure 44E). Weaker associations were evident between TEER and air peak
overpressure, air duration, and fluid duration, which were all associated with comparatively lower $R^2$
values of 0.52, 0.52, and 0.34, respectively (Figure 44B, C, F).
Figure 44 Correlations established for changes in TEER with different blast injury parameters measured in the open-tube configuration (air) and in the sample receiver (fluid). Linear functions were fit to the data for each association. A) Correlation between TEER and air impulse, showing $R^2 = 0.92$. B) Correlation between TEER and air peak overpressure, indicating a weaker association with $R^2 = 0.52$. C) Correlation between TEER and air duration, indicating a weaker association with $R^2 = 0.52$. D) Correlation between TEER and fluid impulse, showing $R^2 = 0.88$. E) Correlation between TEER and fluid peak overpressure, showing $R^2 = 0.93$. F) Correlation between TEER and fluid duration, indicating a weaker association with $R^2 = 0.34$. 
**Blast-induced increases in hydraulic conductivity:** A major function of the BBB in vivo is to exclude water flux by the presence of tight junctions, and measuring blast-induced modulation of hydraulic conductivity is important for linking exposure to the neuropathological conditions associated with vessel hyper-permeability. (Elliott et al. 2007; Fenstermacher 1984; Garcia et al. 2011; Olson et al. 1997; Victorino et al. 2003) Hydraulic conductivity, \( L_p \), was measured between 30 minutes to 2 hours post-injury to quantify water flux through the BBB model. After exposure to blast with a peak overpressure of 571 kPa, duration of 1.06 ms, and impulse of 186 kPa*ms (helium driver gas), hydraulic conductivity was significantly increased to \( 11.4 \pm 3.5 \times 10^{-7} \text{cm/s/cmH}_2\text{O} \) compared to \( 2.9 \pm 0.4 \times 10^{-7} \text{cm/s/cmH}_2\text{O} \) in sham controls (Figure 45). Similarly, blast with a peak overpressure of 396 kPa, duration of 2.40 ms, and impulse of 276 kPa*ms (nitrogen driver gas) significantly increased hydraulic conductivity to \( 7.5 \pm 1.9 \times 10^{-7} \text{cm/s/cmH}_2\text{O} \) (Figure 45). Blasts with peak overpressures of 469 or 342 kPa, durations of 0.99 or 1.83 ms, and impulses of 143 or 192 kPa*ms did not cause significant increases in hydraulic conductivity.

These results are scientifically important as they are the first to quantify a blast-induced increase in water flux across an in vitro BBB model. It is possible that our relatively long measurement time window, coupled with temporal variations in blast-induced BBB opening, account for why our hydraulic conductivity results did not mirror the acute TEER dose-dependent response observed (between 2 to 10 minutes after exposure) with increasing impulse levels. A previous study comparing the progression of BBB opening in different rat models of TBI demonstrated that impact acceleration resulted in immediate BBB opening followed by rapid closing of the barrier, whereas lateral cortical impact was associated with prolonged BBB opening for up to 4 hours. (Beaumont et al. 2000) Therefore, we anticipate that more precisely defining the time point at which hydraulic conductivity is measured after...
injury will allow for improved mechanistic understanding of the high incidence of brain edema following bTBI. (Ling et al. 2009; Mac Donald et al. 2011)

**Blast-induced increases in solute permeability:** Solute permeability provides a method of assessing the transport properties of an endothelial monolayer representing the BBB, serving as a quantitative measure of the diffusive permeability of a blast-injured BBB to a range of molecular weights (different sized dextrans). Between 30 minutes to 2 hours of exposure to blast with a peak overpressure of 571 kPa, duration of 1.06 ms, and impulse of 186 kPa*ms (helium driver gas), a trend of increased solute permeability was observed. The permeability of exposed cultures at the 10 kDa group significantly increased to $2.5 \pm 0.3 \times 10^{-6}$ cm/s compared to $1.2 \pm 0.2 \times 10^{-6}$ cm/s in shams (Figure 46).

![Figure 46 Increased solute permeability of 3, 10, 40, and 70 kDa dextran molecules after blast exposure. Injured cultures exhibited a significant increase in solute permeability to $2.5 \pm 0.3 \times 10^{-6}$ cm/s compared to $1.2 \pm 0.2 \times 10^{-6}$ cm/s in shams for the 10 kDa molecular weight tracer. (* p < 0.05; ± SEM; Sham n = 6; Injured n = 6).](image)

Solute permeability data for the blast-injured BBB are scientifically significant as they provide quantitative indication of the sizes of molecules potentially able to penetrate a compromised barrier. Such insight holds further implications for a size-range of neurotoxic serum constituents that may infiltrate the brain, potentially leading to alterations in synaptic function, neural connectivity, and neuronal loss.

**Structural disruption of the BBB:** The BBB is a selective barrier comprised of specialized brain endothelial cells characterized by complex tight junctions, highly regulated permeability, and polarity. (Hue et al. 2013d; Simon et al. 2010) BBB dysfunction and the disruption of tight junctions is a known phenomenon following TBI. (Blyth et al. 2011; Morganti-Kossmann et al. 1999; Vilalta et al. 2008) Intercellular tight junctions are formed by plasma membrane proteins including occludin, claudins and zonula ocludens accessory proteins (ZO-1 and ZO-2). (Kniesel and Wolburg 2000)
In sham cultures, ZO-1 immunostaining revealed high levels of ZO-1 protein on the surface of cells and at the junctions between cells, indicating wide-spread expression of tight junction proteins (Figure 47). Visual examination of immunofluorescence images of the bEnd.3 cultures confirmed confluent cell monolayers exhibiting characteristic, elongated spindle-shape morphology for sham controls (Figure 47), (Brown et al. 2007; Omidi et al. 2003) bearing very close resemblance to the cell architecture of confluent bEnd.3 monolayers shown by light microscopy and tight junction immunostaining in previous studies. Between 1 to 2 hours of exposure, a blast with peak overpressure of 571 kPa, duration of 1.06 ms, and impulse of 186 kPa*ms (helium driver gas) substantially decreased ZO-1 staining and altered tight junction morphology (Figure 47). Similarly, a blast with peak overpressure of 396 kPa, duration of 2.40 ms, and impulse of 276 kPa*ms (nitrogen driver gas) substantially compromised ZO-1 staining (Figure 47). The morphology of tight junctions in both injury groups was more punctate and discontinuous, leaving regions between cells devoid of well-formed tight junctions.

<table>
<thead>
<tr>
<th>Sham</th>
<th>Injured (571 kPa; 1.06 ms; 186 kPa*ms)</th>
<th>Injured (396 kPa; 2.40 ms; 275 kPa*ms)</th>
</tr>
</thead>
</table>

**Figure 47** Immunostaining for ZO-1 (green), a marker for tight junctions. After two levels of blast, the morphology of ZO-1 staining and its overall expression changed. The punctate staining suggests physical breakdown of tight junctions which provides a structural and mechanistic explanation for the changes in BBB function reported above. Note that the cell density, indicated by the blue nuclei, is not altered after blast, ruling out the possibility that the functional changes were due to cell loss.

ZO-1 immunostaining was then quantified as the percent area of staining exhibiting fluorescence above a threshold, normalized to the total number of bEnd.3 cells in the field of view. Consistent with the qualitative imaging data, the area-percentage of ZO-1 immunostaining per cell was significantly decreased in the 571 kPa injured cultures to 0.25 ± .02 % and in the 396 kPa injured cultures to 0.18 ± .01 %, compared to 0.31 ± .02 % in sham controls (Figure 48). Previous characterization of our bTBI model has confirmed cell viability following similar exposure levels, showing the absence of any significant cell death post-injury.
The average number of cells in each immunofluorescence image was quantified to determine the degree of cell detachment between 1 to 2 hours of exposure to the 571 and 396 kPa peak overpressure blasts. In sham controls, the average cell count per field of view was 90 ± 2, while corresponding cell counts for cultures injured at the 571 and 396 kPa overpressure levels were 87 ± 3 and 79 ± 2, respectively (Figure 49). Significant, but minimal, cell detachment compared to sham was only observed for cultures exposed to the highest level blast (396 kPa overpressure, 2.40 ms duration, and 276 kPa*ms impulse, nitrogen driver gas). These results confirm that the blast-induced changes in BBB integrity we observed were due to functional barrier disruption and not to the loss of cells in the monolayer cultures.
Figure 49  Average cell count per immunostained image to quantify cell detachment between 1 to 2 hours of blast exposure. The cell count was significantly reduced by 12 % in cultures exposed to a blast with a 396 kPa peak overpressure, 2.40 ms duration, and 276 kPa*ms impulse (nitrogen driver gas). (* p < 0.05; ± SEM; Sham n = 50; Injured n ≥ 20 per blast condition).

Time course of BBB disruption: The temporal recovery of TEER was measured after a blast with a peak overpressure of 571 kPa, duration of 1.06 ms, and impulse of 186 kPa*ms (helium driver gas). This level was selected because it was shown to cause a robust decrease in TEER based on the dose-dependent response in the in vitro BBB model without significant loss of cells (Figure 43A). TEER of the injured cultures, normalized to age-matched and time point-matched sham controls, decreased in the acute phase 30 minutes after injury (Figure 50). TEER remained significantly depressed for 2 days after exposure as compared to pre-injury levels (Figure 50). Injured cultures recovered over time, and exhibited full-recovery to pre-injury TEER levels at 3 days post-blast (Figure 50).

The significance of these data is the demonstration of an intrinsic capacity for spontaneous recovery of the endothelial monolayer after blast injury if given sufficient time to repair itself. These are the first data to suggest an underlying mechanism of repetitive blast-TBI relating to cumulative and/or prolonged damage to the BBB and interference with endogenous repair processes, and hold further implications for mandatory resting periods for exposed personnel.
Recent studies have demonstrated increased susceptibility to breakdown of the cerebral vasculature and neuropathological outcomes associated with repetitive traumatic brain injury. (Ahlers et al. 2012; Fujita et al. 2012; Kamnaksh et al. 2012; Rosenfeld and Ford 2010) We hypothesized that exposure to two consecutive blast injuries would result in exacerbated damage of the in vitro BBB model compared to exposure to a single blast of the same severity. However, contrary to our hypothesis, repeated mild or moderate primary blast delivered within 24 or 72 hours was not additive as described below.

**Severity-dependent TEER response after repeated blast injury:** The in vitro BBB model was subjected to two blasts delivered 24 hours apart at a severity level previously determined to result in mild functional disruption of the endothelial monolayer (377 kPa peak overpressure, 0.89 ms duration, and 96 kPa*ms impulse). In the single injury group receiving one mild blast (injury 1), TEER decreased significantly compared to sham to 91 ± 3 % (mean ± SEM), and was not significantly different at 92 ± 6 % following the second sham injury time point (Figure 51A). In the double injury group receiving two mild blasts delivered 24 hours apart, TEER was significantly decreased compared to sham to 84 ± 4 % after injury 1 and 78 ± 4 % after injury 2 (Figure 51A). There was no significant difference in TEER between the double and single injury groups following the second injury time point, indicating mild effects of repeated exposure to a mild intensity blast. Sham control TEER levels remained high at 102 ± 2 % and 99 ± 6 % following the first and second sham exposures, respectively (Figure 51A).

When the blast severity was increased to a level previously determined to result in moderate functional disruption of the endothelial monolayer (402 kPa peak overpressure, 0.92 ms duration, and 118 kPa*ms impulse), more dramatic compromises in BBB integrity were observed. In the single injury group receiving one moderate blast, TEER decreased significantly compared to sham to 52 ± 7 % after the initial injury and remained significantly depressed at 71 ± 4 % after the second sham injury time point; compared to after the first injury, TEER was slightly increased (not significantly) after the second sham...
injury due to spontaneous recovery of the monolayer (Figure 51B). In the double injury group (24 hour inter-injury interval), TEER was significantly decreased to 54 ± 7 % after injury 1 and similarly to 44 ± 7 % after injury 2 (Figure 51B), demonstrating sustained, but not additive, disruption of the monolayer with repeated injuries. TEER of the double injury group was significantly more depressed than the single injury group after the second injury time point due to persistent damage in the double injury group and partial recovery in the single injury group. TEER of sham controls was consistently high at 94 ± 3 % and 101 ± 5 % following the first and second sham injuries, respectively (Figure 51B).

![Graph A](image1)

**Figure 51** 
Acute TEER response of in vitro BBB model to repeated mild and moderate blast injuries. 
A) Mild, sustained disruption of the BBB following repeated mild blast with a 377 kPa peak overpressure, 0.89 ms duration, and 96 kPa*ms impulse. B) Pronounced, sustained disruption of BBB following exposure to repeated moderate blast with a 402 kPa peak overpressure, 0.92 ms duration, and 118 kPa*ms impulse. (*, # p < 0.05; ± SEM; Sham n = 12; Single Injury n ≥ 11; Double Injury n = 12).

Augmented brain pathology is considered a defining characteristic of repetitive brain injury, (Wang et al. 2011a) and our results extend this understanding to repeated, primary blast exposure in an in vitro BBB model. The significant difference in TEER which we observed between cultures exposed to two moderate injuries demonstrated sustained, but not cumulative, effects associated with the subsequent insult. It is important to note, however, that our results demonstrated persistent injury to the BBB following multiple insults, which is distinct from additive damage to the barrier.

**Blast-induced increases in solute permeability:** Despite slightly elevated permeability of the 3 kDa dextran in the single and double injury groups after exposure to moderate blast compared to
sham, there was no significant difference among the experimental groups for the 3, 10, or 40 kDa molecular weight tracers (Figure 52). As a positive control, endothelial monolayers were exposed to a single blast with a 571 kPa peak overpressure, 1.06 ms duration, and 186 kPa*ms, previously found to significantly increase permeability of 10 kDa dextrans through the barrier. Following acute exposure to the same blast level in this study, solute permeability significantly increased to $1.77 \pm 0.25 \times 10^{-6}$ cm/s compared to $0.90 \pm 0.05 \times 10^{-6}$ cm/s in sham controls (data not shown), which is in agreement with our previous data following a single primary blast injury. (Hue et al. 2013d)

![Figure 52 Unaltered solute permeability after repeated blast injury in BBB cultures. Following exposure to moderate levels of blast with a 402 kPa peak overpressure, 0.92 ms duration, and 118 kPa*ms impulse, no significant difference in solute permeability was observed between sham and the single or double injury groups. (* p < 0.05; ± SEM; Sham n = 10; Single Injury n = 10; Double Injury n ≥ 9).](image)

A detailed understanding of blast-induced disruption of cerebral vascular integrity is of scientific and clinical importance because greater adhesion and infiltration of immune cells, including macrophages, can promote neurovascular inflammation and degeneration in vivo. (Abdul-Muneer et al. 2013) Interestingly, exposure to moderate blast (402 kPa) in the current study did not increase solute permeability, even after repeated exposure over a 24 hour interval. These data suggest that repeated blast exposure at mild or moderate levels may not be sufficient to permit an influx of larger solutes ($\geq 3$ kDa) through the barrier compared to the changes of ion-flux measured by TEER.

**BBB tight junction disruption after repeated blast:** Wide-spread and integral expression of tight junction proteins was indicated by high levels of ZO-1 and claudin-5 staining in sham control cultures (Figure 53A, E). As described previously, visual inspection of bright field and immunostained images of sham control cultures confirmed the formation of confluent monolayers exhibiting spindle-shape morphology that was characteristic of bEnd.3 cells and the brain endothelial cell phenotype. (Effgen et al. 2012c; Hue et al. 2013d) After moderate blast exposure, tight junction protein-staining for the single and double injury groups appeared less intense and slightly more punctate in morphology as compared to sham controls. The area-percentage of ZO-1 immunostaining per cell was significantly decreased to 0.09 ± 0.01 % in the single injury group and to 0.08 ± 0.01 % in the double injury group, as compared to 0.15 ± 0.02 % in sham controls (Figure 53D). Levels of ZO-1
immunostaining were not significantly different between the single and double injury groups, showing no cumulative disruption of the ZO-1 tight junction protein. Similarly, the area-percentage of claudin-5 immunostaining per cell was significantly decreased to 0.15 ± 0.01 % in the single injury group and to 0.18 ± 0.02 % in the double injury group, as compared to 0.24 ± 0.02 % in sham controls (Figure 53H). Levels of claudin-5 immunostaining were not significantly different between the single and double injury groups.

These results are scientifically important because they suggest that the effects of repeated blast on the integrity of the BBB are not associated with significantly worse tight junction damage over consecutive insults within a 24 hour time frame.
Figure 53  Immunostaining of tight junction proteins ZO-1 (green) and claudin-5 (green) following repeated moderate blast injury with a 402 kPa peak overpressure, 0.92 ms duration, and 118 kPa*ms impulse. A, E) ZO-1 and claudin-5 staining was high in sham cultures, together indicating the presence of well-formed tight junctions. B, F) Exposure to a single blast injury compromised ZO-1 and claudin-5 staining as compared to sham controls. C, G) Exposure to repeated blast injury compromised ZO-1 and claudin-5 staining as compared to sham controls, but not compared to the single injury group. D, H) Quantified ZO-1 and claudin-5 staining in the single and double injury groups was significantly reduced as compared to sham, consistent with qualitative depictions in immunofluorescence images. (* p < 0.05; ± SEM; Sham n = 6 cultures (30 images); Single Injury n = 6
Delayed TEER recovery after repeated blast: Temporal recovery of TEER in cultures exposed to moderate, repeated blast injury was delayed compared to cultures exposed to a single blast. TEER of the single injury group was significantly depressed compared to age-matched shams for up to one day after the initial injury delivered on day 1, but was no longer significantly different by day 2 due to recovery of the monolayer (Figure 54). Recovery of TEER in the double injury group was delayed such that TEER remained significantly lower compared to age-matched shams up to day 3 after exposure to the initial insult (Figure 54).

The scientific significance of these results is that the time course for changes in TEER suggests that repeated blast exposure delays recovery of the damaged BBB. We are the first to report delayed recovery of TEER following repeated, pure primary blast injury, and our time course for in vitro barrier recovery is reasonably similar to that observed in vivo (approximately 3 days) (Garman et al. 2011; Readnower et al. 2010) at comparable blast exposure levels.

Increased hydraulic conductivity after repeated blast: Hydraulic conductivity, Lp, was measured 15 to 30 minutes after the second blast or sham injury to quantify water flux through the BBB model. In the single injury group, Lp was slightly elevated but not significantly different compared to sham at 24 hours following exposure to one mild blast – i.e. immediately after the second sham injury time point (Figure 55). In the double injury group, Lp was significantly elevated to $2.14 \pm 0.54 \times 10^{-7}$ cm/s/cmH$_2$O compared to $0.83 \pm 0.18 \times 10^{-7}$ cm/s/cmH$_2$O in sham controls immediately after a second blast – i.e. the same measurement time point as the single injury group (Figure 55). However, there was no significant difference in hydraulic conductivity between the single and double injury groups. These results suggest that Lp spontaneously recovers over time similarly to the observed changes in TEER.
**Figure 55** Increased hydraulic conductivity following repeated blast injury in BBB cultures. Hydraulic conductivity of endothelial monolayers exposed to consecutive moderate blasts with a 402 kPa peak overpressure, 0.92 ms duration, and 118 kPa*ms impulse was significantly increased to $2.14 \pm 0.54 \times 10^{-7}$ cm/s/cmH$_2$O compared to $0.83 \pm 0.18 \times 10^{-7}$ cm/s/cmH$_2$O in sham controls. Hydraulic conductivity in cultures sustaining two blast injuries was not significantly different from sham controls or the single injury group when measured at the same time point (i.e. after the second sham injury). (* $p < 0.05$; ± SEM; Sham n = 11; Single Injury n = 12; Double Injury n = 12).

**Independent effects of repeated blast on TEER with prolonged interval:** To investigate the interval-specific effects of repeated blast injury in the BBB cultures, the time between injuries was extended to 72 hours. After the first exposure to moderate blast, TEER of injured cultures decreased by 25 to 30% compared to sham controls (Figure 56). Injured cultures recovered at a similar rate over time, exhibiting full recovery of TEER by day 3. Following the second injury time point on day 4, TEER of the double injury group was significantly decreased by a consistent 25 to 30% in comparison to age-matched shams; this change in TEER was not significantly different than the change in TEER after the first injury (Figure 56). The similar decrease in TEER between the double injury group and sham cultures following both the initial (day 1) and subsequent (day 4) injuries suggests that the effects of multiple injuries on the BBB are independent given enough recovery time between the two injuries.

These data are significant because they suggest that with an extended inter-injury interval from 24 to 72 hours, the BBB response to repeated blasts may be independent given a sufficient delay between consecutive injuries. Overall, such findings support the existence of a window of heightened vulnerability (Fujita et al. 2012; Prins et al. 2013; Vagnozzi et al. 2008) of the BBB to repetitive primary blast injury, which holds implications for a minimum mandatory rest-period for blast-injured service members prior to returning to duty.
Figure 56  Independent effects of blast on BBB cultures over an extended 72 hour inter-injury interval between consecutive moderate blasts with a 402 kPa peak overpressure, 0.92 ms duration, and 118 kPa*ms impulse. The consistently similar 25 to 30 % difference in TEER between the double injury and sham groups after the first (day 1) and second (day 4) injuries suggests that the effects of repeated injuries are independent given a sufficiently prolonged inter-injury interval. (* p < 0.05; ± SEM; Sham n = 6; Single Injury n = 6; Double Injury n = 6).

Blood-brain barrier (BBB) dysfunction and modulated recovery after blast in vitro:

The BBB has also emerged as a promising therapeutic target for the treatment of TBI caused by explosive blast. Given that BBB integrity is compromised in various disorders of the central nervous system including bTBI, (Abdul-Muneer et al. 2013; Hatashita and Hoff 1990; Hue et al. 2013a; McDonald 1994; Shlosberg et al. 2010; Tanno et al. 1992; Yeoh et al. 2013) mechanistic studies will aid in the development of more effective therapies to enhance repair of the damaged BBB and to potentially protect brain homeostasis and neuronal activity. (Forster et al. 2006; Shlosberg et al. 2010) In addition, outcomes of these studies will provide important mechanistic insight that may lead to identification of new therapeutic targets for mitigating the damaging effects of bTBI.

Glucocorticoids, a subclass of anti-inflammatory steroid hormones known as corticosteroids, are important to the clinical management of central nervous system disorders associated with a compromised BBB, such as edema and brain tumors. (Cucullo et al. 2004; Kaal and Vecht 2004) Dexamethasone (DEX) is one of the most commonly used corticosteroids and promotes BBB formation and enhances barrier tightness by inducing glucocorticoid receptor signaling activity and increasing expression of tight junction proteins such as occludin and zonula occludens (ZO)-1. (Beato et al. 1987; Forster et al. 2006; Holgate and Polosa 2008; Romero et al. 2003)

We hypothesized that treatment with DEX after primary blast exposure potentiates functional recovery of a brain endothelial monolayer representing the BBB. We report, for the first time, that treatment with DEX after blast exposure enhances functional recovery of the BBB in vitro, as measured by changes in TEER, hydraulic conductivity, and immunostaining of tight junction proteins including ZO-1. By inhibiting treatment effects using the glucocorticoid receptor antagonist, RU486, we provide further supporting evidence that enhanced functional recovery of the blast-injured monolayer was mediated by glucocorticoid receptor signaling activity. (Forster et al. 2006; Heiss et al. 1996)
Potentiated TEER recovery with DEX treatment after blast: In vitro BBB cultures were exposed to blast with a 571 kPa peak overpressure, 1.06 ms duration, and 186 kPa*ms impulse, which is a level we have previously demonstrated to be above the threshold for causing barrier disruption. (Hue et al. 2013a) Following blast exposure (day 0), TEER of injured cultures decreased acutely to approximately 80% of pre-exposure levels compared with 102 ± 1% in sham controls (Figure 57). One day following blast exposure (day 1), TEER increased in a dose-dependent manner after DEX treatment at a concentration range of 0-10 µM, with no significant increases after a 100 µM treatment (Figure 57). TEER of cultures treated with 10 µM DEX decreased to 80 ± 4% acutely after blast, followed by recovery to 117 ± 5% 1 day after injury (Figure 57). Because 10 µM DEX produced a maximal TEER increase, that concentration was selected for all subsequent experiments.

TEER of vehicle-treated injured cultures required 3 days to fully recover in TEER, compared with 1 day in DEX-treated (10 µM) injured cultures, demonstrating faster BBB recovery due to treatment (Figure 58). Treatment-induced TEER recovery was permanent up to 3 days post-injury, which was the last time point tested. Vehicle-treated shams maintained consistently high TEER levels up to 3 days after sham-injury. TEER of DEX-treated shams increased from 102 ± 1% to 119 ± 2% 1 day after sham-blast, with elevated TEER levels sustained up to 3 days after injury (Figure 58).
Figure 58  Potentiated TEER recovery induced by DEX treatment after blast injury. TEER of vehicle-treated injured cultures required 3 days to fully recover, whereas TEER of DEX-treated injured cultures fully recovered 1 day after blast exposure. (* p < 0.05; ± SEM; n ≥ 10 per exposure condition).

The scientific contribution of these data is that they are the first to demonstrate that treatment with DEX after blast exposure potentiates functional recovery, as measured by TEER, of the BBB in vitro. We have previously demonstrated an intrinsic capacity for spontaneous recovery of the endothelial monolayer after single and multiple blast injuries if given sufficient time (days) for self-repair. However, we have demonstrated that glucocorticoid treatment can potentially reduce prolonged damage to the BBB and brain by potentiating recovery of TEER (measure of BBB integrity) 1 day after injury. These results may hold promising implications for reducing mandatory resting periods for personnel exposed to blast.

**Reduced hydraulic conductivity (Lp)** with DEX treatment after blast: $L_p$ was significantly decreased – indicating a tighter barrier – in DEX-treated injured and sham cultures compared with vehicle-treated injured cultures from days 1-3 after blast (Figure 59A-C). $L_p$ of vehicle-treated injured cultures was elevated compared with that of vehicle-treated shams on days 1-2 after blast (not-significant), with recovery to sham levels by day 3. However, $L_p$ fully recovered in DEX-treated injured cultures by day 1 after blast, and remained significantly decreased compared with vehicle-treated injured cultures from days 1-3 after injury (Figure 59A-C). Overall, these results support the post-injury time course of TEER recovery (Figure 58), demonstrating potentiated and sustained recovery of BBB integrity in DEX-treated injured cultures for 3 days after blast.
Figure 59 Decreased hydraulic conductivity ($L_p$) due to DEX treatment after blast injury. $L_p$ was significantly reduced – indicating a tighter barrier – in DEX-treated cultures compared with vehicle-treated injured cultures on day 1 post-injury (A), day 2 post-injury (B), and day 3 post-injury with recovery of vehicle-treated injured cultures to vehicle-treated sham levels (C). (* p < 0.05; ± SEM; n ≥ 7 per exposure condition in A, B, and C).

These results are scientifically important as they are the first to quantify decreased water flux – i.e. a tighter barrier – across an in vitro BBB model due to DEX treatment after blast injury. Treatment with DEX mitigates heightened paracellular water flux after injury, in addition to restricting the transport of ions (measured by TEER). Because increased water flux can contribute to brain edema in vivo – a common outcome of TBI – these data hold implications for mitigating the damaging consequences of blast exposure. These results also suggest that Lp spontaneously recovers over time in vehicle-treated injured cultures, similarly to the observed changes in TEER.
Inhibition of DEX-induced potentiated BBB recovery: Co-treatment with DEX and the glucocorticoid receptor antagonist, RU486, inhibited TEER recovery attributed to DEX treatment alone (Figure 60A). DEX-treated injured cultures recovered 1 day after injury, compared with 3 days in injured cultures receiving both DEX and RU486. The recovery time course of injured cultures receiving the inhibitor matched that of vehicle-treated injured cultures (Figure 58). In addition, sham cultures treated with RU486 maintained high TEER levels for the duration of the time course, confirming that RU486 alone did not negatively affect TEER. Co-treatment with DEX and RU486 also inhibited the reduction in $L_Q$ (tightening of the barrier) effected by DEX treatment alone (Figure 60B). $L_p$ of DEX-treated injured cultures recovered 1 day after injury, whereas $L_p$ of injured cultures receiving DEX and RU486 remained significantly elevated at levels comparable to vehicle-treated injured cultures 1 day post-injury (Figure 59A).

These data are scientifically important as they confirm that the effects of DEX treatment are mediated by signaling activity of the glucocorticoid receptor. Co-treatment with the glucocorticoid receptor antagonist, RU486, effectively blocked all changes in TEER and $L_p$ effected by DEX treatment alone. In
addition, cultures receiving the inhibitor had a similar recovery time-course in TEER and $l_p$ as vehicle-treated injured cultures. These results lend mechanistic insight into a specific cell signaling pathway, that when activated, leads to potentiated recovery of the BBB after blast exposure. This may help to identify novel therapeutic targets for mitigating the damaging consequences of blast on the BBB and brain in injured service members.

**Increased tight junction immunostaining with DEX treatment after blast:**
Characteristic morphology and localized staining of the tight junction protein, ZO-1, at the cytoplasmic membrane surface were detected in vehicle-treated shams (Figure 61A). ZO-1 staining was reduced in vehicle-treated injured cultures, which was consistent with our previously reported results (Figure 61B). (Hue et al. 2014b; Hue et al. 2013a) ZO-1 immunofluorescence was visibly stronger at the cell periphery in DEX-treated injured cultures, suggesting that increased ZO-1 is a structural correlate to potentiated recovery of the BBB after blast exposure (Figure 61C). Co-treatment with DEX and RU486 inhibited DEX-induced increases in ZO-1 after injury (Figure 61D). The quantified area-percentage of ZO-1 immunostaining per cell confirmed qualitative trends observed in the immunofluorescence images (Figure 61E), further supporting the critical role of ZO-1 in mediating DEX-induced tightening of the BBB. (Romero et al. 2003)

Consistent with studies characterizing bEnd.3 cells, (Brown et al. 2007; Song and Pachter 2003) staining of the transmembrane tight junction protein, occludin, was widespread throughout the cytoplasm without distinct localization to the cell periphery (characteristic of primary brain endothelial cultures) (Song and Pachter 2003). No visual differences in occludin staining were found among the different exposure conditions (Figure 61F-I), and this was confirmed by the quantified area-percentage of occludin staining per cell (Figure 61J). It is likely that diffuse occludin staining throughout the cytoplasm hampered sensitivity for detecting tight junction-specific changes due to injury or treatment.
These data are scientifically significant as they suggest that increased ZO-1 is a structural correlate to potentiated BBB recovery with DEX treatment after blast injury. The disruption of tight junction proteins (occludin, claudins, zonula occludens) is a known phenomenon following TBI, (Blyth et al. 2011; Morganti-Kossmann et al. 1999; Vilalta et al. 2008) and has been demonstrated specifically after primary blast TBI. (Abdul-Muneer et al. 2013; Hue et al. 2014b; Hue et al. 2013a) Our results suggest that enhanced ZO-1 expression and morphology play a critical role in restoring BBB function and integrity after blast-induced injury to tight junctions of the BBB. Future studies will more quantitatively assess whether changes in other tight junction proteins such as claudin-5 occur with DEX treatment after blast.

**BBB breakdown after blast exposure in vivo:**
Several studies have demonstrated brain microvascular and BBB breakdown resulting from blast exposure by increased extravasation of IgG, Evans blue (EB), and sodium fluorescein (NaFl) in the brain parenchyma (Abdul-Muneer et al. 2013; Garman et al. 2011; Logsdon et al. 2014; Lucke-Wold et al. 2014; Readnower et al. 2010; Skotak et al. 2013; Yeoh et al. 2013). Despite this evidence, there is limited quantitative understanding of the extent of BBB opening and the time course of damage after blast injury. Detailed characterization of blast-induced BBB damage may hold important implications for serum constituents that may potentially cross the compromised barrier and contribute to neurotoxicity, neuroinflammation, and persistent neurologic deficits. To help shed necessary insight on the extent of BBB disruption after blast injury, we characterized the pore-size of BBB opening and its time course for spontaneous recovery after exposure to blast injury by measuring extravasation of NaFl (376 Da), EB (69 kDa when bound to serum albumin) and dextrans (3, 70, and 500 kDa). We utilized a previously described in vivo blast injury model with high-speed video to control and report the biomechanics of injury and minimize head motion associated with blast exposure (Gullotti et al. 2014a). We report that BBB opening was sufficient to permit significant extravasation of molecules less than approximately 70 kDa in the acute period after blast, with recovery of BBB integrity by 1 day post-injury. We are the first to quantify the time course and pore-size of BBB opening after blast exposure, and our data hold important implications for the influx of serum constituents into the brain that may initiate secondary pathological cascades after bTBI.

**In vivo blast-induced traumatic brain injury model:**
Our bTBI model consists of a 76 mm-diameter shock tube that was previously described in detail (Gullotti et al. 2014a), with a 25 mm-length driver section pressurized with helium gas, and a 1,240 mm-long driven section (Panzer et al. 2012a). The body of the mouse was secured within a rigid pipe to protect the torso but expose the head 15 mm away from the shock tube exit where the shock wave is still nearly planar (Figure 62) (Gullotti et al. 2014a; Panzer et al. 2012a). The head was further restrained using an adjustable, metal nose bar to minimize motion of the head during blast exposure. Pressure transducers (Meggitt Sensing Systems, Irvine, CA, USA; Endevco 8530B-1000) were flush-mounted at the shock tube exit, as well as inside the mouse holder in close proximity to the animal torso.
Figure 62: *In vivo* blast-induced traumatic brain injury (bTBI) model consisting of a shock tube and custom-designed mouse holder (Gullotti et al. 2014a). Pressure transducers were flush-mounted at the exit of the tube and within the mouse holder. The mouse head was aligned 15 mm away from the exit of the tube. An adjustable nose bar was used to restrain the mouse head and minimize head motion during blast exposure. (Figure not drawn to scale.)
Kinematic analysis of blast-induced head motion:

Animals were exposed to a shock wave with a 272 ± 6 kPa peak overpressure, 0.69 ± 0.01 ms duration, and 65 ± 1 kPa*ms impulse. Consistent with our previous study (Gullotti et al. 2014a), head motion was generally characterized by rapid head movement in the direction parallel to the incident shock wave, followed by a slower and prolonged movement in the reverse direction, and a slow lateral evolution of the head as it reached its final position. The peak displacement, velocity, and acceleration of the head were all dramatically greater in the direction parallel to the incident shock wave (x component) than in the perpendicular direction (y component) (Table 6). Blast-induced head motion of a representative mouse, using head restraint, is presented in Figure 63. The peak pressure measured inside of the animal holder, adjacent to the torso, was 24 ± 1 kPa, which was well below reported thresholds for pulmonary injury (Bass et al. 2008). We also note that after injury, we did not observe any gross macroscopic pulmonary injury.

<table>
<thead>
<tr>
<th></th>
<th>Displacement (m)</th>
<th>Velocity (m/s)</th>
<th>Acceleration (m/s²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Total</td>
<td>0.003 ± 0.0001</td>
<td>7.07 ± 0.33</td>
<td>16349 ± 819</td>
</tr>
<tr>
<td>Maximum X</td>
<td>0.003 ± 0.0001</td>
<td>6.93 ± 0.33</td>
<td>16493 ± 819</td>
</tr>
<tr>
<td>Maximum Y</td>
<td>0.001 ± 0.0001</td>
<td>1.75 ± 0.10</td>
<td>6977 ± 380</td>
</tr>
</tbody>
</table>

*(Mean ± SEM; n = 20 independent high-speed videos of mouse blast exposure)*

Figure 63: Head motion induced by blast exposure for a representative mouse (with head restraint). After blast exposure, the mouse head returned to rest at 31 ms. The direction of the oncoming shock wave is represented by the dashed arrow.

These results are scientifically important as we have quantified mouse head accelerations and shock wave parameters to more fully describe our blast conditions and enable more direct comparisons with future studies. Although our careful efforts to restrain the head reduced overall motion, accelerations remained appreciable. Angular acceleration of the head (without blast exposure) has been postulated to result in widespread pathological and morphological changes to the cerebrovasculature throughout the
brain (Maxwell et al. 1992). For example, controlled angular head accelerations of approximately 1 – 2 \times 10^5 \text{ rad/s}^2 resulted in extravasation of blood from vessels throughout the brain as well as subdural and intracerebral hematomas in non-human primates (Adams et al. 1981; Gennarelli et al. 1981; Gennarelli et al. 1982; Maxwell et al. 1992). After blast exposure in mice, Goldstein et al. (2012) reported peak average angular head acceleration of 9.54 \times 10^5 \text{ rad/s}^2, which was associated with microvascular pathology and abnormal BBB ultrastructure (Goldstein et al. 2012a). Peak angular head acceleration associated with BBB opening in our current study was estimated to be 7 \times 10^5 \text{ rad/s}^2 (peak linear acceleration of 16,349 \text{ m/s}^2), within the range of head accelerations reported in non-blast and blast models of TBI. Importantly, our results also highlight the more general challenge of interpreting the effects of blast in the majority of in vivo bTBI models, in which inertial contributions of head motion can be minimized but not completely eliminated.

**Blast-induced blood-brain barrier opening in vivo:**
In contrast to sham controls, blast resulted in widespread extravasation of NaFl and 3 kDa dextran in the acute period (day 0) after exposure (Figure 64A, B). EB was also visible in several injured brain sections in the acute period after exposure, when compared with EB-injected sham animals (Figure 64C). However, there was no qualitative indication of extravasation of the 70 or 500 kDa dextrans acutely after injury except for scattered, localized regions of fluorescence (Figure 64D-E). At 1 day after blast exposure, there were no visible differences in extravasation of the different-size dextrans or EB between injured and sham samples (Figure 65A-D), suggesting that the BBB had recovered. Qualitatively as the molecular mass increased, accumulation of dextran in injured samples was less widespread.
Figure 64  Blood-brain barrier opening in the acute post-injury period (day 0). Sections from a representative sham or injured brain are presented for each tracer. (A) Strong, widespread fluorescence of NaFl throughout the entire blast-injured brain on day 0. (B) Widespread fluorescence of 3 kDa dextran throughout the entire blast-injured brain on day 0. (C) Regions of strong EB fluorescence in several injured brain sections on day 0. (D, E) No qualitative differences in fluorescence of 70 or 500 kDa dextrans between sham and injured brains on day 0. (Scale bar = 3 mm)
These results are scientifically important as they define the pore-size and recovery time course of BBB opening after blast injury using a range of different-sized tracers. BBB function recovered 1 day after blast exposure in mice, which was in close agreement with a recent in vivo bTBI study (Logsdon et al. 2014). More specifically, the qualitative images support that molecules less than approximately 70 kDa can penetrate the BBB in the acute period after blast injury at conditions tested in this study, but are excluded by 1 day after exposure when the BBB has recovered.

Quantitative analysis of the mean fluorescence intensity of each brain section confirmed qualitative visual trends. The mean fluorescence intensity of NaFl was significantly increased in the acute period after exposure (day 0) in all injured brain sections (Figure 66A). The mean fluorescence intensity of 3 kDa dextran was significantly increased in the acute period after exposure (day 0) in all injured brain sections except in section 10 (S10; $p = 0.061$) (Figure 66B). Mean fluorescence intensity of EB was also significantly greater in injured brain sections 3, 7, and 8 (S3, S7, and S8) in the acute period after blast (Figure 66C). Fluorescence intensity of 70 or 500 kDa dextrans was not altered in the acute post-injury period (Figure 66D-E). At 1 day after blast exposure, mean fluorescence intensity was unaltered for NaFl and only significantly higher in injured samples in section 4 (S4) for 3 kDa dextran, section 3 (S3) for EB, and section 6 (S6) for 70 kDa dextran (Figure 67A-D). The quantitative results support that blast-induced BBB opening permits the influx of molecules less than approximately 70 kDa in the acute post-injury period, with spontaneous recovery of the BBB 1 day after exposure.
Figure 66: Quantification of blood-brain barrier opening in the acute post-injury period (day 0). (A) Mean fluorescence intensity of NaFI significantly increased throughout injured brain sections after blast exposure on day 0 (n ≥ 3 animals per exposure condition). (B) Mean fluorescence intensity of 3 kDa dextran significantly increased throughout injured brain sections after blast exposure on day 0 (n = 7 animals per exposure condition). (C) Mean fluorescence intensity of EB significantly increased in several injured brain sections (S3, S7 and S8) after blast exposure on day 0 (n ≥ 6 animals per exposure condition). (D, E) No changes in fluorescence of 70 or 500 kDa dextrans after injury on day 0 (n ≥ 5 animals per dextran tracer and exposure condition). (* p < 0.05; ± SEM)
These results are of scientific importance because they are the first to quantitatively demonstrate that BBB opening was sufficient to permit significant extravasation of molecules less than approximately 70 kDa in the acute period after blast, with recovery of BBB integrity by 1 day post-injury. Our results hold important implications for the influx of serum constituents into the brain that may initiate secondary pathological cascades after bTBI.

**Microscopic evaluation of blood-brain barrier damage after blast:**

In the acute period (day 0) after sham exposure, there were no regions of EB fluorescence indicative of any BBB disruption in a representative sham sample, as determined by high-resolution confocal microscopy (section 5; -1.6 mm from Bregma) (Figure 68A). By contrast, there was widespread EB fluorescence throughout a corresponding blast-injured brain section that appeared to be strongest in the right motor (MO) and somatosensory cortex (SS), as well as in the left piriform (PIR), entorhinal (ENT), and perirhinal (PERI) cortex (Figure 68B). Although specific anatomical regions of EB extravasation and fluorescence intensity varied across injured samples, overall BBB breakdown appeared to be diffuse but strongest in the cerebral cortex, which was consistent with previous findings (Garman et al. 2011; Logsdon et al. 2014; Lucke-Wold et al. 2014; Readnower et al. 2010).
Figure 68: Confocal microscopy of Evans blue (EB) fluorescence in the acute period (day 0) after blast exposure. (A) No regions of strong EB fluorescence in sham exposed brain section. (B) Widespread EB fluorescence indicating BBB breakdown in an example injured brain section, with strongest regions of fluorescence in the right motor (MO) and somatosensory (SS) cortex, as well as in the left piriform (PIR), entorhinal (ENT), and perirhinal (PERI) cortex (white arrows). Anatomical regions of BBB damage as well as fluorescence intensity varied across injured samples, but were generally strongest in the cerebral cortex. (Scale bar = 1 mm)

Our data are significant as they support that BBB breakdown after blast injury is diffuse in nature without preferential susceptibility in specific anatomical brain regions. A number of studies describing cerebrovascular compromise after blast injury also report the diffuse nature of BBB breakdown. In some cases, damage in general anatomical regions was observed, revealing diffuse staining predominantly in the prefrontal and outer layers of the cortex (Garman et al. 2011; Logsdon et al. 2014; Lucke-Wold et al. 2014; Readnower et al. 2010). Consistent with these previous findings, BBB breakdown in the current study was observed in the cerebral cortex under microscopic evaluation but was generally more widespread and diffuse throughout the brain.

Comparison of primary to tertiary blast injury
Blast is also multiphasic in its physical injury mechanisms. The biomechanics of blast-induced injury are complex but classified into four mechanisms: primary blast due to the interaction of the supersonic shock wave with biological tissues; secondary blast due to ejecta causing penetrating injuries; tertiary blast due to blunt impact or rapid acceleration / deceleration leading to injurious deformation within the brain; and quaternary blast due to remaining mechanisms including burning, poisoning, infection, and electromagnetic waves (Effgen et al. 2014b; Keyes 2005). Therefore we compared the response of organotypic brain slice cultures to isolated primary blast injury (shock wave alone) versus isolated tertiary blast injury (stretch alone).

**Histology and immunohistochemistry**

After injury or sham exposure, cultures were fixed with neutral buffered 10% formalin (Sigma), dehydrated in a gradient of alcohols followed by xylene before embedding in paraffin. Samples were cut into 6 µm thick sections and mounted on slides. Paraffin was removed, and sections for histology were stained with hematoxylin & eosin (H&E; Gill’s Hematoxylin 3 and Eosin Y, Thermo Fisher Scientific, Waltham, MA), dehydrated with a gradient of alcohols, and mounted for routine pathological analysis (N=4 for each group).

Separate, adjacent sections were stained with an antibody for microtubule associated protein 2 (MAP-2; anti-MAP2 AB5622, Millipore; 1:100) to visualize dendrites, antibodies for phosphorylated neurofilament heavy (NF-H; SMI-31, BioLegend, San Deigo, CA; N=3; 1:500) and non-phosphorylated NF-H (SMI-32, BioLegend; N=3; 1:500), an antibody for glial fibrillary acidic protein (GFAP) to visualize activated astrocytes (anti-GFAP Ab7260, Abcam, Cambridge, MA; N=4; 1:2000), and an antibody for IBA1 to visualize activated microglia (anti-IBA1, Wako Pure Chemical Industries, Richmond, VA; N=4; 1:400). Paraffin was removed. Antigen retrieval was performed for samples stained for GFAP, IBA1, SMI-31, and MAP-2 by microwaving in citrate buffer (0.01 M, pH 6.0, Fisher Scientific) for 20 minutes and cooling to room temperature for 30 minutes before being washed. Antigen retrieval was performed for samples stained for SMI-32 by warming for 25 minutes in a low pH retrieval solution (DAKO, Carpinteria, CA) before cooling to room temperature for 20 minutes. GFAP, IBA1, SMI-31, and MAP-2 samples were blocked with 10% normal goat serum (Vector Laboratories, Burlingame, CA) for 25 minutes and then incubated overnight at 4°C with the primary antibody. SMI-32 samples were blocked with 5% horse serum for 25 minutes and then incubated overnight at 4°C with the primary antibody. GFAP, IBA1, SMI-31, and MAP-2 samples were incubated with biotinylated anti-rabbit IgG secondary antibody (1:200 for GFAP, IBA1, and MAP-2) or with horse anti-mouse secondary antibody (1:200 for SMI-31 and SMI-32; Vector Laboratories) for 30 minutes at room temperature. All samples were washed, incubated with ABC reagent (A 1:50, B 1:50) for 30 minutes at room temperature, washed, added to 3,3’-diaminobenzadine solution (DAKO) for 1 minute (with the exception of GFAP: 30 seconds), and counterstained with hematoxylin. Samples were dehydrated with a gradient of alcohols and mounted.

As negative controls, additional sections received the same staining protocol without the primary antibodies.

Samples were analyzed semi-quantitatively by an individual blinded to the identity of the sections. To evaluate H&E stained sections, a four-point rating scale of 0-3 was devised to assess (0: none, 1: rare, 2: occasional, 3: frequent) pathological findings such as shrunken neurons, vacuolization, neuronal loss, and dark neurons. For MAP-2 immunohistochemistry, a rating scale of 0-3 corresponded to intensity and consistency of dendritic staining (0: uniform staining, 1: patchy loss of staining, 2: extensive loss of staining, 3: complete loss of staining). Samples stained with SMI-31 for phosphorylated NF-H were
visually inspected for loss of axons, axonal swellings and discontinuities, and graded on a four-point scale of 0-3 (0: uniform staining, 1: patchy loss of staining, 2: extensive loss of staining, 3: complete loss of staining). Samples stained with SMI-32 for non-phosphorylated NF-H were visually inspected for presence of non-phosphorylated and injured axons and graded on a scale from 0-3 (0: uniform staining, 1: patchy loss of staining and beading, 2: extensive loss of staining and significant beading, 3: complete loss of staining). Relative presence of microglia and macrophages was evaluated and graded on a scale from 0-3 (0: no IBA1 expression; 1: minimal number of IBA1 positive cells; 2: moderate number of IBA1 positive cells with varying presence of activated microglia (amoeboid shape) and macrophages; 3: high number of IBA1 positive cells with large number of activated microglia and macrophages). Presence of activated astrocytes was evaluated with GFAP and graded on a scale of 0-3 (0: no GFAP expression; 1: minimal number of GFAP positive astrocytes; 2: moderate number of GFAP positive astrocytes; 3: large number of GFAP positive astrocytes).

**Single and repetitive primary blast did not alter histology or structure of axons or dendrites.**

Samples stained with H&E were evaluated for loss of neurons, vacuolization, and dark or shrunken neurons. No histological damage was observed in samples receiving the sham, single Level 2, or repetitive Level 2 blasts with the 24h interval (representative images shown in Figure 69). Staining with MAP-2 and SMI-31 was uniform and did not suggest a significant loss of dendrites or axons, respectively (Figure 69D-F & J-L). Staining with SMI-32 was consistent with neuronal cell bodies and dendrites in the hippocampus and did not show appreciable differences between groups suggesting no dephosphorylation of NF-H or axonal damage (Figure 69G-I).

**Microglia activation was increased after Level 2 primary blast exposure; however, astroglial response was unaffected by blast exposure.**
Samples stained with GFAP did not show any significant differences in activated astrocytes with either single or repetitive primary blast as compared to the sham (Figure 70A-C). The number of IBA1 positive cells (microglia and macrophages) was increased by Level 2 primary blast exposure (Figure 70D-I). This response was significantly higher for the double injury group as compared to the sham (Figure 70J).

Tertiary blast or stretch injury
The stretch-injury device and loading mechanism have been previously characterized in detail. (Morrison et al. 2006b; Morrison et al. 2003b) In brief, culture medium was aspirated, and each culture well was placed on the injury-device, which was pre-warmed to 37°C. An equibiaxial stretch injury was achieved by displacing the well and silicone tissue substrate over a hollow, cylindrical indenter. (Morrison et al. 2006b; Morrison et al. 2003b) Tissue strains were verified via image analysis of high-speed video with custom MatLab code (Natick, MA). Cultures received 0, 1, or 2 mild stretch injuries 24, 72, or 144 hours apart. All samples not scheduled to receive a stretch injury at a given time point were exposed to the sham injury. The average equibiaxial strain was 12.9% ± 0.3% (±SEM; N=492). The average strain rate was 5.3 s⁻¹ ± 0.2 s⁻¹ (±SEM; N=492). For sham injury, samples were clamped on the injury device, but the device was not fired.
Cell injury and astrogliosis was more vulnerable to additional stretch injury; astroglial vulnerability persisted for 72 hours following mild stretch.

Increased cell loss and shrunken cell bodies were observed along principal cell layers of the hippocampus, primarily in the CA1, of repetitively injured OHSCs with the 24-hour inter-injury interval (Figure 71C & E). Semi-quantitative analysis of H&E stained sections revealed a significant increase in pathology in repetitive injured samples as compared to sham for the 24-hour interval, which was not observed for the 72- or 144-hour intervals (Figure 72A).

All samples stained with SMI-31 to visualize pNF-H had consistent and complete staining throughout OHSCs (images not shown). There was no significant difference in semi-quantitative data for any group and the 3 different inter-injury intervals for SMI-31 staining (Figure 72B).

Loss of MAP-2 staining, discontinuities in dendrites, and areas of darker staining were observed along the principal cell layers of the hippocampus of repetitively injured OHSCs with the 24-hour interval (Figure 71H & J). Semi-quantitative analysis of MAP-2 staining to visualize dendrites revealed a significant increase in grade, i.e. increased pathology, in samples that were repetitively injured as compared to the shams for the 24-hour interval (Figure 72C).
An increase in density of GFAP-positive cells and GFAP immunoreactivity was observed in samples that received repetitive injury with either a 24- (Figure 71M & O) or 72-hour interval (not shown). Semi-quantitative analysis of GFAP staining revealed a significant increase in astroglia in these samples as compared to their time-matched controls. There was no significant difference in GFAP grade among experimental groups for the 144-hour interval (Figure 72D).

IBA1 staining for microglia and macrophages did not appear different among samples (images not shown). Semi-quantitative analysis of IBA1 stained samples confirmed there was no significant difference between each experimental group and its time-matched control for any of the inter-injury intervals (Figure 72E).

These results are especially important because they suggest that different physical injury mechanisms affect different cell types. After blast, microglia were activated whereas after stretch, microglia were not activated. Conversely, after blast, astrocytes were not activated, but after stretch, astrocytes were activated. Multiple mild stretch injuries caused significantly more damage to the tissue than repetitive blast. This differential response may have implications for treatment strategies depending on the injury.

[B4] We measure blast conditions necessary to cause acute and delayed neuronal loss.

As described above, we developed an in vitro model for blast that generates a shock wave in-air that interacts with a fluid-filled sample receiver, serving as a surrogate for the skull-brain complex. Fluid in the receiver translates pressure to cultured surrogates (Effgen et al. 2012b; Hue et al. 2013b). This blast injury model delivers military-relevant, reproducible isolated primary blast (Panzer et al., 2012).
Immediately prior to injury, organotypic hippocampal slice cultures (OHSC) were imaged for both bright-field and propidium iodide (PI) fluorescence, which is a dead cell stain. Cultures with greater than 5% cell death in any region of interest of the hippocampus (DG, CA3, CA1) prior to experimentation were excluded from the study. At the time of injury, samples were encapsulated in a sample bag with equilibrated medium (5% CO₂, 37°C). Care was taken to prevent entrapment of air bubbles in the sample bags. Sham exposed cultures underwent the same procedures except for blast-loading.

**Time course of blast-induced cell death:** OHSC received a Level 9 (424 kPa peak pressure, 248 kPa-ms impulse, 2.3 ms duration; see Figure 73) primary blast injury or the sham injury and were evaluated for resultant cell death every 24 hours following exposure. Sham-injured cultures were handled identically to the blast-injured samples but the shock tube was not fired. Dead cells were imaged with propidium iodide (PI) staining, and cell death was quantified as a percent area fluorescence of a region of interest (ROI; DG, CA3, CA1) above an intensity threshold. This level of primary blast injury was selected for its relevance to real-world blast exposure and, of the exposure levels tested, delivered the greatest impulse.
Figure 74 Blast-induced cell death time course. OHSC were exposed to the most severe primary blast tested (424 kPa, 248 kPa-ms, 2.31 ms). Cell death increased significantly for blast-injured OHSC as compared to time-matched controls on but not prior to day 4 following exposure (±SEM, *p < 0.05, n ≥ 5).

This is the first study to demonstrate in vitro that primary blast exposure does not result in acute (<1 day following exposure) cell death. Cell death increased slowly over the course of 4 days following exposure in all 3 ROI and increased significantly as compared to time-matched sham-injured controls on but not prior to day 4 (Figure 74). Therefore, for subsequent experiments cell death was evaluated only on day 4 following exposure. This delay suggests that cell death is initiated by slowly developing secondary messenger cascades initiated by the mechanical stimulus. Similarly, stretch injury of OHSC, which simulates inertia-driven injury, results in protracted cell death over several days following stretch (Cater et al. 2007; Cater et al. 2006a; Morrison et al. 2006a; Morrison et al. 2003a). Inertia-driven TBI is characterized by relatively high strain at low strain rate as compared to primary blast injuries, which are characterized by low strain at high strain rate (Panzer et al. 2012b). The different biomechanics of these injuries resulted in a similar delayed progression of cell death. Future studies will be necessary to determine the cell death pathways and secondary messengers influential in blast-induced cell death.

Previously, our group has demonstrated that a single, severe, primary blast exposure does induce minimal cell death in OHSC (Effgen et al. 2014b). We continued to characterize the cell death response to multiple primary blast injuries. Propidium iodide (PI) fluorescence was used to quantify cell death prior to the first exposure time point to assess culture health and 72 hours following the second exposure time point. A subset of samples was subsequently exposed to an excitotoxic injury to serve as a positive control for cell death, with these positive control cultures imaged 24 hours following the excitotoxic injury (see ‘Excitotoxic injury’ below). OHSCs were stained with PI and imaged using previously published methods. (Effgen et al. 2012a; Effgen et al. 2012d; Vogel et al. 2015) Following pre-injury imaging, cultures were immediately injured. Cell death was determined for all regions of interest (ROI) of OHSCs (dentate gyrus, DG; cornu ammonis 1, CA1; cornu ammonis 3, CA3), as previously described, using MetaMorph (Molecular Devices, Downingtown, PA). (Cater et al. 2006b; Effgen et al. 2012d; Effgen et al. 2014a; Morrison et al. 2006c; Vogel et al. 2015) Any OHSC with 5% or greater cell death in any ROI at the pre-injury time point was excluded from the study.
As a positive control for cell death, a subset of OHSCs were exposed to glutamate as previously described. (Effgen et al. 2014a) These samples received two blasts (Level 4) 24 hours apart and were subjected to an excitotoxic injury (10 mM glutamate in serum-free medium for 3 hours) 72 hours following the second blast exposure (i.e. immediately after measuring blast-induced cell death). After 3 hours, the glutamate-containing medium was changed to fresh, full serum medium. Cultures were imaged for resultant cell death 24 hours following glutamate exposure.

**Blast-induced cell death tolerance of the hippocampus in vitro:** To identify a threshold for cell death resulting from primary blast, OHSC were exposed to a range of blast severities (Figure 73). Cell death increased significantly following exposure to Level 8 (534 kPa, 184 kPa-ms, 1.04 ms) as well as Level 9 (424 kPa, 248 kPa-ms, 2.31 ms) primary blasts indicated by increased PI fluorescence (Figure 75 & Figure 76). These levels were the 2 most severe tested as denoted by impulse in the open-tube configuration. Previously, finite element analysis was used to predict that sample-level strain in the receiver would be less than 5% (Panzer, 2012). PI is not a cell-specific dead cell stain, and further studies are necessary to determine cell-type preferential vulnerability to blast-loading (Figure 76).

The scientific contribution of these results is that isolated primary blast in the absence of higher order blast loading (such as inertia-loading) can result in neurodegeneration.

![Figure 75 Tolerance of organotypic hippocampal slice cultures (OHSC) to primary blast. OHSC were exposed to a range of relevant primary blast exposure levels. Cell death did increase as compared to sham-injured controls with the greatest amount of cell death in the CA1; Although isolated primary blast does have the potential to induce cell death, the maximum cell death for the most severe exposure tested (424 kPa, 248 kPa-ms, 2.31 ms) was observed in the CA1 and was less than 14% (Figure 75). Furthermore, for all blast exposure levels studied, there was no significant increase in cell death in the CA3. To confirm tissue health and the potential for a more severe observable injury in the organotypic slice cultures, additional OHSC were exposed to an excitotoxic injury (glutamate) following blast (Level 9). Following a 3 hour 10 mM glutamate exposure, OHSC appeared darker, and, as indicated by PI, cell death in the CA1 was greater than 30% and greater than 50% in the CA3 (Figure 76). Therefore, following a Level 9 blast the majority of cells in all ROI of
OHSC were still viable and susceptible to further excitotoxic insult. The scientific importance of these results is that while isolated primary blast exposure can result in cell death, primary blast exposure in the absence of higher order blast injury, such as inertia-loading (tertiary blast injury), results in mild structural damage. Furthermore, there exists a threshold between 151 and 184 kPa-ms for significant increases in cell death in any ROI as compared to sham-injured controls.

Repetitive blast exposure of organotypic hippocampal slices: OHSC were exposed to the lowest level of primary blast capable of inducing significant cell death in any region (534 kPa, 184 kPa-ms, 1.04 ms; Level 8) to determine whether two injuries delivered 24 hours apart produced more cell death. OHSC were exposed to 0, 1, or 2 Level 8 blast exposures 24 hours apart on days 0 and 1. All samples not scheduled to receive a blast at a given time point were sham-injured. OHSC receiving 2 sham injuries (Sham) had less than 5% cell death in all ROI on day 4. OHSC receiving a single injury and sham injury 24 hours apart had very little additional cell death as compared to sham. However, our investigation of OHSC tolerance to a range of blast severities (Figure 75) demonstrated significantly increased cell death in the DG following a single Level 8 exposure. This difference is attributable to additional sample manipulation and multiple media changes in delivery of 2exposures (sham and blast) in a 24 hour period. Cell death increased minimally for OHSC receiving 2 blasts (Figure 77).
Figure 77 24-hour repetitive blast exposure. OHSC received either 0, 1, or 2 blast injuries 24 hours apart. Cell death increased minimally in all 3 ROI as compared to samples receiving a single or no blasts (±SEM, *p < 0.05, n ≥ 9).

Repetitive blast did not increase cell death: Cell death increased minimally (< 5%) in all ROI after sham injury (Error! Reference source not found.). Cell death increased minimally following single and repetitive primary blast (Levels 1, 2, 4) with an inter-injury interval of 24 hours. Given that multiple, primary blasts (Levels 1, 2, 4) did not result in significant cell death, we investigated the potential for repetitive exposure to our highest primary blast level (Level 9) to cause cell death. Three Level 9 blasts delivered within 10 minutes did not increase cell death, either. However, cell death increased substantially and significantly following glutamate exposure (after blast), which served as the positive control (Double Level 4+ Glutamate; >37% cell death in all ROI).

Repetitive mild stretch injury (tertiary blast) increased cell death

We also have extensive previous experience with in vitro injury models that simulate tertiary blast, i.e. stretching of brain tissue up to 50% Lagrangian strain at rates up to 50 /s (Cater et al. 2006c; Morrison III et al. 2006). After a single mild stretch injury (12% equi-biaxial at 5/s), little cell death was induced. Cell death was less than 5% in all ROI in all sham-injured groups (Error! Reference source not found.). Similarly, among samples that received a single mild stretch and a subsequent sham injury (24, 72, or 144 hours later), cell death was less than 5%, as designed by choosing a mild level of stretch. Cell death increased significantly following two injuries delivered 24 hours apart as compared to that of samples receiving a single mild stretch or no stretch injury (sham). Cell death was below 5% in samples that received 0, 1, or 2 mild stretch injuries 72 or 144 hours apart, and there was no significant difference in cell death between samples receiving 0, 1, or 2 injuries for either inter-injury interval (72 or 144 hours). Subsequent excitotoxic exposure, which served as a positive control, increased cell death significantly in all ROI for all inter-injury interval groups. The positive control suggested that OHSCs contained viable cells that were not killed by stretch injury and that a lack of cell death in repetitively injured OHSCs for the 72- and 144-hour intervals was not due to a lack of living cells in the samples.

These results further support the hypothesis that primary and tertiary blast injuries are fundamentally different. Blast does not kill brain cells, whereas stretch does kill brain cells.

[C2 & C3] We use organotypic culture preparations to define when synaptic changes lead to corresponding changes in neural circuit activation and the ability to induce long term potentiation (LTP).
Animal studies investigating the effects of primary blast injury have produced mixed results. Some studies have demonstrated losses in motor function in tests like the rotarod test (Cernak et al. 2011; Wang et al. 2011b). However, others have reported no overall decline in motor skills (Elder et al. 2012; Goldstein 2012; Vandevord et al. 2012). Similar results have been found with studies focused on cognition. Following primary blast exposure, animal performance on cognitive maze tests was significantly decrease (Saljo et al. 2009; Vandevord et al. 2012), however others have shown that it does not change at all (Elder et al. 2012; Goldstein 2012). It is clear that patterns of neurological deficit following blast are very complex. These mixed results may be due to the fact that current models of primary blast injury are extremely varied, where factors like head immobilization, thorax protection, and blast parameter scaling vary across studies (Effgen et al. 2014b).

One way to further elucidate the source of variability in in vivo behavioral results is to study changes in neuronal function in vitro. Recordings of neuronal electrophysiological activity provide a correlate to behavioral testing, where changes in neuronal function can be studied in simpler culture models as opposed to an entire animal brain. To this end, the limited number of functional studies investigating primary blast has produced mixed results, similar to their in vivo counterparts (Connell et al. 2011; Effgen et al. 2014b; Goldstein 2012).

The military relevance of determining a working threshold for blast-induced functional deficits is to enhance military training safety, as well as improve helmet technology. Current helmets are better designed for protection against penetrating modes of blast, and less so against impact or inertially-driven injuries. If primary blast injury mechanisms prove to be substantial in the injury cascade, knowledge of an injury threshold will better inform helmet designers moving forward.

Electrophysiological activity within the OHSC was recorded using 60-channel MEAs (8×8 electrode grid without the corners, 30 μm electrode diameter, 200 μm electrode spacing) at either 1 hour, 1 day, 2 days, 4 days, 6 days, or 10 days following blast injury (60MEA200/30R-Ti-gr, Multi-Channel Systems, Reutlingen, Germany) (Effgen et al. 2014b; Vogel III et al. 2016). The MEAs were prepared and slices were placed onto the arrays as previously described (Effgen et al. 2014b; Vogel III et al. 2016). OHSCs were perfused with artificial cerebral spinal fluid (norm-aCSF) containing 125 mM NaCl, 3.5 mM KCl, 26 mM NaHCO3, 1.2 mM KH2PO4, 2.4 mM CaCl2, 1.3 mM MgCl2, 10 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), and 10 mM glucose (pH = 7.40), which was bubbled with 5% CO2/95% O2 and warmed to 37°C, as previously described (Yu and Morrison III 2010). Recordings were acquired with an MEA1060-BC amplifier and data acquisition system (Multi-Channel Systems).

Primary blast exposure minimally alters spontaneous event activity: Spontaneous recording were evaluated for three different measures: event rate (Hz, Error! Reference source not found., A), event magnitude (μV, Error! Reference source not found., B), and event duration (ms, Error! Reference source not found., C). In the case of event rate and event magnitude, both measures tended to decrease with increased blast exposure. However, neither of the two measures reached significance. Event duration had no distinguishable trend with blast exposure. We conducted a principal component analysis (PCA, Error! Reference source not found., D), which attempted to reveal variance that may exist internally within each of these measures (rate, magnitude, and duration) and further help identify blast induced changes. However, when looking at the first principal component (PC1), which captured over 95% of the overall variance, there were no significant changes. This data is important because it supports that primary blast does not affect the ability of neurons to fire spontaneously, suggesting the deficits in LTP and synchrony were not due to an inability of blasted
cultures to fire action potentials. Instead, the molecular mechanisms required for LTP must be disrupted.

**Primary blast exposure minimally altered stimulus-response evoked recordings:**

To measure evoked responses, stimulation was delivered to either the mossy fiber or Schaffer collateral regions of the hippocampus and the response was recorded from all other electrodes simultaneously. To generate stimulus response curves, two rounds of stimuli of 20 rectangular current pulses delivered 10 s apart with each pulse incrementally increasing from 0-200 μA in 10 μA steps were applied to either mossy fibers (MF) or Schaffer collaterals (SC). The response was measured as the peak to peak magnitude and plotted versus the stimulus intensity. S/R data was compiled and fit to a sigmoidal function using a custom analysis algorithm operated through MATLAB (Mathworks, Natick, MA). Three parameters were measured from this fit: \( I_{50}, R_{\text{max}}, \) and \( m \) (Figure 78) (Yu and Morrison 2010).
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Figure 78 Analyzed stimulus-response curve for a sample electrode and the associated equation used to fit \( R_{\text{max}}, I_{50}, \) and \( m \) parameters. \( R_{\text{max}} \) represents the maximum response read by the electrode. \( I_{50} \) represents the current necessary to generate a half-maximal response. The parameter \( m \) represents the slope of the sigmoidal curve of the S/R relationship, which reflects the uniformity of excitability.

\[
R(S) = \frac{R_{\text{max}}}{1 + e^{m(I_{50} - S)}}
\]

\( I_{50} \) is a measure of the current necessary to evoke a half-maximal response from the tissue slice, which also represents excitability. \( R_{\text{max}} \) is a measure of the maximal response from the tissue during stimulation, physiologically is proportional to the number of neurons firing. The slope of the sigmoidal curve of the S/R relationship is quantified as \( m \) and can be thought of as the uniformity in excitability of the stimulated neurons [Yu et. al., 2010]. These parameters were evaluated in all regions of interest following stimulation across the mossy fiber (MF) or SC pathways. For MF stimulation (Figure 79), we found that only a Level 4 blast caused a significant change in \( m \) (Figure 79C) within the DG and CA3 regions. Level 9 exposure reduced \( m \), however it was not significant. We also performed a PCA using \( R_{\text{max}}, I_{50} \) and \( m \) as input variables and found the first principal component decreased (Figure 79D) following level 4 and level 9 blast exposures, but the changes were not significant.

For SC stimulation (Figure 80), we found that only a Level 9 blast caused a significant change in \( R_{\text{max}} \) (Figure 80A), within the DG, and in \( I_{50} \) (Figure 80B), within the CA3. A principal component analysis found the first principal component significantly decreased (Figure 80D) following level 9 blast exposure in the DG, but the decreases in the CA3 and CA1 were not significant.
Taken together, these data are scientifically important because they demonstrate that there are subtle changes in simple evoked function within hippocampal slices occurring around the Level 4 threshold; however, the SR protocol does not have the high level of sensitivity to detect functional changes previously demonstrated with LTP.
Figure 79 Primary blast exposure minimally altered stimulus-response evoked recordings when stimulating across the MF pathway.  
A) There was no change in $R_{max}$ as a result of primary blast injury.  
B) There was no change in $I_{50}$ as a result of primary blast.  
C) Blast injury (Level 4) significantly decreased the parameter $m$ within the DG and CA3 regions. Level 9 exposure decreased $m$, however it was not significant.  
D) Level 4 and 9 blast exposures decreased the first principal component of the PCA, however they were not significant. (* $p < 0.05$; ± SEM; n ≥ 5 slices)
Primary blast exposure did not alter paired-pulse response: We also studied paired-pulse (PP) response, where two successive I₅₀ current stimuli were injected into the slice, while increasing the inter-stimulus interval (ISI) with each sweep. We measured the effect of primary blast on the ratio between the peak-to-peak magnitudes of the second response to the first response. Paired pulse ratio (PPR) was measured in all regions of interest following stimulation across the mossy fiber (MF) or SC pathways. Previous studies have demonstrated that the ISIs can be divided into four different temporal bins based on their physiological response: Short-term (25ms), Early-mid (35, 50, 70, 100ms), Late-mid (140, 200, 300, 500ms) and Long-term (1000, 2000ms). For MF stimulation (Figure 81), we found no significant changes as a result of primary blast exposure in any regions across any temporal bin. We also performed a PCA using each bin as the input variables and found no significant changes within the first principal component (Figure 81D) following level 4 and level 9 blast exposures, but the changes were not significant. For SC stimulation (Figure 82), we again found no significant changes in any temporal bins or the PCA as a result of primary blast. This data demonstrates that the specific mechanisms involved with PP response were not significantly altered by primary blast.

Figure 80 Primary blast exposure minimally altered stimulus-response evoked recordings when stimulating across the SC pathway. A) Level 9 blast exposure significantly decreased Rₘₐₓ within the DG only. B) Level 9 blast exposure significantly increased I₅₀ within the CA3 only. C) Blast injury decreased the parameter m within across all blast levels, however it was not significant. D) Level 9 blast exposure significantly decreased the first principal component of the PCA within the DG, but the changes in CA3 and CA1 were not significant. (* p < 0.05; ± SEM; n ≥ 5 slices)
Figure 81 Primary blast exposure did not affect paired-pulse response when stimulating across the MF pathway. A) Short-term (ISI = 25ms) paired-pulse ratios did not change with increased blast exposure. B) Level 9 blast exposure increased PPRs for the early-mid temporal bin (35, 50, 70, 100ms); however these changes were not significant. C) Blast exposure did not affect late-mid (140, 200, 300, 500ms) PPRs. D) Long-term (1000, 2000ms) paired-pulse ratios did not change with increased blast exposure. E) Level 9 blast exposure increased the first principal component in the CA1 during the long-term (1000, 2000ms) temporal bin; however the changes were not significant. (± SEM; n ≥ 5 slices)
Long-term Potentiation

Following SR evaluation, the ability to induce long-term potentiation (LTP) was measured. Baseline response was evoked by stimulating at I_{S0} once every minute for 30 minutes. LTP was then induced by stimulating across the SC pathway with a high frequency stimulus, which consisted of three trains of 100 Hz pulses applied for 1 second at I_{S0}, with each train separated by 10 seconds (Hu et al. 2007; Swant and Wagner 2006). Immediately following LTP induction, post-LTP responses were evoked by stimulating at I_{S0} once every minute for 60 minutes. LTP induction was calculated as percent potentiation above baseline based on the last 10 minutes of recording in each recording window. To ensure only stable responses were included for analysis, electrodes were discounted if the coefficient of variance (pre or post-induction) was greater than 20% (Heuschkel et al. 2002). LTP induction was averaged among electrodes within the CA1 and analyzed by ANOVA followed by Dunnett post hoc tests with statistical significance set as p < 0.05, as compared to time-matched shams (SPSS v22, IBM).

**Primary blast exposure completely erased long-term potentiation:** OHSC were exposed to a single primary blast of varying intensity (Figure 73) and functional changes were measured 4-6 days following injury using a microelectrode array (MEA). Long-term potentiation (LTP) was

Figure 82 Primary blast exposure did not affect paired-pulse response when stimulating across the SC pathway. A) Short-term (ISI = 25ms) paired-pulse ratios did not change with increased blast exposure. B) Early-mid temporal bin (35, 50, 70, 100ms) did not change with increased blast exposure. C) Blast exposure did not affect late-mid (140, 200, 300, 500ms) PPRs. D) Long-term (1000, 2000ms) paired-pulse ratios did not change with increased blast exposure. E) Blast exposure did not affect the first principal component during the long-term (1000, 2000ms) temporal bin. (± SEM; n ≥ 5 slices)
induced using a high-frequency (100Hz) stimulation protocol (Figure 83). Potentiation was measured in the CA1 following stimulation across the Schaffer collateral (SC) pathway at one hour post-induction. Level 4 and Level 9 blast injury significantly ($p < 0.05$) reduced potentiation to $-0.7 \pm 12.7\%$ and $-1.9 \pm 10.4\%$, respectively. Sham ($50.0 \pm 8.6\%$) and Level 1 blast exposure groups ($41.4 \pm 15.3\%$) had potentiation similar to levels found in literature (D’Ambrosio et al. 1998). Level 2 blast exposure reduced potentiation ($17.6 \pm 8.8\%$), however it was not significant. This data demonstrates the presence of primary blast threshold for functional changes between 39 and 87 kPa-ms impulse.

These data are scientifically important because blast is capable of disrupting complex electrophysiological function of the brain like learning without affecting simpler measures of activity (described below). These data are especially important because they show that it is possible to reproduce in an in vitro model the subtle deficits reported by military personnel after blast exposure, including difficulties with learning and memory.

Primary blast exposure disrupts global synchronization within OHSC: Four to six days following exposure, spontaneous activity was recorded within the OHSC for three minutes. Field potential events were identified in each electrode over the course of the recording. Spontaneous network synchronization was quantified using previously published methods based on correlation matrix analysis and surrogate resampling for significance testing (Li et al. 2007; Li et al. 2010; Patel et al. 2012). Similar to the LTP data, Level 4 and 9 blast exposures caused a significant decrease (Figure 84) in global synchronization index ($0.047 \pm 0.025$ & $0.052 \pm 0.022$, respectively), as compared to sham exposure ($0.212 \pm 0.033$). Again, Level 1 ($0.241 \pm 0.086$) and 2 ($0.178 \pm 0.075$) blast exposures did not
significantly change global synchronization index. Similar to the LTP data, a functional injury threshold exists between 39 kPa-ms and 87 kPa-ms impulse. Previous research into hippocampal global synchronization changes following inertial injury proposed that alterations in K⁺-Cl⁻ co-transporters (namely KCC2 and NKCC1) may be the root cause [Kang et al., 2014]. These possibilities will be explored in the upcoming year.

These data are scientifically important because they show that our in vitro model is capable of reproducing deficits in subtle neuronal function, similar to subtle deficits reported by military personnel exposed to blast. Synchronization is thought to underlie many higher order behaviors including memory encoding and retrieval, which our results suggest is impaired after primary blast.

**Figure 84** Primary blast exposure significantly decreased global synchronization index (GSI) across OHSC. A) A sample heat map showing correlation scores between each electrode pair in a poorly synchronized slice. These correlation scores would be analyzed in combination with surrogate resampling for significance testing in order to determine GSI. The color bar ranges from more correlated (1, red) to less correlated (0, blue). B) A sample heat map showing correlation scores between each electrode pair in a highly synchronized slice. C) Level 4 and 9 blasts significantly decreased GSI (0.047 ± 0.025 & 0.052 ± 0.022, respectively), as compared to sham exposure (0.212 ± 0.033). Level 1 (0.241 ± 0.086) and 2 (0.178 ± 0.075) blasts were decreased, but were not significantly changed. (* p < 0.05; ± SEM; n ≥ 7 slices)

Chemically-induced LTP (chemLTP)

In separate sets of cultures, LTP was chemically induced with two distinct protocols. Baseline electrical activity was recorded for 30 minutes as above. The first chemLTP protocol replaced electrical LTP induction with a 3 minute perfusion with a modified aCSF solution (gly-aCSF) (Lu et al. 2001): norm-aCSF containing 200 µM glycine and 0 mM MgCl (reduced from 1.3mM). The perfusate was then switched back to norm-aCSF and washed out for 20 minutes prior to post-induction electrical stimulation. Percent potentiation was calculated by comparing the average of the final 10 minutes of post-induction responses to the average of the final 10 minutes of pre-induction responses, as above. The gly-aCSF solution activates synaptic N-methyl-D-aspartate (NMDA) receptors, allowing Ca²⁺ ions to enter the dendritic spine, similar to electrically-induced LTP (Lu et al. 2001).

The second chemLTP protocol replaced electrical LTP induction with a 20 minute perfusion with a modified aCSF solution (cAMP-aCSF) (Otmakhov et al. 2004): norm-aCSF containing 1 mM MgCl...
(reduced from 1.3 mM), 50 μM forskolin, 50 μM picrotoxin, and 100 nM rolipram. Forskolin, rolipram, and picrotoxin stocks were dissolved in dimethyl sulfoxide (DMSO) with a final DMSO concentration in cAMP-aCSF of 0.07%. The perfusate was then switched back to norm-aCSF and washed out for 20 minutes prior to post-induction stimulation for 60 minutes. Percent potentiation was calculated as above. The cAMP-aCSF solution acts to upregulate the cAMP-PKA pathway through inhibition of phosphodiesterase-4 (rolipram) and activation of adenylate cyclase (forskolin), which results in elevated cAMP levels and consequently PKA activation (Otmakhov et al. 2004). Picrotoxin, a GABA<sub>A</sub> inhibitor, reduced inhibition and enhanced stability of the potentiated signal, while not inducing LTP on its own (Otmakhov et al. 2004).

Chemically-induced LTP was averaged among electrodes within the CA1 and analyzed by ANOVA followed by Dunnett post hoc tests with statistical significance set as \( p < 0.05 \), as compared to time-matched shams (SPSS v22, IBM).

**Primary blast exposure reduced potentiation when induced with gly-aCSF**

To further explore blast-induced deficits in LTP, we investigated the effect of blast injury on chemical induction of LTP using gly-aCSF. We observed that potentiation (Figure 85A) was significantly reduced in Level 4 blast-exposed cultures measured at 1 day after injury when induced with gly-aCSF. When measured at 10 days following Level 4 blast exposure, gly-aCSF-induced potentiation (Figure 85A) recovered and was not significantly different from time-matched, sham-exposed cultures. These findings matched the time course of blast-induced LTP deficits when induced electrically. To verify that the shorter treatment duration with gly-aCSF did not confound results, we extended gly-aCSF treatment from 3 to 20 minutes and observed that Level 4 blast exposure significantly decreased potentiation (27 ± 13%) as compared to sham (78 ± 15%) exposure (data not shown).

**Primary blast exposure did not reduce potentiation when induced with cAMP-aCSF**

In contrast, potentiation (Figure 85B) was not significantly reduced at 1 day following a Level 4 blast exposure using a chemLTP induction protocol that upregulated the cAMP/PKA pathway (cAMP-aCSF). To verify the extended treatment duration with cAMP-aCSF did not confound results, we shortened cAMP-aCSF treatment from 20 to 3 minutes and observed that blast exposure did not significantly reduce potentiation (48 ± 11%) as compared to sham (42 ± 17%) exposure (data not shown). These results suggested that modulation of the cAMP/PKA pathway may act therapeutically against primary blast-induced LTP loss.

Western Blotting
For each condition tested by western blotting, 8 slices from 2 different animals were collected for protein extraction. Groups receiving chemLTP induction (gly-aCSF or cAMP-aCSF) were treated, switched back to normal aCSF after respective treatment times, incubated for appropriate induction times, and then lysed. Slices were rinsed twice with ice-cold PBS and immediately placed in chilled lysis buffer A (40 mM HEPES, 120 mM NaCl, 1 mM EDTA, 1% Triton X-100, 10 mM sodium pyrophosphate, 50 mM sodium fluoride, 0.5 mM sodium orthovanadate, 10 mM β -glycerophosphate, Sigma). Samples were sonicated (Sonicator 3000, Misonix, NY, USA), incubated on ice and then centrifuged to remove cellular debris. Protein concentrations were determined by the bicinchoninic acid assay (BCA) according to the manufacturer’s instructions (Thermo Fisher Scientific, Waltham, MA, USA), and 50 µg of protein per sample were loaded in a 4-12% Bis-Tris gel (Life Technologies). Proteins were separated by electrophoresis (150V, 1.5h) and transferred (100mA, 40mins) to a nitrocellulose membrane (Life Technologies) using a semi-dry apparatus (Fisher Scientific, NY, USA). The membrane was blocked in Tris-buffered saline (TBS, pH 7.4) with 1% bovine serum albumin (BSA) for 1 hour. Membranes were incubated overnight at 4°C with primary antibodies (total GluR1 [Millipore, #04-855], phosphorylated GluR1-Ser831 [Millipore, #04-823], phosphorylated GluR1-Ser845 [Millipore, #04-1073], total CaMKII [Sigma, #SAB4503250], phosphorylated CaMKII-Thr286 [Millipore, #04-1073], total NMDA NR2B [Millipore, MAB5778], total PSD-95 [Thermo Fisher, MA1-046], phosphorylated stargazin-Ser239/240 [Millipore, AB3713], β-actin [Sigma, #A1978]) in TBS with Tween (TBS-T, 0.1% Tween-20, pH 7.4) and 0.25% BSA. Following the primary antibody incubation, membranes were washed 3 x 10 min in TBS-T. To detect protein bands, the membranes were labeled with a corresponding secondary antibody (Donkey anti-Rabbit Alexa Fluor 488 or Goat anti-Mouse Alexa Fluor 647, Life Technologies). Fluorescence was detected using a CRi Maestro 2 Imaging System (Perkin Elmer). The bands were quantified using ImageJ software. Average fluorescence was quantified from, at minimum, 4 lysates per exposure group (8 slices per lane, 32 slices in total) and analyzed by ANOVA with statistical significance set as p < 0.05, as compared to treatment-matched shams (SPSS v22, IBM). A post-hoc Bonferroni analysis revealed statistical significant differences between injury-matched treatments for each antibody, with significance set as p < 0.05.

**Phosphorylated GluR1-Ser831 and total GluR1 expression was significantly reduced by primary blast injury**

Blast prevented a significant increase in phosphorylation of AMPAR-GluR1 subunits at the Serine-831 site at 24 hours post-injury as compared to shams, when LTP was induced with gly-aCSF (Figure 86A). There was no observed effect of blast with vehicle-treated cultures or with the cAMP-aCSF treatment. Treatment with either gly-aCSF or cAMP-aCSF significantly increased GluR1-Ser831 phosphorylation over vehicle-treated sham cultures, i.e. no induction of LTP; however, only cAMP-aCSF significantly increased GluR1-Ser831 phosphorylation over vehicle-treated blast-cultures.
Blast also significantly decreased the expression of total GluR1 subunits (Figure 86B) as compared to shams, when LTP was induced with gly-ACSF. Although this deficit was not observed with vehicle-treated cultures or with the cAMP-aCSF treatment, it is important to note that there was an increase in total GluR1 expression for both sham and blast-exposed cultures receiving cAMP-aCSF treatment, as compared to the vehicle-treated cultures.

We observed no significant change in the phosphorylation state of AMPAR-GluR1 subunits at the Serine-845 site (Figure 86C) between blast and sham cultures for any chemical treatment; however, both chemical treatments significantly increased GluR1-Ser845 phosphorylation over vehicle treated cultures. There also was no significant change to NMDAR-NR2B subunits (Figure 86D) as a result of either injury exposure or chemical treatment.

**Primary blast injury did not affect total CaMKII nor phosphorylated CaMKII-Thr286**

Another important target in the LTP pathway is CaMKII as CaMKII phosphorylation is necessary for the induction of some forms of LTP (Bliss and Collingridge 1993; Mayford et al. 1995; Sanhueza et al. 2011). We observed that phosphorylation of CaMKII at the Threonine-286 (Thr-286) site was not affected by injury (Figure 88A). There was an expected increase in phosphorylation with both chemLTP treatments. We also observed that total expression of CaMKII (Figure 88B) was not altered as a result of injury ($p > 0.33$) or chemical treatment ($p = 1.0$).

**Primary blast injury significantly reduced PSD-95 and pStargazin-Ser239/240**
We also examined two key proteins responsible for receptor integration at the synapse: PSD-95 and stargazin. We found that blast decreased expression of total PSD-95 for both vehicle and gly-aCSF treated cultures as compared to shams, but not for cAMP-aCSF treated cultures (Figure 87A). We observed that blast exposure reduced the phosphorylation of stargazin (Ser239/240) after gly-aCSF treatment, but not for vehicle or cAMP-aCSF treated cultures (Figure 87B).

**Roflumilast Treatment**

The intracellular levels of cAMP are controlled by a balance between reactions that produce cAMP and those that degrade cAMP. Phosphodiesterases-4 (PDE4) is an enzyme that specifically degrades cAMP. To test the ability of a PDE4 inhibitor to rescue LTP after blast exposure, 1 µM Roflumilast (SML1099, Sigma-Aldrich; dissolved in 0.07% DMSO) in full serum media was delivered to sham and Level 4-exposed cultures immediately after blast exposure. For comparison, DMSO vehicle was also delivered to a second set of cultures that had received either sham or Level 4 blast exposure. The cultures' ability to generate LTP through high frequency electrical stimulation was evaluated at 24 hours post-exposure. Potentiation was averaged in CA1 region of the hippocampus and analyzed by ANOVA with statistical significance set as p < 0.05, as compared to similarly-treated shams.
**Roflumilast treatment immediately following exposure prevented blast-induced LTP deficits**

Roflumilast treatment immediately following blast exposure prevented a deficit in electrically-induced LTP at 24 hours post-injury (Figure 89). Level 4 blasted cultures that were treated with vehicle (0.07% DMSO in aCSF) immediately following injury were unable to potentiate at 24 hours post-exposure, as compared to sham-vehicle treated cultures. This indicated that PDE4 inhibitors have the potential to prevent primary blast-induced LTP loss.

*C4* We evaluate if acute alterations in circuit behavior recover over time, and therefore define the blast conditions (number & severity) to cause persisting changes in neural circuit function and cell death.

**LTP deficits after blast were delayed and recovery was severity dependent**

OHSC were exposed to a single blast of either mild (Level 4) or moderate (Level 9) severity and LTP was induced using a high-frequency (100 Hz) stimulation protocol at various time points following injury: 60 minutes (Day 0), 1 day, 2 days, 4 days, 6 days, or 10 days. Cell death remained minimal at all time points after injury, which agreed with previous studies using this injury model (data not shown). Potentiation was measured in CA1 following stimulation across the Schaffer collateral (SC) pathway at one hour post-induction. Neither blast level significantly reduced potentiation at 1 hour post injury. However, both blast intensities induced significant ($p < 0.05$) deficits in potentiation (Level 9: 17.6 ± 13.5%; Level 4: 27.9 ± 5.9%) at 1 day post-injury, as compared to sham (64.6 ± 6.6%). This deficit persisted out to 6 days following both blast exposure levels. At 10 days post-injury, potentiation remained significantly depressed (12.3 ± 5.5%) for Level 9 injured cultures; however, Level 4 injured cultures were able to partially recover (42.5 ± 14.4%), as compared to sham (60.1 ± 12.4%).

These data are scientifically important for multiple reasons. First, it demonstrates that a therapeutic window may possibly exist during which pharmaceuticals could be administered before functional deficits begin. Second, it demonstrates that an injury threshold exists below which a period of rest after exposure can facilitate spontaneous LTP recovery, but above which the recovery does not occur. Although this temporal history has not been investigated following blast injury, previous studies following non-blast injury have observed spontaneous LTP recovery between 1 and 2 weeks post-injury (Norris and Scheff 2009; Reeves et al. 1995), while others observed no recover out to 8 weeks post-injury (Sanders et al. 2000).

Potentiation (*Error! Reference source not found.*) was not reduced when measured 1 hour (Day 0) after Level 4 or Level 9 blast exposures, as compared to sham. When measured at 24 hours (Day 1) post-blast exposure, potentiation was significantly reduced in cultures exposed to either a Level 4 or Level 9 exposure. This deficit was maintained at Day 2, Day 4, and Day 6 post-Level 4 and Level 9 blast exposure. At 10 days after Level 4 blast, potentiation had partially recovered and was no longer
significantly different from time-matched sham-exposed cultures; however, potentiation remained significantly depressed in the Level 9 exposed cultures at the same time point.

Some US service members experience multiple blast exposures while on active duty, including breachers, who have the role of using explosives to break perimeters like locked buildings (Tate et al. 2013). During training, breachers can experience as many as 20 explosive detonations over 5 days of practical training (Tate et al. 2013). Symptoms of repetitive blast have been referred to informally as “breachers brain” and are similar to those of people who have suffered multiple non-blast concussions (DeKosky et al. 2010; Tate et al. 2013).

It has been suggested from experimental models that mimic inertia-driven TBI that an initial mild TBI (mTBI) initiates a period of both increased susceptibility and heightened vulnerability to subsequent brain injury (DeRoss et al. 2002; Giza and Hovda 2001; Guskiewicz et al. 2003; McCrea et al. 2005). Clinical studies suggest that athletes who have had one concussion are at a higher risk for multiple concussions particularly in the same season of play (Guskiewicz et al. 2005; Guskiewicz et al. 2003; Wall et al. 2006). Furthermore, studies suggest multiple concussions result in more significant verbal, memory, and motor deficits than a single concussion (Guskiewicz et al. 2005; Guskiewicz et al. 2003; Matser et al. 1998; Matser et al. 1999; Wall et al. 2006). Potentially the most severe clinical outcome of multiple concussions is the phenomenon termed second impact syndrome (SIS). SIS is a catastrophic brain injury thought to be the result of a second concussion occurring while the patient is symptomatic from an initial concussion (Signoretti et al. 2011).
Experimental models of repetitive blast have been used to investigate the phenomenon of “breachers brain” and synergy from multiple blast exposures. Exposure of mice to single and repetitive complex blast (3 blasts within 30 minutes) with a custom shock tube (142 kPa) resulted in a decline in neuromotor function and reflexes. Deficits in performance of animals receiving multiple blasts were greater and more persistent than that of single blast. Repetitively injured animals also had increased damage to neurons, cell permeability, and cell death (Arun et al. 2012; Wang et al. 2011b).

These studies suggest that repetitive blast exposure results in increased brain injury as noted not only by persistent neuromotor dysfunction but also by neurodegeneration. However, it is still unclear whether or not primary blast alone can result in worse outcomes for soldiers who experience multiple blasts without concomitant head motion.

Long-term potentiation was significantly depressed following repetitive primary blast without altering basal evoked response

Potentiation was roughly 64% in the CA1 in sham-injured samples (Error! Reference source not found.). LTP decreased, non-significantly, following both a single and double Level 1 primary blast with a 24-hour interval between exposures. LTP was not significantly reduced following a single Level 2 primary blast exposure; whereas it was significantly reduced as compared to sham after two exposures of Level 2 primary blast delivered 24 hours apart. LTP decreased significantly following both a single and double Level 4 primary blast with a 24-hour interval between exposures as compared to the sham.

There were no statistically significant changes in any S-R parameter ($I_{50}$, $R_{max}$, m) in any of the three ROI (DG, CA3, CA1) after sham, single, or repetitive Level 2 blast exposures applied with a 24 hour interval between injuries (data not shown).

Heightened vulnerability of LTP to subsequent primary blast persisted for at least 72 hours.
Increasing the interval to 72 hours did not mitigate the deficit in LTP, which was still significantly depressed by both Level 2 primary blast exposures (Figure 92). When the interval was increased to 144 hours, potentiation was decreased but was not significantly lower than sham from the 24-hour interval study or its own time-matched sham (Figure 92: Sham 144h Interval). LTP was not decreased when the inter-sham interval was extended to 144 hours, indicating that the extended experimental duration did not negatively impact induction of LTP. Similarly, cell death did not increase with the extended duration of the experiment. All samples appeared otherwise healthy with less than 5% cell death in all ROI (data not shown).

**Long-term potentiation was more vulnerable to additional injury up to 72 hours following an initial mild stretch.**

Potentiation following the sham exposure (24h interval) was over 50% (Figure 93). LTP was not significantly reduced by a single mild stretch injury but was significantly reduced by repetitive mild stretch injury (24h Interval). When the inter-injury interval was extended to 72 hours, LTP was still significantly depressed compared to that of the 24-hour interval sham group. When the inter-injury interval was extended to 144 hours, LTP was no longer significantly reduced as compared to the sham group for the time-matched controls (144h Interval).
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interval) or shams of the 24-hour interval. Samples that received two sham injuries 144-hours apart did not have significantly different LTP as compared to that the 24-hour interval sham group, suggesting that the extended time course of the experiment was not detrimental to potentiation.

**Future Areas of Research**

Future work is warranted to assess the mechanism of LTP loss specific to single and repetitive primary blast exposure. Studies to identify the mechanism for LTP loss from primary blast exposure may aid in identifying therapeutic targets to prevent LTP loss and injury from primary blast exposure. Additional studies should explore the therapeutic potential of phosphodiesterase inhibitors to preserve memory function after blast exposure.

In military theater, the soldier may experience a complex combination of primary and tertiary blast exposure. Future studies to investigate more complex loading conditions may be necessary to understand pathologies from complex blast loading. *In vivo* studies of blast exposure deliver both primary and tertiary blast loading to the animal brain, so there is precedent for study of complex blast experimentally. (Goldstein et al. 2012b; Gullotti et al. 2014b; Hue et al. 2015) *In vitro* models of complex blast where primary and tertiary loading can be independently modified may help to understand the interaction of these distinct mechanical stimuli that results in pathology.

Primary blast exposure loads the body prior to tertiary blast exposure. It is possible that an initial primary blast exposure may alter the brain’s response to subsequent tertiary blast exposure. Future studies could investigate how primary blast may alter the tolerance of OHSCs to tertiary blast.

Future studies are necessary to identify the biochemical mechanism responsible for heightened vulnerability. Improved understanding of this mechanism will help to identify biomarkers for concussion and heightened vulnerability. These biomarkers can be used to accurately and objectively diagnose mTBI and monitor a patient’s recovery through the period of heightened vulnerability. Accurate diagnosis and patient monitoring is essential to remove the injured soldier from active duty to prevent synergistic injury response in the event of additional concussion. Better understanding of this mechanism can also identify targets for therapeutic intervention to prevent injury from multiple concussions.

Given that the findings in this study are limited to the hippocampus, we could replicate these studies for other regions of the brain *in vitro*. Additionally, we could design complex *in vitro* models incorporating the hippocampus and other brain regions and an *in vitro* model of the BBB. We have previously investigated the effect of single and repetitive primary blast exposure on an *in vitro* model of the BBB, (Hue et al. 2014a; Hue et al. 2013c) and we have also generated tolerance criteria of cortical slice cultures to stretch injury. (Elkin and Morrison 2007) The results from these *in vitro* studies could be used to design and interpret results from *in vitro* studies using complex biological tissue explants.
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Section 3: University of Pennsylvania Final Report

Theme: Synapses, wiring in neural networks after blast; extensions to neurobehavior

As a MURI partner, Penn has three primary responsibilities:

1. In collaboration with Duke and Columbia, develop methodologies for measuring circuit activation, wiring, and activity patterns, including:
   a. algorithms for calcium imaging based maps of electrical activity
   b. corroborating these methods with models and measures of electrical activity
   c. extending these methods into acute brain slice cultures

2. In collaboration with Duke, assess neurobehavioral impairments and neural circuit changes in mice and other species after blast exposure by:
   a. use an in vivo model (mouse) to generate samples for studying network alterations after blast exposure
   b. identify thresholds for synaptic level changes, adaptations, and alterations in network topology
   c. correlating changes at the micro scale to the macroscale

3. Integrate activities among participating members

Imaging for single cell precision estimates of electrical activity

Along with advances in animal and in vitro models of injury, a substantial new set of tools appeared recently for formulating principles of information flow among neural networks. These tools include measuring relative neural connectivity maps and understanding key points of control for complex networks. Key in this progress is a new emerging set of fluorescent reagents that provide stable, long term optically-based recording of dissociated neurons, ensembles of neurons within acute brain slices, and the living cortex. Collectively, these new tools allow for the direct visualization of the nervous system at an unprecedented scale – it allows one to estimate the input/output connectivity maps among neurons, assess the relative strength of connections among neurons in a network, and to define the network scaling principles used in the design of the network.
In the past year, we critically analyzed fluorescence based imaging methods for mapping neural network properties, and used this analysis to design experiments for measuring changes in network behavior following mild and moderate stretch injury to cortical neuronal networks in vitro. We first developed an in silico model of neural network activity, conducting a parametric analysis to understand advantages and drawbacks of choices that are commonly used in optical imaging of neural activity. Our network model used a weighted pseudo-randomized network connection topology, and individual synapses, populated with AMPA and NMDA receptors, were assumed to follow a stochastic activation pattern per a recent report (Figure 95A). Integration of current from individual synaptic release events, which could include a random vesicular release event (i.e., synaptic noise), showed development of spontaneous network activity that would vary temporally (Figure 95B). Within individual neurons, these periodic bursts of activity would slightly precede or follow neighboring neurons, would show some modest diversity in the spontaneous timing of bursts. Repeat simulations of the same network topology yielded slightly different patterns of activity, owing to the stochastic synaptic activation scheme. Inhibitory neurons in the network provided modulation of the activity pattern, as reducing the relative strength of the inhibitory neuronal tone led to a progressive synchronization of network activity (Figure 22C), resembling a common technique to synchronize the electrical activity of cortical neuron cultures in vitro.

Figure 94- Overview of optimal imaging acquisition requirements for mapping neural circuit activity.

In silico neural network yields estimates of optimal imaging parameters necessary to achieve accurate spike detection

Using estimates of calcium binding for different calcium indicator dyes, we investigated how well fura-2 and fluo-4 capture underlying electrical activity. Under the most ideal conditions, without hardware noise, we found neither Fura-2 nor Fluo-4 provided accurate estimates of precise timing of action potential firing when sampled at relatively low rates. Although Fura-2 offers approximately double the accuracy in detecting action potentials within networks under very low framing rate conditions (.4
frames per second), the predicted accuracy was still less than 10% (Figure 22D). Fluo-4 offers the ability, with its single emission wavelength, to capture fluorescence imaging data at a much faster rate limited only by the imaging hardware (59). Across typical imaging rates available in commercial interline CCD and EMCCD camera, we find that image acquisition rate will substantially improve the fidelity between increases in calcium indicator fluorescence changes and action potential activity (Figure 22D). Optimal image acquisition rates with the Fluo-4 indicator exceed 80% accuracy in capturing action potentials (85% ± 7.8%) at reasonable framing rates, and approach 60% (58% ± 8.52) even at 10 frames per second.

Optical imaging of network activity in vitro reveals network modules and minimum acquisition requirements

After establishing the necessary acquisition speeds to accurately detect activity, we next considered both the number of neurons and length of imaging time necessary to accurately estimate network synchronization, a key parameter often used to determine network modules. Across multiple cultures (n=8), we found that the phase difference in the calcium transients was not spatially sensitive, suggesting a randomized network topology often associated with dissociated cortical networks. The periodic bursting behavior observed with neural networks, when acquired at high framing rates (20 Hz), yielded a synchronization index for the entire culture and also produced measures of smaller subclusters of neurons with highly coordinated firing activity (Figure 96A,B). To obtain accurate measures of synchronization, we needed imaging data from at least 40 individual neurons to achieve less than 5% error (Figure 96C). Similarly, we found that at least 2.5 minutes of imaging spontaneous calcium activity in the dissociated cultures was necessary to achieve reasonably stable estimates of the synchronization index (Figure 96D).

Figure 95- Neural circuit topology needs a minimum number and duration of imaging
Mechanical injury to cortical neurons changes network dynamics and functional connectivity

Upon establishing the necessary imaging conditions to capture accurate measures of network behavior, we next studied the response of cortical neurons to two distinct levels of mechanical injury. Neither level of mechanical injury causes neuronal death 24 hours following injury. One level of mechanical injury (35% ± 5%) will cause a delayed proteolysis of the voltage gated sodium channel, as measured by immunoblotting. For this injury level, we observe a consistent and immediate decrease in spontaneous activity, consistent with a recent report that excitatory transmission is altered following mechanical injury in cultured neurons (Figure 97A, 97B). Our detailed analysis of calcium transients on an individual neuron basis revealed a significant decrease in network synchronization (Figure 97C). These changes in spontaneous activity and synchronization persisted for 6 hours. Functional connectivity was also reduced, and the network topology showed signs of damage or rewiring as the previously integrated network, consisting of a single interconnected module, broke off into multiple sub-modules suggesting a loss in long-range connectivity. Finally, excitatory tone was decreased relative to uninjured control cultures, consistent with a broad loss in activity and synchronization (Figure 97C).

Broadly, these data show that mechanical injury to cortical neurons will incur immediate and broad disruptions in network behavior. However, finite element models suggest a wide range of in vivo brain deformations occur during concussion. As such, we also tested a less severe injury level (10% ± 4%). Distinct from studies at the moderate injury level, we observed no change in the network synchronization or excitatory tone (Figure 97D-F). Interestingly, the frequency of network-wide spontaneous oscillations significantly increased acutely after injury and returned to pre-stretch levels by 1hr.
**Future activities:** There are two main areas where we will apply these technologies. First, we will use these methods to assess activity patterns in vitro after blast exposure in both dissociated cortical neuron cultures and organotypic brain slice cultures (Columbia). Second, we will develop the necessary tools to use the genetically encoded calcium indicator in acute slice cultures from the living brain, permitting us to measure changes in the network of different brain regions after blast exposure. We have preliminary data showing good transfer of this technology into living animals.

*Blast-induced behavioral changes in mice*

As part of our overall effort to merge the changes in neural circuitry after blast exposure across many length scales, we also started a series of tests in mice to answer one broad question: When does blast-induced damage to circuits influence neurobehavior?

With the expertise of the Abel lab at Penn, we have a direct means to compare across species and to use neurobehavior tests that are centered on important brain structures that may be damaged following
primary blast loading. We select behavior tests in animals that focus on the following traits: locomotor activity and sleep/wake cycle, motor coordination, learning and memory, and depression-like behavior. In the first phase of the project, we used the blast tube developed at Duke and assayed for changes in motor coordination, learning, and memory in mice after blast exposure.

**Motor Coordination:** Our analysis examines the cerebellar system, motor coordination, fatigue and ataxia using the accelerating rotarod treadmill (Ugo Basile, Stoelting Co., Wood Dale, IL) and hindpaw footprint analysis. The Rotarod test measures the ability of a mouse to maintain its balance on a rotating rod, whereas the hindpaw footprint test evaluates the walking pattern of the mice. We started our testing with the RotaRod apparatus

**Learning and Memory (mice).** Learning and memory will be assayed using three tests, novel object recognition, the Morris water maze and fear conditioning. In the past year, we focused on assessing novel object recognition and fear conditioning at Penn, with plans to assess Morris water maze deficits in the upcoming year. The novel object recognition task relies on the natural exploratory activity of rodents toward novel objects and they provide a nonaversive single-trial learning paradigm that we use to determine the effects of blast loading on memory storage. In contextual fear conditioning tasks, animals learn in a single trial to fear a new environment because of its association with an aversive unconditioned stimulus (US), usually foot shock. In addition to allowing good temporal resolution, fear conditioning involve distinct neuroanatomical substrates: contextual conditioning is dependent on both hippocampus and amygdala function. Animals are monitored for freezing activity one day following the fear conditioning stimulus.

Mice were exposed to one of two blast exposure levels (1 membrane = 10 mil, 2 membrane = 20 mil membrane, corresponding with peak open tube pressures of 176 kPa or 253.1 kPa respectively). Righting times were evaluated after blast exposure, and animals were subject to the following neurobehavioral testing paradigm:
- One day after injury, they were evaluated in the zero maze
- One, two and three days after injury, they were subject to the RotaRod test
- Four and five days postinjury, they were tested in the spatial object recognition test
- Eight and nine days after injury, they were subject to the fear conditioning test

For the zero maze test, mice prefer the closed portion of the maze. We observed no significant changes in the difference between time spent in the closed portion of the maze among three groups – the sham exposure and two different blast conditions. These data suggest no overt changes in anxiety of animals at these testing levels (Figure 98A).

The Rotarod test has two measures: the time until the first foot fault, and the time until the animal drops from the rotating rod. Increasing times over successive days in sham exposed animals suggest the animals are successfully improving their motor coordination and motor memory. This is normal behavior. In blast injured mice, there is a significant deficit appearing for foot fault and modest decrease in fall time one day after the highest blast exposure. There is no significant difference on the second and third day of testing. These data suggest a transient impairment after blast exposure (Figure 98B, C).

For fear conditioning, animals were placed in the fear conditioning chamber and exposed to the stimulus for 2 seconds out of a 5 minute testing period. One day later, animals were placed in the same chamber and monitored for a five minute period and assessed for any freezing behavior. We observed a freezing behavior in sham animals that was not different from animals exposed to either open field blast pressure (Figure 98D). We are exploring if these measures will differ using one second monitoring periods, which are an alternative measure used by some laboratories.
The analysis of the final test (spatial object recognition) was not completed at the time of progress report submission, but will be included in subsequent reports. Similarly, histological evaluation of these animals is ongoing, and will be included in the progress report for next year.

The complex kinematics of blast induced head motions

In collaboration with the Duke investigators, we characterized the gross head motions that occurred in a murine model of blast-induced brain injury. We identified key methodological features that contribute to the type and severity of injury in the mouse, measured the relative motion of the mouse head during a blast event, and tested if this model creates an injury with immediate neurological impairment. Our analysis showed that the external signs of damage caused by blast input are influenced by the position of the animal at the shock tube exit, and that significant head motions and accelerations occur during a typical blast event. We show this model creates immediate neurological impairment, with no sign of pulmonary trauma. These data highlight that shock tube based models must be developed carefully to avoid inertial (acceleration) effects, and designed to minimize other external injuries that can complicate the interpretation from these animate models of bTBI. The results of this analysis are presented in more detail in the subsequent paragraphs.

To maintain consistency across the projects, we used the traditional shock tube design developed by the Duke group in the first year of the project. We used pressure transducers with sufficient dynamic response (Endevco, model 8350, San Juan Capistrano, CA) to record the pressure at the exit of the shock tube. We used three equally spaced transducers along the perimeter of the blast tube to evaluate
wave symmetry, and acquired pressure data using a Matlab based data acquisition program sampling at 250 kHz per channel. We placed a fourth pressure transducer within the holder cavity, an area adjacent to the animal torso, to assess the potential indirect transfer of any blast wave along its axis. To eliminate aliasing artifact, we conditioned each pressure transducer signal with an inline filter conditioning box (Gator Technologies, Florida) set to provide a 20 kHz cutoff frequency Bessel filter.

We used a high-speed video acquisition system to record head motion either from the side or front of the blast tube, corresponding to lateral or frontal view of the animal head. We identified a region of interest within the field of view to reduce the memory storage requirements per frame, thereby maximizing the framing rate available during testing. For all reported tests, we kept the framing rate between 22-24 kHz. Fiduciary markers in the field of view provided a calibration measure for displacement in the x and y (frontal view) or x and z (lateral view) direction.

A Matlab based video capture algorithm automatically tracked markers on the animal head during the blast sequence. The two fiduciary markers used in the tracking algorithm were used to measure the movement of the head center during blast. We tracked both the net displacement and the x and y displacement components over the entire duration of the experiment that included a pre-triggering period (5 milliseconds) and the movement for the first 30 milliseconds during and following the blast event. Preliminary analysis of video recordings showed negligible head movement beyond 30 milliseconds after blast. We used data smoothing algorithms and numerical calculations of the first and second derivatives of these displacements to calculate the velocity and acceleration measured in the plane of view. Similar to displacement, we calculated the net magnitude, as well as the x and y components, of the velocity and acceleration measures.

**Animal preparation and injury.** Male, C57BL6 mice aged 12-14 weeks were obtained from Charles River laboratories and allowed to acclimate in the colony before testing. We carefully adhered to the animal welfare guidelines established by the University of Pennsylvania’s Institutional Animal Care and Use Committee. Animals used to characterize the head motion during blast were euthanized with a lethal dose of sodium pentobarbital immediately prior to placement in the animal holder. All animals were tested within 30 minutes of euthanization to minimize the influence of rigor mortis on head motions. In separate tests to measure the neurological impairments after blast exposure, animals were placed in an anesthesia induction chamber (4% Isofluorane induction) for 5 minutes, and then transported into the testing room for injury. Animals remained on anesthesia during placement and position of the animal prior to exposure. Immediately prior to testing, anesthesia was discontinued. Immediately after injury, the animal was removed from the holder and brought to a recovery area.

Animal neurological impairment immediately after blast was measured using a righting time response. To measure righting time, we placed animals on their back, and measured the time for the animals to turn over and right themselves onto their forepaws and hindpaws. Once animals regained the ability to right themselves, they were monitored for several minutes to establish their movement and exploratory behavior before they were returned a warmed recovery cage and monitored for future status.

Free field blast events show a characteristic rapid increase in pressure that corresponds with the initial arrival of the shock wavefront, followed by a rapid, exponential decay that can include a modest negative pressure phase when compared to atmospheric pressure. Our design successfully re-creates these three phases of the free field blast event. This blast waveform is repeatably produced for test conditions that span peak pressures of 100 to 700 kPa. Pressures around the perimeter of the tube varied less than 3% within individual tests, and less than 5% across tests using the same membrane thickness.
With the animal holder positioned at the blast exit, we observed a consistent and significant increase in the peak pressure recorded for each test. The magnitude of the peak pressure varied across each test more significantly in comparison to tests where the holder was not used. The peak pressure varied with position of the pressure sensor along the perimeter. The sensor located most distant from the animal holder was closest to the recorded free field pressures, while the second and third pressure sensors were significantly higher but close to each other in magnitude, likely due to the similar position of each sensor relative to the animal holder. In comparison to the pressure transducer measurements along the perimeter of the shock tube exit, the pressure transducer recordings within the animal holder tube were significantly less than the free field equivalent.

Positioning an animal within the holder assembly led to a similar increase in peak pressures for all three transducers located at the blast tube exit. Similar to results with only the animal holder assembly, we observed the largest increase for locations close to the external surfaces of the animal holder, and the least influence on pressures recorded opposite the holder. We observed a significant difference between the peak pressures at the blast tube exit in comparison to the same measures without an animal in place. In comparison, we observed a significant reduction in the pressure measured at the approximate torso location when an animal was placed in the assembly. In all tests, this peak torso pressure was well below the threshold pressure associated with pulmonary trauma.

High speed recording of the head motion during blast exposure showed three general phases of motion: a rapid, nearly vertical downward motion, followed by a slightly longer upward motion, and then a slowly tracking lateral motion as the head rotated and slowed into its near final position. Starting from its rest position, tests across different test subjects showed a relatively consistent peak downward displacement. Moreover, the first and second phase of movement was confined to within a relatively narrow corridor of head displacement. The third phase of motion had the most variability. Using an algorithm to minimize errors associated with calculating velocities and accelerations from video measurements, we found peak vertical accelerations (y) were significantly larger than lateral (x) accelerations. Moreover, we observed a significant acceleration and deceleration component to the vertical motion, and did not detect a significant difference between these two components. We observed similar changes in the velocities tracked over successive tests; the vertical velocities were significantly larger than the horizontal velocities, and the peak downward velocity was not significantly different from the upward velocity.
Figure 98 - High speed montage of a typical head motion recording during the blast event. Animals received a blast wave in the dorsal-ventral direction, which caused a corresponding downward and then upward motion of the head. High speed filming of the event (22,000 frames per second) revealed the extent of downward movement, speed, and peak acceleration during the blast event.

Figure 99 - Significant inertial loading accompanies blast exposure. For the configuration shown in Figure 99, the recorded displacements during blast shows a complex trajectory downward and laterally during and following the blast exposure period. An aggregate path of the trajectory shows the most consistent displacement across tests occurs within the first 3 milliseconds of loading; more variation follows this period when the head is rebounding from the initial loading phase. Estimates of the velocities and accelerations show that the significant accelerations occur in the dorsal-ventral axis, nearly 7 times the magnitude in the lateral direction.
We next considered if these blast loading levels were sufficient to cause any overt impairment. Due to the external damage observed when the animal was placed along the centerline axis of the blast tube, we only considered the impairments caused when the animal was located at the edge of the blast tube. Animals exposed to a single blast event showed a significant increase in their righting time when compared to sham animals. None of the animals experienced obvious signs of pulmonary distress. Animals were ambulatory one day following injury, appearing only slightly lethargic compared to sham mice. Normal grooming behavior recovered within 2-3 days post injury.

Collectively, these data show it is possible to reproducibly create a Friedlander type blast wave with a portable shocktube design. We find the position of the animal at the tube exit influences the external damage occurring from the blast wave. Importantly, we measure significant head motions occur from a single blast event, with the primary acceleration loading along the direction of travel for the blast wave. At the conditions studied, we report a transient neurological impairment in righting time without any sign of pulmonary trauma.

Blast induced traumatic brain injury models are increasing in number and include both rodent and higher order species. Results from swine models show a complex biomechanical response in the animals that includes the transfer of the blast wave into the brain parenchyma, head motion, and highlight the possibility that that blast wave may also damage other organ systems. However, these larger animal models show relatively little, if any, head acceleration during the blast exposure. A similar modest acceleration profile occurs in human surrogate and manikin testing. Together, these data suggest that the contribution of tissue pressure relative to tissue deformation in blast exposure will change significantly across brain size. This enhanced role of acceleration in a small animal model of bTBI indicates that injury patterns must be interpreted cautiously, and suggests the primary effect of blast wave transmission in larger structures is the transmission of the pressure wave, rather than an induced acceleration, throughout the brain. Our efforts to focus on the influence of blast wave exposure on the head, and we successfully protected the remainder of the animal body from any significant trauma by encasing the animal in a rigid, insulated enclosure.
Our efforts concentrated on studying this murine model of bTBI from two perspectives: how the blast wave would influence the biomechanical loading experience by the head, and whether this device creates appropriate input loading conditions. For pulmonary injury associated with blast loading, a well known scaling relationship indicates the peak pressure between two model systems each with a mass of $M_1$ and $M_2$ should scale with the one-third power of mass. In comparison, the duration of the pressure exposure should scale with the $\frac{1}{4}$ power of mass.

These relationships are based on the principles that the model organ systems have similar mechanical properties, shape, and an equal tolerance to damage at the microscopic scale. Each of these is not well proven when scaling from human to murine systems. Nevertheless, our tube design can produce very brief shockwaves with a very high onset rate, and the durations studied here will scale to an equivalent live explosive duration of 3-5 milliseconds in humans. Our design is flexible to provide either shorter or longer durations by adjusting the gas density and chamber volume, thereby providing more flexibility to studying these pressure and duration (as well as impulse) scaling principles in the future.

Our results also show that blast may introduce significant head accelerations that must be considered when interpreting the resulting neurological impairment. A recent report showed similar inertial motions in a murine model of bTBI. Our measures did not account for the possible rotational accelerations that occur during the blast event, primarily because the instrumentation to measure rotational accelerations is too cumbersome to place directly on the animal for testing. However, using estimates of possible rotation points about the cervical spine, we find that estimates of rotational acceleration (distance from head center to midcervical spine: 1.2 cm; peak rotational acceleration $\approx$ peak / radius $\approx 1,100$ krad/s^2; scaled human rotational acceleration $\sim$10 krad/s^2) well exceed the scaled estimates for concussion in humans derived from field studies. We use these estimates with caution, however, as we do not know the exact rotation point during the head movement. Nevertheless, these measures highlight the importance to study different blast exposure conditions to minimize the inertial movement. Future studies will evaluate the influence of animal orientation on the resulting head movement, with the expectation that we will minimize head motions while still maintaining a sufficient external shock wave loading to the head. Once developed, this methodology will allow us to directly compare the difference in tolerance and neurobehavior between the motion/no motion scenarios with blast exposure.

Task B. Define the threshold for alterations in synaptic function, neural connectivity, and neuronal loss after scaled blast loading;

[B1] We develop and use technologies to define the minimum mechanical input necessary to cause changes in synaptic structure and function

[B2] We extend these technologies to define conditions necessary to cause changes in neural circuit connectivity

Our goal of understanding the multiscale consequences of blast loading to the brain requires us to understand exactly how these loading conditions will cause changes to the connection nodes (i.e., the synapses) and the connectivity of the neural circuits we study. However, new methodologies are required to obtain this information. We also break this down into three distinct components – understanding how the synapse may change shape, identifying the receptors at the synapse that will respond to the mechanical forces during blast exposure, and determining if there are changes in the wiring of the circuit post blast exposure. Based on the macroscopic head motions that occur during blast loading (see above), we are realizing that blast loading can create both deformation and pressure components of mechanical loading at the cellular scale. Therefore, our methods need to be scalable across both approaches. Shown below is our work in defining how mechanical inputs (deformation)
cause changes to synapse morphology and activate some subtypes of glutamate receptors. Future work in the coming year expands this to include the pressure loading observed during blast.

**Synapse morphology – is there a threshold for changes in the shape of synapses?**

With the possibility that some, but not all, synaptic glutamate receptors will respond to the mechanical forces during blast exposure, we also explored whether we would detect a change in the shape of synaptic spines after mechanical stimulation. Knowing if spine shape changes would be a critical parameter that could influence the activity of neural networks. As a result, we designed our methodology of determining synapse shape to occur in parallel with imaging activity of the neural circuit dynamics.

We examined four potential technologies, given the constraint that we wanted to establish a live cell imaging protocol simultaneously with our spine labeling technique. The simplest protocol was using biolistic transfection to label a small number of neurons within the network with a fluorescent eGFP, filling the cytosol and showing the spine morphology. We did not achieve consistent labeling with this approach. Second, we used the genetically engineered Brainbow mice that would produce a spectrum of colors within individual neurons, and we could use spectral imaging to identify a small subpopulation of neurons labeled with a combination of CFP/YFP/RFP. We did not achieve sufficient expression of the proteins to identify the individual synapses in these images. Third, we expressed a red cytosolic protein (mTomato) in combination with the fluorescent dye to detect calcium transients (Fura) and observed that we also did not achieve an effective, consistent transduction of a small percentage of neurons within the field of view. Achieving high transduction rates limited the ability to discriminate among neurons. Our final labeling technique used a small concentration of diO in the media to label the plasma membrane of a small percent of cells in the field of view, producing excellent high-resolution images of single neuron dendritic fields with clearly observable synaptic structures. We also achieved simultaneous labeling of this network with Fura-2AM, an indicator that we could use to detect electrical activity patterns following mechanical stimulation.

We applied this labeling approach to measure the corresponding relationship between spine shape changes and neural circuit dynamics. As a preliminary study, we used a device designed by the Columbia group to study the effect of biaxial stretch insult. We double-labeled neurons with diO to track spine shape and Fura-2AM to track calcium dynamics, as an indicator of electrical activity. We compared spontaneous patterns of activity with the Fura-2AM – measured by the magnitude and frequency – to the same measures when we blocked inhibitory neuron activity with bicuculline methiodide. Normally, in control cultures, blocking inhibitory neurons increases the magnitude of the Fura-2AM oscillations and the relative frequency of the oscillations. Stretch progressively reduced the peak magnitude and the relative frequency of the observed oscillation. However, these changes were not uniform across the population. Stretch also increased the relative amount of distinct patterns observed in the circuit and altered directed connectivity. Grouping the data across two broad categories – either stretch levels < 15% or levels > 15% - shows that the spines lengthen in both groups, but they lengthen slightly more under smaller strain levels. At higher stretch levels, we begin to observe spine retraction. We can reverse some, but not all, of the spine lengthening response by blocking the NMDA receptor.
Figure 101 - Simultaneous imaging of spine shape and circuit activity. Spine shape was identified using a diO labeling technique that randomly labeled a small number of neurons within an intact neural circuit. In the same network, Fura-2 AM or Fluo-4 AM revealed the increases in cytosolic calcium that appear with bursts of electrical activity. We observed that stretch of these cultures would cause a lengthening of some spines, and a retraction of other spine structures. In parallel, we observed a change in both the magnitude of calcium oscillations and the relative frequency of these oscillations.
Figure 102 - A threshold stretch level distinguishes different modalities of spine shape changes. Below 15% applied stretch, the predominant response is a proportional increase in the length of the spines across labeled neurons. Above this threshold level, we observed a shift to a balance of spine extension and spine retraction, and this occurred in parallel with changes in the activity of the circuit evidenced by high speed calcium imaging.

We are now applying these same technologies to understand the spine lengthening/contraction changes after blast exposure. We use a modified shock tube/receiver design from the Duke group that allows us to rapidly return dissociated cultures to the viewing stage. We use a smaller shock tube (2” diameter), and loading profiles below the threshold for neuronal loss observed in organotypic slice cultures. In naïve, uninjured cultures, we see no effect on spine shape when we move the cultures from the incubator to the microscope stage, to the receiver, and then back to the microscope stage. Intriguingly, at 135kPa peak blast loading, we observe no detectable change in the shape of the synapses but we see a modest increase in the spontaneous firing frequency. At higher blast loadings (200kPa peak), we observe a significant retraction in the synapse length that corresponds with a reduction in the spontaneous firing patterns. We are very excited by these data, as these show that the blast profile is capable of creating immediate changes in the synapse shape and activity patterns at levels not associated with neuronal death.

Mechanically-activated glutamate receptors – are there mechanosensors at the synapse?

We used recombinant receptor systems to test if the common glutamate receptors found in glutamatergic synapses would respond directly to an applied mechanical force. In vivo forces during
blast injury are composed of both deviatoric and dilatational components. We used an existing system to study the response to deviatoric (shear) loading. This loading is reproduced using a custom-designed system that applies a non-biaxial loading to cell monolayers, mimicking a pure shear loading.

We expressed three different types of glutamate receptors – AMPA receptors, NMDA receptors, and metabotropic glutamate (mGLUR) receptors – in HEK293 cells. For NMDA and mGLUR receptors, we measured the primary calcium transient that occurs when the receptor is activated to determine if either receptor would activate in response to the applied mechanical force. One formulation of AMPA receptors (GluR1/GluR1 homomer) is also calcium permeable, and we used a similar approach to test if the receptor is activated directly following stretch. For the calcium impermeable formulations of the AMPA receptor (GluR1/GluR2), we used a sodium-sensitive fluorescent indicatory dye (SBFI) to test for any primary response to the mechanical injury. In all cases, we used a receptor agonist (glutamate, NMDA, AMPA, DPHG) to confirm that our measurement of receptor activation was appropriate.

Our results show that only NMDA receptors respond to the mechanical impulse. However, this response was not universal among the different NMDAR formulations. In some formulations of the receptor (NR1/NR2A), we did not see a detectable increase in fluorescence above baseline values. In other formulations (NR1/NR2B; NR1/NR2A/NR2B), we did observe a significant response after mechanical stimulation. The most robust response was from the NR1/NR2B NMDA receptor. After expressing NMDA receptor mutants lacking phosphorylation domains and/or intracellular domains on the receptor, we determined that one single phosphorylation residue in the NR2B subunit will significantly reduce this mechanical response, and that eliminating nearly the entire intracellular domain of the NR2B subunit will eliminate the response to mechanical stimulation, but will leave unchanged the response to agonist (NMDA) stimulation.

![Figure 103 - Only NR2B-containing NMDARs respond to direct mechanical stimulation. The response to the mechanical stimulus is immediate, and is mediated partly by a single phosphorylation site (Y1323) on the NR2B subunit.](image)

Studying the response of either AMPA or mGLUR receptors showed that none of these recombinant receptor populations responded to the mechanical stimulation. In each formulation, we did observe a significant increase in response to agonist stimulation. However, we recorded no significant response above the baseline when they were exposed to mechanical stimulation.

We are working now on extending these results to test if any of these receptor systems will respond to the dynamic pressures that occur during a blast exposure. We used the Duke receiver design from the first year, adopted it for use on a microscope, and are currently testing to determine if one or more subtype of NMDARs, AMPARs, or mGLURs are responsive to this loading condition.
Task C. Identify the transition point between synaptic/cellular changes and larger scale circuit dysfunction, leading to blast thresholds for circuit function.

[C1] We use dissociated culture preparations to define when synaptic changes lead to corresponding changes in individual neuron function,

[C2] We use both dissociated and organotypic culture preparations to define when synaptic changes lead to corresponding changes in neural circuit activation,

[C3] We define if there is a different threshold for neural circuit changes (LTP/LTD) when connectivity is altered in a network

The multiscale representation of neural circuitry: Incorporating mechanosensing effects and single neuron phenotype profiles

With our systems coming together for probing the neural circuit at different scales, we identified the need to develop new in silico tools to help interrogate the effects of changes at the synaptic scale into changes in the circuit dynamics. In parallel, we sought the need to establish the aggregate properties of single neurons – i.e., if they have a predominant NMDAR, AMPAR, or mGLUR profile that is predominant in their calcium signaling during normal neurotransmission. Here, we integrate our past work with new studies to define how the selective mechanoactivation of some, but not all, NMDARs contribute to early changes in network properties of neural circuits after mild mechanical injury. We use an integration of in silico and in vitro approaches to find an important new role for the NR2B containing NMDA receptors: these receptors are a major mediator of network asynchrony, and blocking these receptors both enhances network synchrony and facilitates the re-integration of single neurons into functional neural circuits after mild traumatic brain injury in vitro.

To examine the spectrum of possible circuit dynamics in vitro, we built an integrate-and-fire model of spontaneous network activity. Population of pyramidal-like neurons were assembled into a network following the topology measured in in vitro cultures. Dendritic spines in this model were populated with AMPARs and NR2A- and NR2B- NMDA receptors (Fig 105A). Synaptic transmission was simulated by vesicular release of glutamate onto the spine head, and the activation of these receptors was modeled using a stochastic diffusion-reaction scheme (Fig 105D). The resulting current, summed at the soma, was used to update the cell membrane potential. Calcium influx through NMDARs was modeled by computing membrane potential dependent relief of Mg2+ block of activated glutamate bound and open receptors (Fig 105C).
Our next objective was to develop and test new methods for assaying the individual neuronal response to tonic electrical activity. Our approach was based on identifying if there were substantial differences in the pathways responsible for calcium influx in individual neurons across a neural circuit. In past studies, we used calcium imaging of the population to characterize the general receptor expression profile for AMPA receptors, NMDA receptors, and voltage-gated calcium channels. We now extended this into single neuron profiles, establishing a protocol to progressively activate and then reversibly block different calcium influx pathways in primary cortical neurons. We found we could successfully block the NR2B and NR2A-containing NMDARs separately, and could use the blockade of voltage gated calcium channels (nimodipine) as a surrogate measure of single neuron AMPAR strength. We found the relative magnitude of AMPAR strength was correlated to enhanced functional connectivity in the circuit. Additionally, we found the relative magnitude of NMDAR calcium influx to the overall calcium influx for a given neuron was inversely proportional to the functional connectivity. These trends generally follow the developmental trends observed in dissociated cultures: NMDARs are the first to appear at synapses, followed by a progressive increase in the insertion of AMPARs.

We then tested cultures for changes in neural circuit dynamics by assessing by measuring the calcium activity of a population of neurons with the genetically encoded calcium indicator, GCaMP3 (AAV2/1-hSynapsinI). Five minutes of time-lapse imaging of a neuronal population (150-200 neurons in field of view; 20 Hz framing rate) was performed pre- and post-injury. At levels that do not cause neuronal death, we observed that mild injury caused widespread changes in network topology, synchrony, and excitatory transmission (Fig 106 A-C). Alternatively, even milder mechanical injury (10% stretch)
produced very little changes in network topology or synchrony, however, there was a brief period of heightened spontaneous activity following injury, suggesting there is a graded response to injury (Fig 106 D-F).

Figure 105 - Measurement of network properties using calcium imaging. A: Example of a network-wide oscillation. B: Fluorescence trace of a sample neuron (red) and automated detection of onset of transients (blue). C: Calcium activity of the network is compactly represented in a raster plot. D: Synchronization cluster analysis revealed detailed information about how groups of neurons are synchronized. E: Functional connectivity was determined by surrogate resampling. F: Functional connectivity was used to determine network topology. The network consists of two modules (red and green). Activity of neurons within a module is similar and distinct from the activity in a different module.

To investigate the mechanisms of network change following injury, we first explored if the injured networks showed a change in the relative activation of NMDAR subtypes. We measured the fractional drop in the amplitude of calcium fluorescence of spontaneously active neurons with successive application of Ro 25-6981 (NR2B specific antagonist), APV (non-specific NMDAR antagonist), and nimodipine (voltage-gated calcium channel (VGCC) antagonist) (Fig 107A). The main sources of calcium in uninjured neurons are NR2Ars and VGCCs. Acutely (1-hr) following dynamic stretch injury, NR2B receptors become a significant source of Ca2+, likely due to partial loss of its native Mg2+ block (Fig 107B) (n=8, pre-stretch NRB content 20% ± 2.8%, post-stretch NRB content 35% ± 8.5%, *p<0.05).
To investigate the effects of enhanced NR2B activity on network dynamics, we used our multi-scale model of network activity. Under physiologic conditions, vesicular release of glutamate onto a dendritic spine showed consistent AMPAR and NR2A-activation, with nearly no NR2B-NMDAR activation (A, left). In simulated injury condition, we found significant activation of NR2B- B NMDARs receptors and large variability between repeated simulations (A, right). We used the activation profile of these receptors at a single spine to simulate the activity patterns of a population of neurons (B, left). Our simulations predicted that the selective loss of NR2B Mg2+ block significantly decreases network synchrony (B, right). (Fig 108) Consistent with our in silico predictions, blocking NR2B containing NMDARs of mechanically injured neurons significantly rescued synchrony (0.37 ± 0.15 post-stretch to 0.81 ± 0.22 post-stretch with Ro 25-6981, p<0.05) and restored network integration (Fig 108).
Figure 107 - Simulation of NR2B-NMDAR activation in silico shows that the fluctuation in receptor opening dynamics at a single synapse are variable across single release events. Incorporating these into models of the in vitro circuit (B) shows that the change in physiology of the NMDAR will lead to a significant increase in the disorder of the neural circuit.
To our knowledge, this is the first evidence that the direct mechanooactivation of a synaptic receptor can create network-wide disorder. These perturbations in network order or entropy persist over time, but eventually do recover to nearly pre-injury levels. For this type of mechanical stimulation, NR2B containing NMDA receptors play an important role in mediating network asynchrony after mild mechanical injury in vitro. By tuning the source of calcium at the synapse, we can influence patterns of network activity, either expand or shrink the cluster of synchronization and dynamically change functional integration. As with synaptic shape changes, we plan to expand on these studies with new investigations into how network will adjust their synchrony following shock exposure, and the key receptors responsible for these changes.
Task D. Correlate changes at the synapse and circuit level to corresponding neurobehavior deficits in animals. To accomplish this task,

[D1] We use knowledge from Thrust A to scale models of blast wave transmission into animals,

[D2] We verify that the scaling of thresholds for synaptic, connectivity and neuronal loss is correct for these experimental models, and

[D3] We exercise these animal models at the threshold levels for multi-scale dysfunction in synapses and circuits, and correlate these circuit-scale alterations to changes in neurobehavior.

These tasks are based on developing an understanding of how the blast wave focuses its effects within brain subregions, and developing neurobehavior testing protocols that allow us to scan across the spectrum of behaviors associated with different brain regions. Therefore, we needed to develop and use a battery of neurobehaviors in each animal, and to evaluate these behaviors in total. In the subsequent paragraphs, we define these developments and apply this analysis to our dataset of behaviors collected to date.

**The complex consequences of blast exposure - Rapid Neurobehavior phenotyping**

Mouse models, with specific genetic mutations or disease/treatment paradigm, are often subjected to a series of behavior experiments to characterize the phenotypic effect of a transgene or an intervention. Each behavior experiment is designed to test the function of a brain region in isolation. Although many behavior tests are available, it is uncommon to see a battery of tests applied within a single study. A large reason for this absence of a test battery is the sheer amount of time required to analyze the behavior testing, as well as postprocessing of any recorded behaviors for more subtle signs of damage. As a result, data produced are inconsistent and lack a clear behavior basis for some of the procedures and calculations used to collect and analyze data. Developing a battery of tests applied to each animal may also reveal subtle behavioral deficits associated with subgroups of animals, as well as correlations in deficits across different behavior scoring paradigms.

One major obstacle in acquiring an accurate test battery is that the scoring is done manually, making it time-intensive and liable to subjectivity. Using fear conditioning as an example, manual scoring involves watching animals live or posthoc from video and assessing freezing time with a stopwatch. In the entirely manual mode, there is no video recording of the experiment and therefore no ability to return to a given experiment and mine the data more deeply. With video recording of the experiment, one then faces the choice of continuing a manual scoring method – which can be highly variable across personnel – or to invest in an automated scoring platform. Several automated activity monitoring methods exists, but they are either lack robustness or rely on specialized expensive equipment. For example, San Diego Instruments uses a concentrated number of infrared photo beams to measure beam breaks, while Clever Systems and Kinder analysis rely on proprietary software for segmenting the mouse in a fear conditioning chamber and tracking movement of the central part (centroid) of the animal to calculate freeze time. Large deviations in the centroid position are recorded as motion and small deviations are scored as freeze events. However, this method requires setting an arbitrary threshold and is not robust enough to distinguish between true freezing events and micro-motions, both of which cause very small changes in the centroid position. The end result is gross over-estimation of freeze percentage, liming the use of these software.

Furthermore, each behavior experiment is full of rich data that is often ignored during manual scoring - for example, in a spatial object recognition (SOR) task, an observer manually records the total duration that a mouse interacts with an object. However, with automated tools, the same SOR video can be used
to analyze mouse’s motor function (total distance traveled, speed, gait, etc.), the level of general anxiety (amount of time spent in the periphery vs. center), and exploratory tendencies. One can choose even more sophistication – e.g., we can determine exactly how a mouse interacts with a 3-dimensional object, whether it focuses on just one side of the object, or explores the object through different directions to build a more complete internal representation of the object. These automated measurements can augment existing manual scoring methods, provide assessment of higher-level brain function and allow us to extract more meaningful behavior phenotypes, especially when the effects of disease/treatment are subtle and not localized to a brain region.

In the past year, we developed a geometrical model framework for automated analysis of commonly used neurobehavior tasks, including, open field test, SOR, NOR, social interaction, T-maze, zero-maze, fear conditioning, and Morris water maze. We identified and incorporated technical changes to improve automated scoring of neurobehavior videos. We used a video recording of all tests performed in series – Rotarod, spatial object recognition, open field, and fear conditioning. We developed a Matlab-based tool that performs an automated analysis of each test, using a standardized scoring routine. Motion detection utilizes estimation of camera noise (red line) for setting threshold for discriminating between strict freezing events and motion or micro-movements from large ambulatory motion. These are used across all experiments to discriminate motion versus static position. To track the position and attention of the mouse, we segment the mouse shape by background subtraction with a median filter, apply landmarks on the segmented image, and use a custom algorithm to identify the head from the tail. We model the mouse’s field of vision pointing in the direction of the head from the centroid. We use this model of vision tracking for the animal to discriminate when the animal interacts with a novel object, or interacts with spatial objects placed in a cage. Developing maps of this interaction time and profile allows us to detect if there are differences in animal behavior among different test groups. The same algorithm applies to social interactions, where a mouse can be placed in one of two chambers, with the second chamber containing a companion mouse (or empty). We find this algorithm is capable of detecting differences in the elevated zero maze among four testing groups, across fear conditioning tests, and can show significant differences in ambulation across SOR and open field tests, and fear conditioning tests.
Figure 109 - Summary of automated behavior analysis algorithms. From video recordings of an animal in a confined box (B), measures of the animal motion extracted by using a wireframe model of the animal (Panel C) are discriminated from random camera noise. Bar codes defining periods of motion (black) and rest (white) are analyzed to detect patterns of movement. In an object recognition algorithm, the use can generate an automated map of the time and extent of interaction an animal has with either object, scoring the preference of the animal to explore the displaced object or the novel object. Similarly, the path of the animal in a social interaction test will reveal if the animal has a preference towards interacting with a littermate. Heat maps (F, I) indicate the relative position of the animal over the five minute monitoring period. In the elevated zero maze, the sham animals show a general preference to remain within the closed portion of the maze (between 2 o’clock and 5 o’clock), while blast exposure significantly shifts this preference (Group 1, Group 2). With this automated analysis, one can analyze automatically the position of the animal in the open field test, a measure of the general exploratory behavior of the animals.
Equally useful is our ability now to combine this test battery from the automated analysis into a single evaluation of the response following blast exposure. We assemble a matrix of test results from the test battery, and use a principal components analysis to determine the key components of behavior that discriminate the group exposed to blast versus naïve animal groups. Using our automated analysis, we extracted 14 relevant parameters to describe each mouse's performance in tasks related to motor function, spatial and associative memory, fear/anxiety, and reaction to novelty. We found that bTBI causes early deficits in motor memory and fear conditioning. We drew associations among these tested behaviors in naïve animals. Since these behaviors had little overlap when considering their anatomical substrate (eg, Rotarod is primarily an indicator of cortical and cerebellar function, while fear conditioning involves both the hippocampus and amygdala; spatial object recognition centered principally in the hippocampus), we did not observe much cross-correlation among these behaviors in naïve mice. However, the correlation among the behaviors was strengthened following blast exposure. We are now exploring if this convergence in behavior associations is caused by a more diffuse brain injury from blast, or if it suggests a broad connection among behaviors with linked anatomic substrates.
Figure 110 - Principal component-based analysis of behavior testing reveals behavior phenotypes. With an aggregate of the 14 separate behavior tasks extracted from each animal, we can use these to develop correlations in the sham state (group 1) and the injured state (Group 2, B). We also develop the principal components from these aggregate measures to determine significant differences among testing groups. Using a canonical analysis technique to define distinct performance corridors among these testing groups, we can define significant group differences between blast injured (group 4, group 1) and sham (group 2, group 3) animal groups.

Our toolkit, centered around assessing mice in task related experiments, will complement existing automated software for monitoring mice behavior in their home-cages. We reveal, for the first time, a novel neurobehavior phenotype for blast exposure based on an aggregate performance across several neurobehavior tests.
Creating a murine model of ‘pure blast’ injury

Last year we developed a framework for analyzing the head motions/accelerations caused by the blast loading from our shocktube. Our results clearly showed a complex head motion created by the blast wave. In the past year we used these findings to identify a method for creating ‘pure blast’ loading in the mouse.

Shock tube design: We used the shock tube design provided by the Duke partner, in use for both both in vitro and in vivo studies. The shock tube design, developed in detail in a separate publication, provides controllable and reproducible input that mimics the common Friedlander wave described for free-field blast events.

Mouse holder design: In some past configurations, the animal is placed immediately outside the tube, permitting the investigator to visually observe the animal status prior to and immediately following blast exposure. We studied this configuration in depth, designing an animal holder that would position the center of the mouse head at a prescribed distance (15 mm) from the exit of the tube, as well as different radial distances from the tube’s centerline axis to examine the reproducibility, distance dependence, and potential complication factors with animal misalignment. A stock, threaded aluminum tube (Part no. 44705K233, MMC) was cut to length, inserted into a threaded flange (Part no. 4568K273, MMC), and filled with a urethane material to provide a flat surface for mounting the mouse in a prone position. Resting on a thin trapezoidal extension of the holder, the head was exposed to the shockwave while the rest of the body was encased by the aluminum tube. The interior surfaces of the holder were lined with a blast absorbing material (Sorbothane, Part no. 8514K362, MMC), and the animal was secured in place to minimize any indirect transfer of the blast wave along the animal torso.
Figure 111 - Diagrams representing the different animal orientations relative to the blast tube. All orientations held the distance from the exit of the tube to the center of the mouse head constant.

In two of our configurations (Figure 111), a thin metal rod was positioned on the holder to secure the snout and limit the lateral motion of the head. The thickness and positioning of the material were chosen to limit the obstruction of the shockwave path to the brain.

Collar design: In some experiments, we exposed the mouse to a shockwave traveling parallel to its body's long-axis. To restrain head motion, we designed a custom cervical collar that fit around the neck and sized this collar to permit normal breathing. The design was wedge-shaped to accommodate variation in the anatomy of different test subjects. The position of the collar relative to the mouse was adjustable to ensure a secure fit for each mouse. Lastly, the top surface of the animal holder was replaced with clear PETG tubing (Part no. 9245k51, MMC) to visualize the torso and verify that collar positioning did not obstruct breathing.

Animal orientation: Animals were oriented in one of three different positions relative to the direction of blast wave propagation (Figure 111): (1) **perpendicular** to the blast wave exiting from the shock tube, with the head center either (a) aligned with the center of the tube axis or (b) aligned within the inner periphery of the shock tube, (2) **angled** 45 degrees from the shock tube axis with the nose pointing away from the tube exit, and (3) **parallel** to the axis of the shock tube with the nose pointing towards the tube exit.
Pressure recording: We used pressure transducers with sufficient dynamic frequency response (Endevco, model 8530B-200, San Juan Capistrano, CA, USA) to record the pressure at the exit of the shock tube. We used three equally spaced transducers along the perimeter of the blast tube to evaluate wave symmetry, and acquired pressure data using a MATLAB based data acquisition program sampling at 200kHz per channel. We placed a fourth pressure transducer within the animal holder cavity, located in an area adjacent to the animal torso, to assess the potential indirect transfer of any blast wave along its axis. To eliminate aliasing artifact, we conditioned each pressure transducer signal with an inline filter conditioning box (Alligator Technologies, USBPGF-S1, Costa Mesa, CA, USA) set to provide a 20 kHz cutoff frequency linear phase filter.

High Speed Video: We used a high-speed video acquisition system (Phantom v4.2 camera, Vision Research, Wayne, NJ, USA) to record head motion either from the side or front of the blast tube, corresponding to a lateral or frontal view of the animal head. For all reported tests, the framing rate was set to either 10 kHz (resolution: 256x128; N=1) or 22 kHz (resolution: 128x128; N=17). Fiduciary markers in the field of view provided a calibration measure for lengths and displacements in the x and y (frontal view) or y and z (lateral view) direction. A MATLAB based image processing algorithm was used to manually track the fiduciary markers on the head during the blast sequence. The two fiduciary markers defined in the tracking algorithm were used to measure the movement of the head center during blast. We tracked both the displacement vector, and the x and y displacement components, over the entire duration of the experiment that included a pre-triggering period (5 milliseconds) and the movement for the first 30 milliseconds during and following the blast event, since preliminary testing showed negligible head movement after that timepoint. We used data smoothing algorithms (zero-phase 8th order Butterworth filter, 1kHz cutoff frequency for vertical (y-axis) data and 6th order, 500 Hz cutoff frequency for horizontal (x-axis) data) on the tracked displacement data. We next applied a first order Euler’s approximation to calculate the velocity and, in turn, the acceleration in the x-y or y-z laboratory coordinate system based on these displacement data. Similar to displacement, we calculated the resultant magnitude, as well as the x and y components, of the velocity and acceleration.

Animal preparation and injury: Male, C57BL6 mice aged 12-14 weeks were obtained from either Charles River laboratories (Wilmington, MA, USA) or Taconic (Hudson, NY, USA) and allowed to acclimate in the colony before testing. We carefully adhered to the animal welfare guidelines established by the University of Pennsylvania’s and Columbia University’s Institutional Animal Care and Use Committee (IACUC), and used procedures that were approved by those IACUC committees. Animals used to characterize the head motion during blast were euthanized immediately prior to placement in the animal holder. All animals were tested within 40 minutes of euthanization to minimize the influence of changes in tissue properties due to rigor mortis. In separate tests to measure the neurological impairments after blast exposure, animals were placed in an anesthesia induction chamber (5% isoflurane) for 2 minutes, and then transported into the testing room. Animals remained on 2% isoflurane anesthesia for 3 minutes during placement and positioning prior to exposure. Immediately prior to testing, anesthesia was
discontinued. Immediately after injury, the animal was removed from the holder and brought to a recovery area.

Neurological impairment immediately after blast was measured using a righting time response. To measure righting time, we placed the mouse on its back and measured the time elapsed until it turned over and righted onto all four paws. Recording time started when the animal was removed from the animal holder following blast or sham exposure. Once animals regained the ability to right themselves, they were monitored for several minutes while they established their movement and exploratory behavior before they were returned to a warmed recovery cage and monitored for future status.

Statistical analyses: We used an analysis of variance model to compare peak velocities and accelerations across different testing configurations. We used Student’s t-testing to compare pressure data as well as righting times between sham and injured animals in each testing configuration. Finally, we used logistic regression techniques to determine the survivability curve in the perpendicular, angled, and parallel test setups. For all tests, significance was set at p<0.05.

Free field blast events show a characteristic rapid increase in pressure that corresponds with the initial arrival of the shock wavefront, followed by a rapid, exponential decay that can include a modest negative pressure. Our design successfully re-created the sharp rise and rapid decay, but did not include the significant negative pressure phase commonly found with large explosions (Figure 112). This blast waveform was repeatable for test conditions that spanned peak pressures of 120 to 500 kPa (Table 1). Peak overpressures around the perimeter of the tube varied less than 15% within individual tests, and less than 7% across tests using the same membrane thickness.
With the animal holder positioned in the centered perpendicular orientation at the blast exit, we observed a consistent secondary reflected pressure spike recorded for each test (0.508 mm membrane thickness; Figure 112). Due to this wave reflection, the magnitude of the peak pressure averaged across all three transducers was significantly larger ($p<0.01$) with the animal holder in place ($259 \pm 15$ kPa) when compared to tests in which the holder was not used ($215 \pm 13$ kPa). Readings from the pressure sensor located most distant from the animal holder (Sensor 1) did not differ from free field pressures ($229 \pm 16$ kPa (with holder) vs. $227 \pm 4$ kPa (free field); $p=0.57$), while the second and third pressure sensors closest to the animal holder (Sensor 2, Sensor 3) displayed higher peak pressures ($292 \pm 19$ kPa (Sensor 2) and $257 \pm 20$ kPa (Sensor 3)) that were significantly different ($p<0.01$) from the free field pressure for each sensor position ($201 \pm 3$ kPa (Sensor 2) and $218 \pm 6$ kPa (Sensor 3)). In comparison to the pressure transducer measurements along the perimeter of the shock tube exit, the pressure...
transducer recordings within the animal holder tube were significantly less ($219 \pm 15$ kPa (average across perimeter sensors) vs. ($156 \pm 8$ kPa (within holder); $p<0.01$).

<table>
<thead>
<tr>
<th>Membrane Thickness (in)</th>
<th>Peak Overpressure (kPa)</th>
<th>Duration (ms)</th>
<th>Impulse/Area (kPa*ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>139 + 5</td>
<td>0.39 + 0.04</td>
<td>18 + 2</td>
</tr>
<tr>
<td>0.02</td>
<td>215 + 13</td>
<td>0.65 + 0.04</td>
<td>46 + 5</td>
</tr>
<tr>
<td>0.03</td>
<td>275 + 24</td>
<td>0.80 + 0.03</td>
<td>77 + 7</td>
</tr>
<tr>
<td>0.04</td>
<td>329 + 31</td>
<td>0.91 + 0.05</td>
<td>106 + 9</td>
</tr>
<tr>
<td>0.05</td>
<td>390 + 24</td>
<td>0.98 + 0.04</td>
<td>135 + 11</td>
</tr>
<tr>
<td>0.055</td>
<td>415 + 41</td>
<td>1.02 + 0.04</td>
<td>148 + 12</td>
</tr>
<tr>
<td>0.06</td>
<td>448 + 29</td>
<td>1.07 + 0.02</td>
<td>163 + 12</td>
</tr>
</tbody>
</table>

Positioning an animal within the holder assembly led to no differences in peak pressures for all three transducers located at the blast tube exit when compared to pressures recorded with only the animal holder in place (Figure 112). Although peak pressure was not significantly affected, the presence of the animal’s head led to a small transient increase in pressure during the decay phase of the waveform measured by Sensor 1. We observed a significant reduction in the pressure measured at the approximate torso location when an animal was placed in the assembly ($156 \pm 8$ kPa (empty holder) vs. $12 \pm 3$ kPa (animal in position). In all tests, peak torso pressure was well below the threshold pressure associated with pulmonary trauma.

These data show that placing the animal holder in the blast wave path creates a more complex blast loading profile. We next tested if we could adjust the position of the animal holder at the exit of the shock tube to minimize the effect of the holder. Placing the holder near the periphery of the shock tube (Figure 112) substantially reduced reflections of the shockwave, and the measured peak pressures averaged across the sensors ($224 \pm 10$ kPa) were not significantly different from the peak pressures measured in the free field condition ($215 \pm 13$ kPa). One additional benefit was that the new position of the holder in the periphery of the blast wave path eliminated the overt damage to the mouse ear that occurred when the mouse was aligned with the centerline axis of the blast tube (data not shown).

These tests confirmed it was possible to place the animal holder at the exit of the blast tube and minimally interfere with the input blast wave. We next tested if the position of the mouse at the tube exit significantly influenced the head motion occurring during the blast event. When the head was oriented perpendicular to the blast wave (Figure 111), it showed three general phases of motion during the blast event: a rapid, nearly vertical downward motion, followed by a slightly longer upward motion, and then a slowly tracking lateral motion as the head rotated and slowed into its near final position (Figure 113). Starting from its rest position, trials across different test animals showed a relatively consistent peak downward displacement (Figure 113). When the animal was placed at an angle of 45° to the direction of the shock wave, video footage revealed significant flexion movement of the animal head into the supporting sorbothane layer, followed by an extension of the head beyond the initial position (Figure 113). When the animal was placed parallel to the direction of the shockwave, we supported the
occiput with a custom-designed cervical collar. In this configuration, very minimal head displacement was observed (Figure 113).

Figure 113 - Displacement that occurs during each blast event for the perpendicular (B), angled (D) and parallel (F) orientations.

Across the three positions studied, we used the displacement data to determine if there were significant differences in the accelerations occurring across these tests. See Figure 114 for illustrations of the filtering process as well as representative velocity and acceleration traces for the perpendicular configuration. In the perpendicular configuration, peak vertical accelerations \(a_y = 15,900 \pm 5,400 \text{ m/s}^2\) were significantly larger than peak lateral accelerations \(a_x = 870 \pm 470 \text{ m/s}^2\); \(p<0.01\). In the angled configuration, the vertical head acceleration magnitude \(a_y\) was significantly less than the perpendicular configuration \(3,960 \pm 970 \text{ m/s}^2\) (angled) vs. \(15,900 \pm 5,400 \text{ m/s}^2\) (perpendicular); \(p<0.01\). The parallel configuration produced peak vertical accelerations that were comparable to those of the angled orientation, but significantly smaller than in the perpendicular orientation, and peak horizontal accelerations that were significantly smaller than in both the perpendicular and angled configurations \(a_x = 3,940 \pm 1,210 \text{ m/s}^2; a_z = 1,240 \pm 110 \text{ m/s}^2\). Both the angled and parallel orientations produced significantly lower peak resultant accelerations than the perpendicular orientation \(5,320 \pm 620 \text{ m/s}^2\) (angled) and \(4,110 \pm 1180 \text{ m/s}^2\) (parallel) vs. \(16,830 \pm 5,720 \text{ m/s}^2\) (perpendicular); \(p<0.05\): Figure 115G).
Figure 114 - Horizontal (A-C) and vertical (D-F) components of motion resulting from a blast exposure with the mouse aligned perpendicular to the incoming blast wave, and positioned along the periphery of the shock tube.

These tests demonstrated that it was possible to develop a blast testing protocol to examine two different biomechanical scenarios: (1) a blast wave transmitting an intracranial pressure change and a significant head acceleration (perpendicular orientation), and (2) a blast wave that only transmitted an intracranial pressure change, with minimal head acceleration (parallel orientation). We explored the effect of these two kinematic scenarios by measuring the survivability and threshold for neurological impairment in these conditions. We found that the perpendicular orientation – with significant head acceleration – showed a significantly lower 50% survival threshold in mice when compared to the parallel orientation (246 ± 4 kPa (perpendicular) vs. 396 ± 10 kPa (parallel); Figure 115). Similarly, for the same blast input (.508 mm membrane thickness; 215±13 kPa), we observed that significantly reducing the head acceleration (parallel configuration) led to a significant reduction in righting time (307 ± 74 seconds (perpendicular) vs. 60 ± 5 seconds (parallel); Figure 115). Finally, we tested if pressure alone – with no significant acceleration – could alter neurological impairment. Using the survival dataset as a guide, we found a blast overpressure level (415 ± 41 kPa) in the parallel configuration that produces a significant alteration in the righting time reflex immediately after exposure (Figure 115). Across all tests, none of the animals exposed to blast loading showed
signs of pulmonary trauma during necropsy. Moreover, all animals were ambulatory by one day following injury, appearing only slightly lethargic with less active exploratory behavior compared to sham mice. Normal grooming behavior recovered within 2-3 days post injury.

Figure 115 - Induced head acceleration influences survival and immediate neurological impairment following blast exposure.

Behavioral assessments motivate the study of hippocampal function in ‘pure blast’

With the development of a model to isolate the effects of primary blast from other biomechanical inputs (e.g., head acceleration; see above) we explored two specific configurations in more detail. We first tested for behavioral impairments across two levels of blast input where acceleration was minimized (parallel configuration). Two blast inputs were tested – 215 +/- 13 kPa and 415 +/- 41 kPa peak pressure.
**Neurobehavior assay development:** We ordered a sequence of tests to profile behavior: elevated zero-maze (day 1 post-blast), rotarod (days 1-3), open-field (day 4), spatial object recognition (SOR) (days 4,5), and fear conditioning (days 8,9). Standard protocols were used for all tests.

**Elevated Zero-Maze (Day 1):** The elevated zero maze was used to examine anxiety-related behavior. The apparatus comprised of an elevated annular platform with two opposite, enclosed quadrants and two open quadrants. Mice were placed in the walled region and left undisturbed for 5 minutes. The latency to first exit from the walled region and the cumulative time spent the open region were recorded. In addition, a risk assessment measure was calculated.

**Rotarod performance (Days 1-3):** Motor coordination and motor learning was assessed on days 1, 2, and 3 following blast injury. Animals were placed on a rotarod apparatus (model: ENV-577M, MedAssociates Inc., Georgia, VT) that accelerates linearly from 4 to 40 RPM over a five-minute session. Three trials, separated by an hour each, were conducted each day. Two measures were recorded for each rotarod test: the time lapsed until first fault, and the total time the animal remained on the rotating rod before falling. Fault is defined as making a complete revolution around the rotarod. If an animal did not fault, we used fall time for fault.

**Open field test (Day 4)** Individual mice were released in the corner of a rectangular (30cmx40cm) open field arena. Mice were left undisturbed and videotaped with a camera mounted on the ceiling above the center of the open field arena for 30 minutes. At the end of testing, mice were returned to their home cage.

**Spatial Object Recognition (SOR; Days 4, 5):** Spatial object recognition was used to determine the effects of blast loading on memory storage. On the day of training (d4), mice were placed in the training arena for a total of 10-minute session. The first session consisted of context habituation without objects in the arena. During the next 3 sessions, mice were allowed to explore the arena with two distinct objects (a glass bottle and a metal tower). Each session lasted 10 minutes. Testing occurred 24 hours after the four training sessions in which one of the two objects was displaced. The mouse’s preference for the displaced object over the non-displaced object was measured for all sessions.

**Fear Conditioning (Days 8, 9):** Contextual fear conditioning was performed to develop a complementary measure of hippocampal and amygdala function. On the training day (d8), the mouse was placed in the conditioning chamber for 2:28 minutes before the onset of a foot shock (2-sec 1.5 mA). Contextual conditioning was assessed 24 hours later by placing the mouse back in the same chamber for 5 minutes.

Our results show that this configuration of primary blast injury causes a complex behavioral impairment. No impairment in neurological severity scores were recorded after injury (data not shown). We did not observe a significant difference in either the time to first exit, the time in the walled region or the total distance traveled during the elevated zero maze test (Figure
A transient impairment in Rotarod fault and fall time was observed for the moderate injury level, but this was not observed for the severe category.

The most significant changes in neurobehavior appeared for the hippocampal dependent functions that we examined 5-8 days following injury. The most severe blast overpressure level produced significant changes in the fear conditioning response (Figure 117). Across both injury levels, we saw a consistent change in the spatial object recognition tests, with the deficits at both levels significantly different from sham exposed animals.
We further explored the behavioral changes in animals subject to the spatial object recognition test. Consistent with the change in the preference for the displaced object, there was little behavioral changes that separated the moderate and severe blast overpressure levels. Animals showed the same general ambulatory activity, distance traveled, and time either in the corners or the center. Similar to previous work collected with this model, we observed a general trend for the animals to stay in the corners that was an indicator of heightened anxiety.

Based on these data, we conclude that a primary blast overpressure is capable of creating significant neurobehavioral deficits, even in the absence of head accelerations that can be induced by the blast wave/wind. We feel this is an important juncture in the MURI research because it establishes unique biomechanical conditions that cause impairment. These data also do not agree with recent publications indicating that eliminating head motions or, alternatively, placing the animal head in a region outside the blast wind corridor will lead to the elimination of neurological impairment. It is important to note that these past publications did not study these blast over pressure conditions, so the most straightforward explanation is that previous studies did not achieve a critical threshold loading necessary to cause impairment. Future studies will indicate if our impairments persist at lower blast over pressure loading levels.

**Defining the electrophysiological substrate of ‘pure blast’ injury**

Motivated by these impairments in hippocampal behavior, we proceeded to the next scale and measured alterations in hippocampal circuit function after blast injury. With no difference in impairment after either moderate or severe blast overpressure, we selected the moderate level because of select deficit in spatial object recognition and no significant change in fear conditioning. The spatial object recognition test is associated most centrally with dorsal
hippocampal function, while the contextual fear conditioning test is often associated with hippocampal and cortical regions.

To test for alterations in the hippocampal circuitry, we isolated acute coronal hippocampal slices from blast exposed and sham animals, using the moderate blast overpressure conditions noted above (215 +/- 13 kPa). Extracellular hippocampal field recordings were collected in acute slices perfused in aCSF or modified aCSF supplemented with 6µM CNQX. We used a common formulation of aCSF ((in mM): 130 NaCl, 3KCl, 1.25 NaH2PO4, 26 NaHCO3, 10 glucose, 1 MgCl2 ,2 CaCl2). Recordings were collected from two brain regions: (1) stimulating the perforant path and recording in the dorsal blade of the dentate, and (2) stimulating the Schaffer collaterals and recording in stratum radiatum of CA1. Recording electrodes were prepared daily, and stimulation protocols were kept consistent across all recordings. Input output curves were generated in the presence of the baseline aCSFs solution, and then collected again in aCSF supplemented with 6 µM CNQX to identify the NMDAR component of the input/output curve. Following the recording of input/output curves for a given slice, we used a paired pulse stimulation (25, 50, 75, and 100 ms interstimulus intervals) to identify if there were changes in presynaptic glutamate release in blast-exposed animals. We collected acute slice samples five days following blast injury, the same timepoint we observed impairments in spatial object recognition.

We first observed that blast injury does not alter circuit excitability in the dentate gyrus (Figure 118). Experiments were performed in normal aCSF (n=7 for sham, n=6 for blast). Data from sham animals was very consistent. Across the entire input output curve, acute slices from blast injured animals did not differ significantly from sham animals.
In contrast, blast injury increased neurotransmitter release probability in perforant path fibers projecting into the dentate gyrus (Figure 118). We observed a significant paired pulse depression in slices from blast injured animals using a 50ms interstimulus interval (n=5 for sham and blast). The presence of a paired pulse depression suggests an increased neurotransmitter release probability from fibers of the perforant path onto granule cells of the dentate following blast injury. These results should provide motivation for additional investigation of injury induced alterations in this brain region.

We observed a significant shift in circuit function when measuring changes in the area CA1. Experiments were performed in normal aCSF (n=13 for sham, n=14 for blast), and the significant reduction in the I/O curve following blast injury (Figure 119) suggests a functional impairment in the connectivity between CA3 and CA1 regions of hippocampus following blast.
Figure 119 - Slice recordings in blast injured animals 5d following injury. Recordings in the CA1 region with stimulation of the incoming Schaffer collaterals.

In contrast, we did not see a corresponding impairment in neurotransmitter release when measuring paired pulse changes in CA1 (Figure 119). Using a stimulating electrode for the Schaffer collaterals projecting into CA1, we did not observe significant differences between sham and blast injured animals across any of the tested paired pulse intervals (n=13 for sham and blast). These data suggest that the downward shift in the I/O curve following blast injury is due to post-synaptic changes or loss of pre-synaptic fibers, rather than pre-synaptic neurotransmitter release.

Finally, we observed a significant reduction in NMDA receptor mediated field potentials in area CA1, coincident with a reduction in the I/O curves from the same region (Figure 119). Using a saturating dose of CNQX to block all AMPA receptor activation, these changes were significant across nearly all stimulation intensities. These data indicated that blast injury decreases NMDAR-mediated, evoked field potentials at lower input stimuli.

Overall, our data indicate a very specific change to a subregion of the hippocampus. Rather than broadly affecting all circuitry, the blast overpressure (with minimal head acceleration) affects selectively neurotransmitter release in the dentate gyrus and field potentials in CA1. We are now testing if these changes in field potentials are accompanied by changes in neuronal degeneration using standard neuronal degeneration staining. Moreover, we are exploring
methods to measure changes in long-term potentiation and long-term depression across these acute slice preparations.

**Genotype manipulation and high throughput analysis uncovers a neuronal transcription factor mediating anxiety induced by blast exposure**

In an application of the high throughput behavioral phenotyping that we developed as part of last year’s progress, we tested for the effects of deleting an important neuronal transcription factor (Ets-like kinase 1; Elk-1). Neuronal transcription factors are a largely understudied class of proteins that can play a significant role in deficit recovery following bTBI. The Ets-like kinase 1 (Elk-1) is a prime candidate because it serves a range of functions spanning development, plasticity, and degeneration. Given these pleotropic effects, we hypothesized that Elk-1 is an important intermediary in post-bTBI deficits.

Statistical differences in task-related performance of animals in four experimental groups (wildtype littermate sham, wildtype littermate blast-injured, Elk-1 knockout sham, and Elk-1 knockout blast) were assessed via one-way ANOVA and Tukey’s post-hoc test. Shapiro-Wilk test was used to assess normality and nonparametric tests (Kruskal-Wallis and Mann-Whitney U) were employed when needed. A repeated-measures (RM) ANOVA was performed when the same measurement was obtained for an animal over multiple trials as in rotarod or habituation. Group sizes were: WT sham n = 13, WT blast n = 13, Elk-1 KO sham n = 11, Elk-1 KO blast n = 12. alpha-level 0.05, *p<0.05 and **p<0.01 indicated significance. For a given level of analysis, a Bonferroni correction for multiple comparisons was used. All values reported are mean ± s.e.m. unless otherwise noted. Significance of time in all RM-ANOVA, p<0.001 unless otherwise noted.

**Behavior pattern analysis:** Each animal was subjected to a battery of behavior tasks and 14 performance metrics were computed (see Figure 120). Principal component analysis (PCA) visualized the dataset in a lower dimensional space and identified a combination of the original variables that explained the largest possible variation. Following PCA, a MANOVA identified a linear combination of the original variables with the largest separation between groups. Relationships between group means were visualized in a distance dendrogram. Additionally, the ability to use a pattern of behavior to correctly identify group membership was assessed by multiclass support vector machine (SVMlight).
To characterize the spectrum of behavior changes that result from bTBI and to investigate the potential role of Elk-1, we first developed a set of automated algorithms for scoring task-related behavior in mice. Although several proprietary software packages (e.g., Clever Systems, EthoVision, San Diego Instruments) allow automated scoring of mouse behavior, an open-source platform provides transparency, accessibility, and potential for growth through collaboration. A complete list of behavior tasks appears in Table 1.

**Comparison of automated and manual analysis of behavior tasks**

After confirming the robustness of our automated algorithms and calibrating them on a small subset of the recorded tests, we tested the accuracy of the automated video analysis in 4 specific behavior tasks: fear conditioning, SOR, elevated zero-maze, and open field test. For each task, 20 videos were manually analyzed and scored using the automated approach, resulting in 2 data points for each video. The mean biases of the automated approach relative to manual measurements were 5.24% for freezing time in fear conditioning task (Figure 121), 1.07s for latency to first-exit in elevated zero maze (Figure 121), -0.37s for amount of time spent in the open region in elevated zero maze (Figure 121), 0.003 for thigmotaxis in open-field (Figure 121), and 2.98% for object interaction time in SOR (Figure 121).
Figure 121 - Correlation of automated and manual scoring for behavioral analysis.
Forty SOR videos were manually scored for object interaction time in SOR experiments by two independent expert human observers, user A and user B. User A calibrated the automated approach using 3 videos chosen at random as described in Supplemental Methods (Figure 121). All videos were then automatically processed using the definition of interaction provided by User A. We compared the percent difference in interaction time between automated and User A, and between User A and User B (Figure 121). The limits of agreement (bias ± 1.96*std) between automated and User A was [-8.62%, 14.6%], compared to [-17%, 21.8%] for User A vs. User B.

Real-time animal tracking and object interaction scoring is possible with our implementation (see Supplemental Video). Our automated system consistently identified the correct coordinates of the nose and scored object interaction. In a few instances, the animal was sitting in a corner in a curled posture, and the algorithm did not correctly identify the head and tail coordinates. However, objects are rarely placed in the corners and mislabeled events span less than 2-3 consecutive frames. In our experience, manual correction took less than 1 minute for a 10-minute video and improved sensitivity to nearly 98%.

**Blast-injury increases generalized anxiety in wildtype animals while Elk-1 knockout mice are resistant to post-blast anxiety.**

Our collective results from open-field and elevated zero-maze tests show that bTBI significantly increases anxiety-like behavior. Uninjured animals placed in an open-field arena showed a typical spatiotemporal response to novel environment, spending most of their time along the periphery (thigmotaxis) during the first 5 minutes and gradually entering the central zone of the arena during the next two 5-minute intervals. We quantified thigmotaxis, an index of anxiety, by determining the ratio of time spent along the periphery relative to time spent in the center over any five-minute interval. Following bTBI, wildtype animals show increased thigmotaxis during the second 5-minute interval compared to sham (mean ± SEM: 0.820 ± 0.033 blast vs. 0.588 ± 0.039 sham, p = 0.0013, Figure 122). In addition, blast-injured mice spent significantly more time sitting in an open-field compared to uninjured shams, another measure of anxiety (95.81s ± 9.19s blast vs. 62.56s ± 8.83s sham, p = 0.0484, Figure 122. The total distance traveled and time spent walking or exploring were not significantly different between sham and injured wildtype animals.

In contrast to wildtype littermates, blast-injured Elk-1 KO animals did not show a significant difference in thigmotaxis or total time spent sitting compared to uninjured sham Elk-1 KO (thigmotaxis: 0.626 ± 0.028 blast vs. 0.638 ±0.026 sham, p>0.05; sitting: 82.3s ± 9.69s blast vs. 73.4s ± 9.82s sham, p>0.05). Moreover, blast-injury in Elk-1 KO group resulted in significantly less thigmotaxis compared to blast-injured WT (0.626 ± 0.028 Elk+blast vs. 0.820 ± 0.033 WT+blast, p = 0.0081).

An alternative test for anxiety-like behavior is the elevated zero maze. We found increased risk assessment activity in WT blast group relative to uninjured sham (49.8s ± 4.08s blast vs. 36.8s ± 3.41s sham, p = 0.0312, Figure 122). No significant difference was found between WT blast and
WT sham groups in latency to first exit or time spent in unprotected open regions (Figure 122). We observed a very significant decrease in latency to first exit in Elk-1 KO blast-injured mice relative to 3 other groups (5.63 ± 1.14s Elk+blast vs. 40.82 ± 6.87s WT sham, 46.8s ± 4.08s WT blast, 35s ± 4.9s Elk sham, p<0.001, Figure 122). Similar to decreased latencies to exit, a decrease in risk assessment behavior appeared in Elk-1 KO blast-injured mice (Figure 122). The cumulative distance traveled in the zero maze, as well as the peak instantaneous speed, were not statistically different between the 4 groups (ANOVA, p>0.05).
Blast-injury to wildtype mice impairs object habituation but Elk-1 deletion recovers normal behavior

Habituation is one form of nonassociative learning that is readily measured in the SOR test where exploration of the objects during consecutive training trials decreases before one of the objects is displaced. Therefore, we analyzed the duration of interaction with the object in trials 2-4 of the SOR test in mice that received bTBI. Uninjured wildtype mice habituated to the SOR arena as the duration of interaction significantly decreased over time (RM-ANOVA, \(p=0.0062\), Figure 122). In contrast, blast-injured wildtype animals failed to show a significant decline in object exploration from trial 2 to trials 3 and 4 (RM-ANOVA \(p>0.05\)). Direct comparison between sham and blast-injured wildtype animals showed a significant deficit in object habituation during trial 3 (blast: 42.8s ± 4.12s, sham: 26.1s ± 5.03s, \(p=0.0036\)).

In contrast to WT, blast-injured Elk-1 KO animals did not show a deficit in habituation compared to sham (multivariate RM-ANOVA, \(p>0.05\)). Both sham and injured Elk-1 KO groups spent equally large amounts of time interacting with the non-displaced object in trial 2 (first exposure to objects in the arena) and significantly less time in trials 3 and 4 (Trial 3: Elk-1 KO sham, 37.1s ± 2.36s compared to Elk-KO injured, 46.6s ± 2.26s, \(p = 0.2366\)).

Blast-injury impairment of spatial and associative memory only in Elk-1 knockout mice.

We assessed spatial memory by calculating the percent of total object interaction time spent exploring the displaced object in the SOR test during trial 5. Typically, by trial 4, mice spend nearly equal time interacting with the two objects. Upon displacing an object in trial 5, both wildtype sham and blast-injured animals spent significantly more time (>50%) interacting with the displaced object. Preference for the displaced object was not different between sham and injured wildtype animals (wildtype sham 58.1% ± 3.8% vs. wildtype injured 55.2% ±3.2%, \(p>0.05\)). Similarly, Elk-1 KO sham animals showed a preference for the displaced object in trial 5. However, the preference for the displaced object was abolished in blast-injured Elk-1 KO group (Elk-1 KO sham 59.3% ± 2.6% vs. Elk-1 KO injured 50.1% ± 3.4%, \(p=0.0034\) (Figure 122).

We next tested contextual fear memory, a distinct hippocampus-dependent form of associative memory. We found no statistical difference in total freeze fraction between sham and blast-injured wildtype animals (sham: 0.390 ± 0.049, 0.3 ± 0.053, \(p = 0.18\)) suggesting that associative memory is not altered following blast-injury (Figure 122).

Compared to wildtype mice, Elk-1 KO showed significantly less freezing behavior (wildtype sham freeze fraction: 0.3904 ± 0.0494, Elk-1 KO sham: 0.2198 ± 0.0492, \(p = 0.0213\)). However, the impairment in associative memory was not worsened by blast-injury (Elk-1 KO blast: 0.2069 ± 0.035, \(p > 0.05\) compared to Elk-1 KO sham) (Figure 122).

Blast-injury impairs motor coordination and motor learning.
We assessed motor coordination and learning in rotarod task by measuring latency to fault. On first exposure to the rotarod (day 1), wildtype blast-injured animals had significantly lower fault time compared to wildtype sham (wildtype blast 79.8±10.8s vs. wildtype sham 117.9±10.5s, $p=0.0145$) (Figure 122). Interestingly, Elk-1 KO animals were resistant to blast-induced deficits in motor coordination (Elk sham: 127.3s ± 13.5 vs. Elk blast: 104.2 ± 12.2, $p=0.2097$).

An improved performance on the rotarod during subsequent trials 2 and 3 indicates acquisition of motor memory. All four groups showed an improvement in latency to fault over days 1-3, but the increase in performance was greater for uninjured shams than blast-injured animals regardless of genotype (RM-ANOVA, within subjects time $p<0.0001$, between subjects sham vs. blast $p = 0.0037$, wildtype vs. KO $p = 0.8712$).

**Multivariate analysis reveals the relative effects of genotype, injury and genotype*injury on behavior outcome.**

A summary of behavioral alterations in WT blast, Elk-1 knockout sham and Elk-1 knockout blast relative to WT sham animals are provided in Table 2. Given the complex phenotypic spectrum, we applied principal component analysis (PCA) followed by MANOVA to identify a linear combination of the original behavior variables with the largest separation between groups (Figure 123; see Figure S1B for variable list). A significant difference appeared in overall group mean centroids, Wilk's lambda $p = 0.0011$. Genotype alone did not have an effect on multivariate group mean differences (WT vs. Elk-1 KO, $p=0.0825$), however, injury severity (sham vs. blast, $p=0.0007$) and genotype*injury ($p=0.0018$) were both significant. We projected these multivariate behavior scores for each mouse onto a canonical subspace and color-coded each group (Figure 123). Inspection of the group mean centroids and 95% confidence bounds revealed intersecting groups with no significant difference from each other (WT sham vs. Elk sham), and non-intersecting groups that are significantly different (e.g., Elk-1 KO sham vs. Elk-1 KO injured). Using this canonical representation, a dendrogram constructed from pair-wise Mahalanobis distances between each pair of group means identified the hierarchical similarity among groups - WT sham and Elk-1 KO sham were phenotypically most similar; blast-injury affects the two genotypes differently, wildtype injured mice are most affected, and Elk-1 KO injured have milder phenotypic alterations (Figure 123).
Finally, we tested whether patterns of task-related behaviors could accurately predict injury severity or animal genotype. We trained and tested a linear multiclass support vector machine using the 14 behavior attributes. The results of a leave-one-animal-out cross-validation are shown in a confusion matrix (Figure 123). Classification accuracy for wildtype sham and blast-injured groups was the largest, while there was some confusion in accurately classifying animals into WT sham and Elk-1 KO sham groups - 85% of true wildtype sham animals were correctly classified as wildtype sham, while 15% were falsely classified as Elk-1 KO. However, the overall classification accuracy was 90.2%, suggesting that automated behavioral assessment can successfully phenotype animals.

**In vitro blast model – development and testing**

Motivated by our multiscale approach, we next developed a portable shocktube for use on dissociated cultures of neurons/astrocytes. The initial receiver/shock tube design, modeled for
used with organotypic slice cultures, was too large for use with the microscope mounted imaging system that we developed to estimate functional network connectivity. Instead, we prototyped and built a second generation portable shocktube that satisfied the following criteria: (1) provides for the imaging of neuronal networks in the existing live cell confocal microscope, (2) minimizes the complex waveforms that can be created with wave reflections, (3) permits the imaging of an acute response (<1 minute after insult) and postacute (1hr, 1day, 3 days, 7 days) response to blast exposure, (4) provides shocktube impulse waveforms that are within the range of those used in vivo with our mouse model and also in vitro with the organotypic slice cultures.

Figure 124 shows the schematic of our design, complete with photographs of the working prototype. Also shown is the integration of this device into the existing microscopy system. Similar to the existing tube designs, we used the rupture of a Mylar membrane within a confined chamber. The chamber has an adjustable volume, using a series of commercially available flanges. The choice of gas is flexible, providing a method to vary the impulse and peak pressure independently in the blast exposure.

Figure 124 - Overview of in vitro blast tube setup

Examples of the free field pressures possible with this shock tube design are shown in Figure 125. Additionally, the table below shows the range of possible free field pressures that can be
achieved with the device. Repeatability is excellent, with variance in both the peak pressure and impulse less than 6% across all conditions.

<table>
<thead>
<tr>
<th></th>
<th>Pressure</th>
<th>Duration</th>
<th>Impulse</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2 mil (He)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tube</td>
<td>138.62 ± 11.19</td>
<td>1.82 ± 0.15</td>
<td>56.65 ± 4.03</td>
</tr>
<tr>
<td>Device</td>
<td>473.19 ± 28.72</td>
<td>0.67 ± 0.04</td>
<td>58.69 ± 11.57</td>
</tr>
<tr>
<td><strong>4 Mil (He)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tube</td>
<td>303.43 ± 23.08</td>
<td>2.23 ± 0.61</td>
<td>117.95 ± 6.4</td>
</tr>
<tr>
<td>Device</td>
<td>724.19 ± 65.75</td>
<td>0.54 ± 0.01</td>
<td>86.54 ± 9.58</td>
</tr>
</tbody>
</table>

We spent considerable effort to minimize reflections and potential complications in the blast pressure pulse within the cell culture chamber. Normally the presence of a reflection surface can create very complex and highly variable changes in the pressure within the chamber. Our concern was largely centered on achieving a simple, repeatable waveform that would correlate to the free field pressure. Using pressure transducers within the chamber, at the exit of the shocktube, and additional sensors with a free field allowed us to systematically compare the fluctuations and the variance in these changes over time (Figure 125). Our recorded pressures within the chamber showed the wave transmitted with some reflections and decay within the chamber. However, the secondary pressure oscillations within the fluid were restricted to less than 10% of the peak pressure achieved in the initial loading phase.

Given this consistency, we next tested the response of dissociated cultures to the peak loading conditions achievable with the in vitro system. We used mixed neuron/astrocyte cultures derived from embryonic rats, transduced these cultures with a genetically encoded calcium indicator GCaMP6f to specifically express a calcium sensitive protein in the neurons, and then tested to measure the primary calcium transient in response to the blast input. As a comparison, we also labeled both neurons and astrocytes with a calcium sensitive fluorescence indicator (Fluo-4) that provided the same temporal sensitivity as the GCaMP6f indicator.
Neurons within the network prior to blast exposure displayed periodic increases in cytosolic calcium. We found these transient increases in cytosolic calcium were due to spontaneous electrical activity, as we could block these changes with either treatment with tetrodotoxin or CNQX, antagonists toward the a-subunit of the sodium channel and AMPA receptors, respectively. Following blast exposure at low levels (86 +/- 9.58 kPa msec), we did not see any evidence of primary calcium transients in the cultures. Moreover, we did not see any evidence of a primary response throughout the astrocyte network. The lack of a response was not due to a decline in culture viability within the device, as we observed changes in cytosolic calcium with the addition of NMDA (neuronal stimulation) and/or glutamate.
At higher blast exposure levels, neurons again showed little primary response. However, the astrocytes began to show an immediate response to the blast exposure with a calcium transient that showed a more gradual increase over the initial 5 minute period following blast injury.

Together, these pilot data suggest strongly that there is a threshold blast exposure level for both neurons and glia responding to the primary blast input. Moreover, these data suggest the astrocytes are the first cell type to respond to the blast pressure impulse. We are actively
exploring (a) the relative thresholds for both neurons and astrocytes in responding to the initial blast exposure, (b) the change in this threshold when we examine blast exposures of different durations and peak pressures, and (c) the change in this threshold when we use multiple exposures over several days, using the protocol outlined for the in vitro BBB studies from the Columbia partner.

**Year 4 progress: University of Pennsylvania**

In the fourth year, the Penn group:

- concentrated our efforts to examine the relative effects of unconstrained and constrained blast, where the primary loading conditions to the brain involve a mixture of blast+acceleration or only acceleration (constrained)
- assessed completely the behavior phenotype in unconstrained and constrained blast
- measured the electrophysiological impairment in hippocampal circuitry after blast exposure in both constrained and unconstrained conditions
- characterized the complete blast-induced pathology caused by unconstrained and constrained blast
- developed, prototyped and tested a new in vitro blast TBI model

**Extending in vitro BBB damage thresholds to in vivo.**

We have worked with our Columbia partner in evaluating the relative presence or absence of BBB damage in mice exposed to blast. Our goal is to determine the change in threshold for damage to the BBB when we move our testing from in vitro monolayers into the living brain.

**Animal preparation and injury:** Male, C57BL6 mice aged 12-14 weeks were obtained from either Charles River laboratories (Wilmington, MA, USA) or Taconic (Hudson, NY, USA) and allowed to acclimate in the colony before testing. We carefully adhered to the animal welfare guidelines established by the University of Pennsylvania’s and Columbia University’s Institutional Animal Care and Use Committee (IACUC), and used procedures that were approved by those IACUC committees. Animals were placed in an anesthesia induction chamber (5% isoflurane) for 2 minutes, and then transported into the testing room. Animals remained on 2% isoflurane anesthesia for 3 minutes during placement and positioning prior to exposure. Immediately prior to testing, anesthesia was discontinued. Immediately after injury, the animal was removed from the holder and brought to a recovery area.

We used Evans blue dye tracer to indicate damage to the blood brain barrier. Fifteen minutes prior to blast injury, mice received a single injection of Evans blue dye into the tail vein. Over the circulation time of 15 minutes, past work has shown that this dye complexes nearly completely with serum albumin protein. Without any injury, animals that are euthanized and perfused with a 4% paraformaldehyde solution showed no significant staining in coronal sections. Animals receiving a direct cortical impact injury show widespread labeling of Evans blue throughout the parenchyma following perfusion, indicating that the serum crossed the blood-brain barrier and entered the interstitial space.

Our previous work showed that a blast exposure delivered to the dorsal head surface would lead to significant changes in righting time deficit, and changing the direction of loading to strike the nose first
would lead to a significant shift in the righting time. We focused on examining a specific loading condition (225 kPa peak; .69 msec duration; 114 kPa*msec impulse) and testing if the primary changes in BBB permeability, as evidenced by % evans blue dye staining in tissue sections, would differ across the two loading conditions.

Measuring blood-brain barrier extravasation in the living brain: One hour following exposure to the blast pulse, animals were euthanized with an overdose of sodium pentobarbital (65 mg/kg) and perfused with 4% paraformaldehyde. Brains were removed from the cranial vault and sectioned on a freezing stage microtome. Coronal sections 1 mm apart were generated for each brain. Each individual coronal section was placed in PBS buffer within an individual plastic well of a multiwell plate, and a series of wells was generated across each animal set. The set of wells was imaged on an IVIS imaging system (Perkin-Elmer), and image threshold intensity subtraction was used to eliminate background and measure the % of each tissue section that showed Evans Blue dye extravasation.

Results show that dye extravasation appeared in some, but not all, coronal planes. Perhaps most surprisingly, we did not notice a difference in extravasation patterns among the two blast wave conditions and sham when examining the front (rostral) portion of the brain. Within the region spanning the hippocampus (sections 5 -7), we observed significant dye extravasation for both loading directions. Towards the caudal portion of the brain (section 9), significant leakage also appeared one hour following injury. Together, these data show that the loading conditions associated with neurological impairments in mice also cause breakdown of the blood-brain barrier in parts of the brain.

Figure 127 - Animals exposed to a direct blast loading in either the parallel or perpendicular direction were examined for changes in blood-brain barrier breakdown. Coronal sections of the brain (1 mm spacing) showed a significant elevation in some, but not all, of the brain sections relative to sham exposure animals.
Collectively these data show that a primary consequence of blast loading to cells of the brain – leakage of an intact BBB in vitro – is also preserved when examining the consequences of blast loading to the living brain. We are very encouraged by the conservation of these injury mechanisms across our testing platforms. We are now exploring if the intracranial pressures within the brain are sufficiently different than the external free field conditions of blast applied to the brain. With these measurements in hand, we will develop an empirical comparison between the thresholds for BBB damage after in vivo and in vitro loading in the next year.

**Compromise of the BBB – serum response of cultures of the BBB**

These in vivo and past in vitro data show clearly that blast loading can cause changes to the integrity of the blood brain barrier. We next explored how this release of serum into the interstitial space within the brain would affect the signaling within neurons and astrocytes of the brain, and also the activity and network structure of networks in vitro.

Primary mixed cultures. We generated mixed cultures of primary neurons and glial cells from embryonic rat pups (E17), plating cells onto treated Mattek glass dishes at a density of 500,000 cells/ml. Seven days prior to testing, cells were transduced with a genetically encoded calcium indicator (GCaMP6). On the day of testing, virus particles were rinsed from the culture and the cells were placed on a custom, live cell imaging platform with constant temperature and humidity control.

Serum isolated from rats and diluted down to different effective concentrations in the cell media elicited a strong, robust response in both neurons and astrocytes (Figure 129). The minimal concentration necessary to elicit a response in culture was 1:500 of the initial serum concentration. At this dilute concentration, there was an initial transient that quickly recovered back to baseline values. Moreover, the relative activity of neurons within the mixed culture showed no significant change in the activity pattern 15 minutes following stimulation at this level. In comparison, serum diluted 1:50 in the cell culture media caused a strong, initial calcium transient in astrocytes that was quickly followed by a sustained calcium elevation in neurons within the culture. We did not see a significant difference when we replaced rat serum with commercially available horse serum in the nature or timecourse of these calcium transients.
Given the complex composition of serum, we then proceeded to characterize the prominent mechanisms responsible for the immediate changes in cytosolic calcium within both neurons and astrocytes. We examined if glutamate receptors were responsible for some of the changes within neurons, and found a primary contributor to the calcium transient was the activation of NMDA receptors. We also explored if metal ions contained in serum – some of which are well known modulators of neurotransmitter receptors and also mediators of neuronal degeneration – were responsible for some of the changes observed in the acute response. We found a broad spectrum cation channel blockade (LOE) also reduced the primary response in neurons, and this reduction was enhanced with the additional blockade of internal IP3 receptors (2-APB). In comparison, the most effective reduction of astrocyte calcium transients was a combination a broad spectrum cation channel blockade and IP3 receptor inhibition (Figure 130).
We next tested if these significant and persisting changes in neuronal/glial signaling would persist and change the activity/structure of the network over a 24 hour time period. Applying serum continuously, even at a 1:50 dilution, would lead significant neuronal degeneration 24h later. We tested different exposure times – 8h, 4h, 2h, and 1h – and found that a two hour exposure was the maximum exposure to avoid cell death at 24h. We then tested if this limited exposure to serum would affect network topology one day later.

Activity of the network was significant reduced while serum was applied to the mixed neuronal/glial cell culture. Once serum was removed, activity started to recover in the cultures but was still significantly reduced compared to control cultures. One day following the initial exposure of network to serum, we did not observe a significant reduction in either the synchrony, functional connectivity, or spontaneous activity of the network. We did observe an improvement in the activity of the network if the initial calcium transient was reduced with compounds to target NMDA receptor activation, cation channels, or IP3 receptors.
A final outcome measure tested in these studies is whether the remodeling capacity of the network changes following serum exposure. Using the two hour serum exposure protocol that did not affect the topology or the survival of neurons/glial cells within the network at 24h, we examined if the changes within the network from sustained (15 min) stimulation of the network were altered. In control cultures, applying bicuculline methiodide to block inhibitory neurotransmission results in a periodic bursting of the network that differs significantly from control cultures. In addition, removing this 15 minute blockade leaves a persisting effect on the culture – both the spontaneous activity, functional connectivity, and synchronization are all significantly different. In serum treated cultures, we found that bicuculline treatment was unable to change synchronization, connectivity, and activity of the cultures. Therefore, this brief serum exposure led to a loss in the remodeling capacity of the network one day later (Figure 131). The data are intriguing because they may provide a mechanistic consequence of disruption of the blood-brain barrier on the function of networks, separate from any neuronal degeneration that could appear in the network following more sustained exposure.

![Figure 130 – Remodeling of the neural network differs following serum exposure](image)

**Measuring the relative behavioral differences in blast from different directions**

Our work shows that blast loading causes primary breakdown of the blood-brain barrier, and that serum affects the remodeling ability of neuronal networks in vitro. Our work using behavioral phenotyping last year provides us with an automated, validated, and fast methodology to screen several different behavioral assays in a short period of time. With our background in establishing connections among the mechanisms of primary blast injury, we now returned to the in vivo system and examined the relative difference in neurobehavior that occurs when the blast wave direction is changes.

The behavior protocol that we followed in the tests is outlined in Figure 132. Animals are first evaluated for impairments in open field navigation, cortical/motor coordination, anxiety (elevated zero maze), motor learning, novel object recognition, and fear conditioning. Animals were exposed to either a blast wave striking the dorsal head surface (perpendicular) or the tip of the nose first (parallel). Videotape recordings of each behavioral test was converted into digital format, and the automated processing of the behavior for each test was scored, automatically recorded, and then randomly checked by manual scoring in 10% randomly selected tests.
The composite neurobehavior results are shown in Figure 133. Briefly, we see significant cortical motor impairments (Rotarod) in the perpendicular direction when compared to sham animals, and we also observe an alteration in the open field measures related to anxiety. Perhaps most significantly, we observe a consistent alteration in novel object recognition across both directions. Using an independent component analysis that we developed last year, we assembled a canonical representation of the 14 dimensional behavior response space and found that sham, perpendicular, and horizontal direction exposed animals were distinct in this reduced canonical space. These collective data show that the aggregate behavioral response of animals exposed to either a perpendicular or parallel blast were statistically different, although these two groups did share a common set of core behavioral deficits after blast exposure.
The resulting histological changes for these loading scenarios showed no demonstrable change in the macroscopic brain structures, and no observable evidence of neuronal loss using Nissl staining. The most significant change was glial reactivity, evident with GFAP immunohistochemistry, in the hippocampus and cerebellum (Figure 134).

Figure 132 – Composite neurobehavior results of parallel and perpendicular blast loading
We then extended these results by studying the response of animals exposed to blast loading in a ‘head constrained’ condition. Our work last year showed that blast loading can cause significant head motion/accelerations that may not be evident in most testing conditions. Currently, there is
considerable debate in the literature on the potential for primary blast loading alone – with minimal to no head acceleration – to cause any behavioral changes in animals.

We repeated these same behavioral tests, but now focused our analysis on the differences appearing when we exposed animals to two different blast exposure levels – a first level using the same exposure conditions in the perpendicular/parallel testing describe above, and a second level significantly above this exposure level and just below the survivable blast dose for mice of this age, weight, and gender. Both exposures are delivered with the animal aligned parallel to the blast tube axis, with the blast wave first striking the tip of the nose before progressing across the head surface.

Righting time is significantly impaired across both loading levels, with the highest loading level (415 kPa peak over pressure) showing the longest righting time. Animals showed an aversion to explore the center portion of the open field test for both loading levels when compared to sham injured animals, a reduction in ambulation, and increase in thigmotaxis. The percent preference for the novel object in the NOR test was significantly different for both loading levels when compared to sham, but they were not different from each other. Fear conditioning deficits only appeared at the highest loading level (415 kPa). Finally, an independent component analysis of the aggregate behavioral data showed that all three experimental conditions could be separated from each other, with the 415 kPa condition showing the greatest distinction from the sham condition.

To our knowledge, this is the first evidence that we know which establishes that primary blast affects neurobehavior. We next considered if these behavioral deficits also corresponded with deficits in the hippocampal circuitry. To examine this question, we examined acute slice preparations of the hippocampus and used field recording protocols to evaluate if there were presynaptic release changes, postsynaptic changes, or alterations in the LTP that would occur in animals after exposure to blast loading at either 215 or 415 kPa peak overpressure. These data also allow us to compare these results from the living animal to similar measures from the organotypic slice culture work presented by Columbia in their progress report (see Section 2).

**Acute changes in hippocampal circuitry following blast exposure**

We used acute slice preparations from the hippocampus, isolated from a blast injured animal 5 days following blast exposure. Both loading levels in the ‘pure blast’ configuration created hippocampal impairment by causing deficits in spatial object recognition. However, only the highest loading condition created impairment in the fear conditioning test. We sought to assess whether there were consistent changes in hippocampal circuitry across both levels, and if there were differential changes that appeared at the higher loading level.

All experiments were performed on adult male (12-16 weeks old) C57BL/6J mice. Animal care and use was in accordance with the guidelines specified by the Institutional Animal Care and Use Committee of the University of Pennsylvania. Animals were decapitated under isoflurane anaesthesia and their brains were quickly isolated into ice-cold oxygenated (95% O2 / 5% CO2) sucrose based artificial cerebrospinal fluid (ACSF) comprising of (in mM) 202 sucrose, 3 KCl, 2.5 NaH2PO4, 26 NaHCO3, 10 glucose, 1 MgCl2 and 2 CaCl2. Coronal sections (350 µm thick) were cut using a vibratome (VT1200S, Leica Microsystems, Buffalo Grove, IL) and transferred to oxygenated ACSF (comprising, in mM, of 130 NaCl, 3 KCl, 1.25 NaH2PO4, 26 NaHCO3, 10 glucose, 1 MgCl2, and 2 CaCl2) maintained at 34-36°C. Prior to recording, slices were transferred to room temperature (22-24°C) in an interface chamber perfused with oxygenated ACSF (2-4 ml min⁻¹). Field potentials were recorded in the CA1 region of the dorsal
hippocampus (1.58 – 2.30 mm posterior to Bregma) from either hemisphere by an Axoclamp 900A amplifier interfaced with pClamp 10 data acquisition software (Molecular Devices, Sunnyvale, CA). The stimulating electrode (#CBDPG75, Frederick Haer Corporation, Bowdoin, ME) was placed in the stratum radiatum (SR) at the boundary between the CA1 and CA2 regions, approximately two-thirds of the length of the SR from the cell body layer (stratum pyramidale; SP). The recording electrode was similarly placed in the SR in CA1 at approximately two-thirds the length of the SR from the SP and 700-1100 µm from the stimulating electrode. Both electrodes were gradually positioned at a depth at which the maximum amplitude of the measured parameter (slope of the initial linear portion of the response) was obtained. Recording electrodes were fabricated from borosilicate glass capillaries (#1B150F-4, World Precision Instruments, Sarasota, FL) to have a tip resistance of 2-6 MΩ and filled with ACSF. The electrical stimulus was 100 µs in duration and the recorded signals were low pass filtered at 2kHz.

Field potential recordings and paired pulse recordings: Field potentials in CA1 were recorded five days after treatment (sham or injury). Input-output curves were first obtained for all slices for stimulus intensities in the range of 40-400 µA. The stimuli were incremented by 40 µA, and were 8s apart. The stimulation pattern was repeated thrice and the slopes in the three repetitions were averaged. The stimulus intensity at which the half-maximum slope was obtained was then used to examine paired-pulse facilitation. The pair of stimuli was delivered 25, 50, 75 and 100 ms apart. For each inter-stimulus interval, the slopes in three trials (separated by 8s) were averaged and the ratio of the second to the first slope was calculated. Data from all the slices obtained from an animal were averaged and statistically analyzed using two-way nested ANOVA. A p-value of less than 0.05 (p<0.05) was considered significant.

Role of NMDA receptors in field I/O recordings: Contribution of the NMDA receptors to the field potential were isolated through perfusion of 6µM CNQX in reduced magnesium ACSF (mACSF) comprising of (in mM): 130 NaCl, 3 KCl, 1.25 NaH₂PO₄, 26 NaHCO₃, 10 glucose, 0.5 MgCl₂, and 2 CaCl₂. The stimulus intensity for half-maximum slope was used to determine the baseline during drug perfusion. The stimulus was delivered every 30s until the deceased slope stabilized at its final value (typically 20-30 minutes). Input-output curves were determined as described above.

In animals exposed to either blast condition, we observed no difference in the field I/O curves for the dentate gyrus across the stimulation corridor. In contrast, we did observe a significant difference in the paired pulse ratio for 50 millisecond inter-stimulus ratio. (Figure 135)

The most significant change in the field I/O curves appeared for the CA1 region of the acute slice, where we observed changes for both exposure levels. Unlike the dentate gyrus, we did not see evidence of presynaptic release changes. Neither condition produced changes in paired pulse facilitation ratios. The reduction in the field I/O curves was not different across exposure levels. (Figure 135)
One potential cause for the neurobehavioral deficits is an alteration in the long term potentiation response that can be triggered in acute slice preparations. Normally, these LTP changes are evaluated in slices prepared from younger animals, and we needed to modify our procedures accordingly to account for mice aged 12-14 weeks. In slices derived from sham animals, we used a 100 Hz x 3 burst stimulation protocol test evaluate changes in the field I/O slope that occurred within one hour of stimulation. Repeated tests across sham cultures showed a 20% potentiation in the field I/O response to this burst stimulation. Animals exposed to either the low (215 kPa) or high (415 kPa) exposure level did not show a significant reduction in this LTP response, suggesting that behavioral deficits observed in these tests could not be attributed a change in the remodeling response of the hippocampal circuitry.

One possible additional change to the hippocampal circuitry is an alteration in the balance of glutamate receptors activated postsynaptically. One method to assess these changes is by blocking either AMPA receptors (w/ CNQX) or NMDA receptors (w/ APV) during the stimulation of the perforant path. In sham cultures, we found that blocking the AMPA receptors during Schaffer collateral stimulation would lead to a significant reduction in the resulting field I/O curve. Subsequent blockade of the NMDA receptors would block the remainder of the field I/O curve, indicating that AMPA and NMDA receptors together are the primary postsynaptic receptors that contribute to activation of the hippocampal circuitry in CA1. Although the lowest level of primary blast exposure (215 kPa) led to a significant reduction in the field I/O curve, we did not observe a change in the relative proportion of AMPA/NMDA currents. In comparison, the highest blast exposure level significantly reduced the relative contribution of the NMDA receptors to the overall field I/O curve. These data, combined with earlier paired pulse facilitation data, shows a dose dependent change in the circuitry of the CA1 region. Further, the data show the primary change is in the postsynaptic receptor population. These data will

*Figure 134 – Summary of acute hippocampal slice activity 5 days following blast exposure.*
be examined more in the future to test how these changes recover, or are different, following repeated blast exposure.

**In Vivo Imaging of CA1 Networks**

**Anaesthesia and Initial Setup for Sterotaxic Procedures:**

An adult mouse (6-8 weeks old), under isoflurane anaesthesia, is placed onto a stereotaxic frame to immobilize its head. Isoflurane (1-2%) is continuously administered throughout the procedure through the nose cone. Depth of anaesthesia is determined using the paw pinch test and the percentage of inspired isoflurane is adjusted as necessary. Eyes are lubricated with lubricant eye drops to minimize corneal drying. The animal is placed on a heating pad to maintain its body temperature in the physiological range (36°- 37° C).

**Virus Injection into Dorsal CA1:**

Meloxicam (5mg kg⁻¹) is administered subcutaneously prior to the start of the procedure. Following the initial setup the scalp is swabbed thrice, alternately with betadine (10%) and ethanol (70%) and incised parallel to the midline with a scalpel. A local anaesthetic (bupivicaine) is administered and the peristeum cleared. A motorized burr (0.5 mm) is used to drill a small hole in the skull at the coordinates of interest to expose the dura. The injection coordinates are -1.8 mm from bregma, ± 1.4 mm from laterally from midline and -1.3 mm dorso-ventral from dura. Injections are done only in one hemisphere, either the left or right. Typically a batch of 5 animals is divided so that 3 animals are injected on the right side and 2 on the left or vice versa. The needle of a Hamilton syringe controlled by an automatic micromanipulator is gradually lowered to the necessary depth and allowed to settle for ~ 2 minutes prior to injection (1μl of desired concentration of the titre at a rate of 0.25 μl min⁻¹) of the virus. After injection the needle is left in for ~ 2minutes and then gradually and carefully removed. The scalp is sutured (22mm 0.5c sutures) and the animal is allowed to recover.

**Cannula Insertion:**

Approximately one week (7-10 days) after injection a cannula for in vivo imaging is inserted around the site of the injection. Meloxicam (5mg kg⁻¹) is administered subcutaneously prior to the start of the procedure. The animal is prepared for craniotomy as above and the scalp is disinfected with three alternate swabs of betadine (10%) and ethanol (70%). The scalp is incised and the peristeum is cleared subsequent to administration of bupivicaine. A motorized trephine (1.8 mm outer diameter) is used to drill a larger hole encompassing that created for injection into the skull. Drilling is intermittent; with rinses with sterilized saline to prevent overheating of the bone and tissue. The bone piece and then the dura are carefully removed with a pair of forceps. The cortex is gently aspirated down to the alveus under continuous perfusion of saline with a 25 -G (initial, crude) and 27-G (final, delicate) blunt needle (bent to ~ 45°) attached to a vacuum pump. After reaching the desired depth, the underlying tissue is cleared with saline and suction, and the bleeding allowed to stem. In case of excessive bleeding,
gel foam is applied to stem it. Clots are gently removed with a 30-G needle tip and the tissue cleared with saline and suction. Once the bleeding stops, the hole is filled with saline and a cannula (~ 1.8 mm outer diameter) is gently lowered until contact with the underlying tissue is established. In case of bleeding or the presence of air bubbles, the cannula is removed and replaced after allowing the bleeding to stop and refilling the hole with saline. The skull is dried with cotton swabs and melted agarose (1%) is applied to the sides of the cannula to fill the gap between it and the skull. The skull is then dried with hydrogen peroxide and air. Dental cement is applied around the cannula over the exposed skull secure it to the skull. Once the acrylic hardens, the animal is allowed to recover (Fig 136). Meloxicam (5mg kg⁻¹) is administered subcutaneously for two days post operation.

Figure 135- Animal with a cannula implanted into the right hippocampus.

**Mounting baseplates:**

Baseplates are mounted 1-2 weeks after insertion of the cannula. Animals are placed on a stereotaxic frame under isoflurane anaesthesia and the baseplate of the microscope is glued to the skull with dental cement at the height at which the stratum pyramidale is in best focus (Fig 137). The coverslip at the end of the cannula is gently cleaned with water and a cannula sleeve containing a GRIN lens is placed in it. The camera attached to the base plate is gently lowered over the grin lens until the plane of sharpest focus is observed. The base plate is then cemented to the skull and the camera removed. Meloxicam (5mg kg⁻¹) is administered subcutaneously prior to the start of the procedure.
Imaging: Imaging is performed in awake, behaving or un-anaesthetized mice. Imaging is performed 2-3 weeks after inserting the cannula. Animals are anaesthetized briefly to mount the camera on the baseplate and are allowed to completely recover. They are then placed in an open field and allowed to explore. Subsequent to the behavioral task, the animal is once again briefly anaesthetized and sodium fluorescein dye (FITC, 1% solution; 0.05 ml) is injected through the tail vein to obtain a vascular map of the region of interest. Subsequent to injection the animal is allowed to recover and replaced in its home cage.

Results

For calcium imaging of CA1 network activity during behaviour we used the genetically encoded calcium indicator (GECI) GCamp6f. To confine GCamp6f expression to pyramidal neurons we chose the CamKIIα promoter. The gene encoding the indicator was delivered to the cells in a rAAV vector (AAV9. CamKII. GCamp6f. WPRE. SV40). We chose AAV9 as it is known to have a high specificity for neurons. To confirm that AAV9 does indeed have a high specificity for neurons and to determine its spread we injected animals with different dilutions (1:10, 1:100, 1:1000, 1:10,000 and 1:20,000) of the titre and performed immunohistochemistry for GFP after 4 weeks (Fig 138). Our results confirm that AAV9 has a high specificity for neurons with the area of infection depending on the concentration. At the higher dilutions (1:10 and 1:100) virus was expressed throughout the cross section of the hippocampus, in the habenum and in the cortex along the needle track throughout the dorsal hippocampus. At the very low concentrations (1:10,000 and 1:20,000) expression was confined along the needle track. At the middle concentration (1:1000) staining was confined to and around the targeted layer of the hippocampus beyond the needle track. Further, high magnification images showed GFP expression in only the cytosol (red staining) and very little green fluorescence compared with the 1:10 and 1:100 dilutions indicating that the virus was not enucleated and cells were alive (GCamp6f has a low baseline). Consequently, we decided to dilute the titre to 1:1000 for in vivo imaging. These animals were injected using the coordinates provided by Ziv et al in their Nature Neuroscience paper using the Inscopix imaging system. They did not specify if their dorso-ventral coordinate was from the surface of the skull or the dura. Based on our images we realized that these coordinates were from the surface of the skull and in our coordinate
system of injection (wherein dura is 0) this results in transfection in the dentate gyrus. We therefore corrected the coordinate by measuring the thickness of the skulls of several animals in the age group of interest and subtracting the same. We then confirmed the subtracted coordinate (1.2-1.3 mm) with other published reports and now use it.

Figure 137 - Expression of GCamp6f under the CamKII promoter using AAV9. The green channel is endogenous GCamp6f (GFP) signal and the red (Cy3) is the signal from the bound GFP antibody. GFP antibody was used to stain for GCamp6f. First panel: 1:10 dilution of the virus titre. Second: 1:1000. Magnification on both sets 20x. Third: Higher magnification (60x) 1:1000.

After verifying GCamp6f expression under the CamKII promoter in the hippocampus with the AAV9, we started our in vivo procedures. In an attempt to reduce experimental costs we
innovated techniques to manufacture all the necessary components. For the cannulas, we purchased a hypodermic tube (15g) which we cut into ~ 4mm pieces and apply slow drying epoxy on one edge and glue to a glass coverslip (#1). The glass is then cut and polished with the help of two high speed Dremmels. For the base plates, we incorporated its design into CAD and now use a 3-D printer to mass print them. These manufacturing procedures reduced the cost by over $200 per animal and enabled us to increase the number of animals we can implant and prepare for imaging. We have successfully injected, implanted and mounted baseplates. Initially, many of the animals dislodged the entire preparation (base plate and cannula) when the camera was first placed on them, while some of them dislodged it over the next couple of days when in their home cages. We identified several potential reasons and set about modifying the procedure to ensure that the animals retained the base plates. First, we realized that the depth of the normal cages for housing mice was small so that once the base plates were mounted they were continuously jostled due to impact with the grill covering the cage and containing food and water. Consequently, once the base plates are mounted we house the mice in larger cages designed for rats. Second, we noticed that in all the dislodged preparations, prior to dislodgement, there was fluid seeping under the dental cement from under the skin at the edges of the cement. We therefore modified the procedure so that during the cannula implantation step, prior to sealing the cannula to the skull with dental cement, we first dry the skull with hydrogen peroxide followed by air and glue the skin with Vetbond to the edges of the skull. Third, we noticed that once the base plates were mounted and the animals recovered from anaesthesia they would paw the skin surrounding the cement. We reasoned that the dental acrylic was probably irritating the skin and decided to administer a dose of meloxicam prior to the start of the base plate mounting procedure as well. Last, we observed that camera and its cable exerted a torque on the preparation when the base plate was freshly mounted. We therefore decided to wait a few days (at least two) after base plate mounting to image. With these measures the animals retained their base plates until euthanasia (6 weeks in most animals; 8 weeks in a couple).

Figure 138 - Representative images from two animals injected with AAV9.CamkII.GCamp6f.WPRE.SV40 acquired with the InscoPix camera under anaesthesia. The punctate staining indicates successful transfection. Top: Dental cement used to mount the base plate was not darkened. Reflection of the light source from the dental cement appears along the right edge. Bottom: Dental cement used to mount the base plate was darkened. The larger blood vessels are visible in dark contrast.
Figure 139 illustrates an image acquired by the Inscopix camera with this preparation. The GCamp6f positive cells are clearly visible as distinct puncta. We found that white or clear dental cement reflects the incident light and produces background fluorescence. We successfully eliminated this by darkening the cement with ink. This image was acquired under anaesthesia during base plate mounting. While we clearly saw transfected cells we could not see many calcium fluctuations either under anaesthesia or when awake. That we don’t see activity under anaesthesia is unsurprising and expected, as it is well known that anaesthesia suppresses the activity of most neurons. However, there are two possible reasons for observing no activity when awake. The first is that the plane of best focus shifts after the dental acrylic hardens. The Inscopix camera lacks the ability to focus as it was designed to be lightweight to be mounted on the head. The plane of best focus is determined during base plate mounting and the base plate is cemented at that height with dental cement. We calculated that the as the acrylic hardens it shrinks and lowers the base plate by 100-200 μm. Given that the stratum pyramidale is only 50 μm thick, this shift changes the optimal field of view. We did this by placing milar membranes (used in shock tubes) in increments of 25 or 50 or 100 μm between the camera and the baseplate until the cells focused on during base plate mounting are in focus again. We have redesigned the base plate so that it can move 100-200 μm in the dorso-ventral direction and does not need to be cemented to the skull. The prototypes are printed and we will shortly be testing these. The second is that CA1 pyramidal cells only respond to specific stimuli. To address this, we injected AAV9.hSyn.GCamp6f.WPRE.SV40 to broaden expression to all neurons (Fig 140). Additionally, we centered the cannula at the injection site as opposed to in our previous preparations wherein we implanted it slightly offset from the injection site as per camera manufacturer’s protocols. Once again, just as under the CamKII promoter, we saw distinct puncta indicative of cells. However, we also saw increased background fluorescence from the neuropil. Based on our results that head constrained blast animals show deficits in open field exploration we focused on imaging exploration in an open field. We figured, that as the animal explores place cells would fire. However, as the number and distribution of place cells in the population of CA1 pyramidal cells are unknown and appears to be sparse from electrophysiology we constructed a prototype for a linear treadmill. Recent literature indicates that firing rate of CA1 neurons increases when the animal is running on a treadmill and that the place cells have unidirectional fields. We are currently training animals preparatory to imaging and refining the prototype.
Figure 139 - Representative images from two animals injected with AAV9.Syn.GCamp6f.WPRE.SV40 acquired with the Inscopix camera under anaesthesia. Once again the punctate staining indicates successful transfection. Note the background fluorescence from the neuropil.

Figure 140 - Fluorescein angiogram image of the vaculature acquired with the Inscopix system. FITC was injected through the tail vein. The animal was under isoflurane anaesthesia.

We injected all the animals prepared for imaging with FITC to image the vasculature (Fig 141). We found that the Inscopix system can be used to study useful questions about blood flow in the brain. In addition, we blasted two implanted animals in the head constrained position. We found that we need to modify the shoulder collar as the current one compresses the preparation resulting in bleeding under and adjacent to the cement. Consequently, the imaging preparation was dislodged a little while after blast.

**Future Work**
We are presently focused on incorporating the ability to focus in our camera setup. However, we are also working in parallel on a few other aspects. 1. As mentioned above, we are building a treadmill in the required dimensions to stimulate CA1 pyramidal cells. 2. We are also modifying the shoulder collar to constrain the animal's head during blast exposure. The first prototype is ready for testing. 3. We are also working on the preparatory surgical procedure for imaging from the deeper brain structures. The difference is in the second or implantation step. Similar to the wide field hippocampal preparation above a craniotomy is performed and the bone and dura are removed. A longer GRIN lens with half the diameter of the one used for wide field is then gently and carefully inserted into the tissue to the desired depth. After insertion the GRIN lens is sealed to the skull with dental cement. The remaining procedures are identical. 4. We are also working on imaging from the cortex. Once again the difference is in the second step. A craniotomy is performed encompassing the injection site and the bone and dura are removed. A glass coverslip is placed over the exposed cortical surface, which is then be fixed to the brain with an adhesive. Dental cement will then be applied to the remaining portion of the exposed skull to create a cap. 5. We are working on imaging changes in blood brain barrier immediately after blast using FITC and on quantifying blood flow with microspheres.
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**Brain derived exosomes as detectors of brain injury state**
In the United States, 1.74 million people every year seek medical attention for traumatic brain injury, of which 80% are considered to have a mild Traumatic Brain Injury (mTBI). However, it is estimated that only 25% of those who experience a mTBI ever seek medical evaluation or care, suggesting that the incidence of mTBI can be significantly higher than indicated in previous studies. Most mTBI patients will recover within one year following their incident, but an approximate 10-20% of mild cases result in a long-term disability including seizures and emotional and behavioral issues. Currently, because there are few molecular markers to measure an individual's injury and subsequent recovery, diagnostics to prospectively identify patients in need of intervention and to guide them towards personalized, efficacious treatment are limited to monitoring for symptoms that may appear months to years following an injury. Similarly, the conventional use of patient reported symptoms to evaluate therapies is hindered by the lack of accepted criteria to measure and report post injury complications, the inaccuracy endemic to patient self-reporting, and the common comorbidity of mTBI with polytrauma and substance abuse. In this light, discovering accessible, clearly defined biomarkers would significantly improve the evaluation of TBI therapeutics.

Although there is great interest in developing biomarkers for both the detection and treatment of mTBI, efforts in this area have proven challenging. One fundamental hurdle in the discovery of biomarkers for mTBI is that the Blood-Brain Barrier (BBB) remains largely intact after injury, limiting the number of possible targets that can be detected in accessible body fluids. Most past biomarker work focuses on protein biomarkers in Cerebral Spinal Fluid (CSF) or blood, including Tau, calcium-binding proteins S100B, neuron-specific enolase, ubiquitin carboxy-terminal hydrolase L1 (UCHL1), myelin basic protein (MBP), and metabolites such as glucose, and miRNA. However, these efforts face detection sensitivity challenges because of the low concentration (fM-pM) of circulating molecular markers, as well as the proteolytic degradation, clearance by the liver or kidney, and binding of potential biomarkers to carrier proteins. Moreover, due to the diversity of head injury types and severity and the complex and personalized recovery that each individual experiences, it is difficult for any single biomarker to sufficiently characterize the complex state of the injured and recovering brain. Imaging techniques, such as Magnetic Resonance Imaging (MRI) and Computerized Tomography (CT), which are used successfully to classify severe head injuries, have difficulty stratifying subtypes of mTBI injuries and have limited accessibility due to their high cost.

Recently, exosomes derived from brain cells, small (30-200 nm diameter) membrane-bound vesicles that carry proteins, RNA, and DNA from their mother cells have been found to pass through the BBB, offering a new opportunity to evaluate molecular changes in neurons and glia behind the barrier after trauma. In previous work, increases in circulating exosomes have been observed in the blood of TBI patients following injury. Despite their enormous potential, the use of exosome biomarkers to improve patient care faces several challenges. Due to their small sizes (30-200 nm), conventional size-based isolation of exosomes is time consuming (> 6 hr), results in co-purification of cell debris, and cannot selectively isolate specific sub-populations of exosomes or differentiate exosomes from other extracellular vesicles (e.g. microvesicles, oncosomes). While microfluidics can precisely sort and detect cells from complex media, applying these approaches to nanoscale exosomes is limited by the low throughput and susceptibility to clogging of nanofluidics. We solved this problem by
developing a new approach to nanofluidic sorting of brain-derived exosomes, wherein millions of nanofluidic devices are incorporated onto a microchip platform and operated in parallel, increasing throughput by a million fold and eliminating susceptibility to clogging from unprocessed clinical samples. As this device’s nanofluidic geometry matches the size-scale of exosomes, it can precisely balance magnetophoretic and drag forces to selectively enrich for exosomes based on expression of specific surface markers.

Our approach measures multiple exosomal miRNA biomarkers to capture a more comprehensive view of the injured and recovering brain than is possible with a single biomarker. Our goal was threefold: (1) to use these novel miRNA biomarkers to accurately differentiate serum collected from uninjured and injured mice, (2) to determine the key signaling pathways activated in the injured brain, providing information for possible treatment approaches and (3) to use the exosomal biomarkers to predict injury severity and injury history, key clinical variables that will guide therapy. Conventional methods relying on only a single molecular biomarker are often not sufficiently specific and only give a limited view of the recovering brain. (3) Because exosomes package multiple biomarkers from the injured and recovering brain, there is an opportunity to measure a panel of molecular biomarkers to more fully describe the complex state of the recovering brain. To analyze these multiple molecular biomarkers, we use machine learning algorithms to reduce a panel of exosomal miRNA biomarkers into a set of optimized linear discriminators. By choosing relevant states of injury and training the machine learning algorithm to find patterns that optimally classify this set, we can outperform any individual marker. In this study, we isolated brain-derived exosomes based on their expression of the AMPA receptor subunit (GluR2), measured multiple miRNA biomarkers packaged in these exosomes, and then combined these biomarkers using Linear Discriminant Analysis (LDA) to specifically classify the injured and recovering brain. (Fig. 142A) We used an established murine model for blast injury, which produces a mild TBI with neurobehavioral impairments 5 days after injury (21), to develop and characterize this method, and demonstrated successful classification of injured mice versus healthy controls, identified key pathways activated in the injured brain, and successfully classified between various injury levels and between different histories of previous injuries. We additionally validated the translatable of this approach to humans by using the biomarkers identified in our mouse study and successfully classified (AUC = 0.9) a cohort of clinical samples (N = 54), identifying healthy controls versus those that experienced TBIs with an Abbreviated Injury Score (AIS) 2-5, using < 1 mL of serum.

**Results**

**Surface marker specific nanomagnetic isolation of brain-derived exosomes**

We developed a new nanofluidic architecture to precisely isolate and enrich for specific subpopulations of circulating exosomes directly from unprocessed serum or plasma, based on the targeted exosomes’ positive expression of a surface marker. Immunomagnetic sorting has the advantage that biological material is inherently not magnetic, enabling high contrast between targeted exosomes and background material. (22) We labeled exosomes with magnetic nanoparticles (r = 25 nm), functionalized with affinity ligands to label GluR2+ surface markers. (Fig. 142B) We used an antibody for the AMPA receptor subunit, glutamate receptor 2 (GluR2) because GluR2 is known to be found preferentially in neuronal
Our Exosome sorting Track-Etched magnetic NanoPOre (ExoTENPO) chip consists of an ion track-etched polycarbonate membrane with 600 nm diameter pores coated with a soft magnetic film (Ni$_{80}$Fe$_{20}$). rotating conventional microfluidic sorting by 90° to form magnetic traps at the edges of pores instead of in channels. Using ExoTENPO, we can isolate exosome sub-populations directly from V = 10 mL of serum or plasma in less than 30 minutes, using either pan-exosome surface markers or brain specific surface markers. Importantly, this architecture is insensitive to clogging from unprocessed clinical samples because blockage of any individual pore causes the flow to be diverted to neighboring pores, and does not affect overall device behavior. Finite element simulations were used to model the magnetophoretic force, and the strong trapping forces at the edge of the pore motivated us to make the pores as small as possible, without inadvertently trapping objects based on size, to bring targeted exosomes close to the regions of strong forces. (Fig. 142C) The capture rate, i.e. the fraction of captured targeted exosome, decreases as a function of flow rate but can be fully recovered by stacking multiple ExoTENPO membranes in series, enabling high capture rate at flow rates as high as $\phi = 10$ mL/hr.

The ExoTENPO uses a track etching process for manufacturing, a process that is widely available and therefore makes ExoTENPO suitable for translation from the laboratory environment to practical clinical settings. In this work, we build off of our previous work in which we used magnetic micropores with a diameter $d = 5$ $\mu$m to isolate bacteria(24) and $d = 30$ $\mu$m to isolate mamalian cells(25). Track etching allows this approach to be scaled to the nanoscale ($d= 600$ nm), to tailor it to the isolation of exosomes, without requiring electron beam lithography. (Fig. 142D) The orders of magnitude decrease in cost relative to conventional nanolithography comes at the expense of not controlling the pores’ location, not a critical feature for this application. These ExoTENPO membranes are incorporated into a microfluidic device using laser micromachined layers of adhesive-coated polymer sheets.(24) In this paper, we used ExoTENPO with a pore size $d = 600$ nm, a membrane area $A = 15.2$ cm$^2$, a pore density $\rho > 10^7$ pores / cm$^2$, and $N = 6$ membranes in series.

To characterize the performance of the ExoTENPO for isolating brain-derived exosomes, we first used an in vitro cell culture model of TBI.(26) To validate that the vesicles isolated by our device have a size consistent with exosomes, we measured the size distribution of particles in the media from mixed cortical neuron/astrocyte cultured cells and compared it to ExoTENPO isolated particles from that media. The GluR2+ exosomes in 20 mL of media were magnetically labeled and ran through our device at $\phi = 10$ mL/hr. The isolated vesicles were eluted (System Biosciences) and their size distribution was profiled and compared to that of the input using Dynamic Light Scattering (DLS). We found that our device isolated particles with a size distribution $<d> = 140$ nm consistent with that of exosomes. (Fig. 142E) Additionally, we fixed the exosomes directly on our device after capture, and imaged them using scanning electron microscopy (SEM) (Electron Microscopy Resource Laboratory, University of Pennsylvania). (Fig. 142F) We observed 150-200 nm vesicles, with a morphology consistent with that of exosomes, captured at the edge of the pores, consistent with the trapping mechanism of ExoTENPO. We also integrated the extraction of exosomal RNA for downstream analysis directly on the ExoTENPO. We first lysed the exosomes and then extracted total exosomal RNA. We achieved 1.8x improvement in RNA yield from 20 ml of cortical neuron/astrocyte...
cultured media compared to a centrifugal technique (Total exosome isolation kit, Life technologies).(26)(Fig. 142G)

**Figure 141 -** Immunomagnetic isolation of brain-derived exosomes using ExoTENPO. A. The workflow of our machine learning based TBI diagnostics that uses brain-derived exosomes isolated using EXO TENPO. B. Exosomes are Immunomagnetic labeled using biotin anti-GluR2 antibody and antibiotin magnetic nanoparticles (MNP). C. Finite element simulation of the magnetic field gradient generated by the ExoTENPO’s permalloy-coated nanopores. The highest magnetic field gradient is at the edges of the pores where the labelled exosomes are captured. D. The ExoTENPO consists of millions of magnetic nanopores (600 nm diameter), which are incorporated into an acrylic reservoir. Fluid is pulled through the chip from the output using a syringe pump. E. Size distribution of exosomes measured with DLS. Input is cortical neuron cultured media and isolate are GluR2+ exosomes eluted from ExoTENPO. The input has a peak in its size distribution at 8.7 nm, 78.8 nm, and 615 nm whereas the isolate has a major peak at 141.8 nm. F. Scanning electron microscopy (SEM) image of an exosome captured using EXO TENPO. The exosome has ~200 nm with morphology consistent with exosomes. G. Total exosomal RNA yield (ng) comparison between centrifugation method (122.7 ng) and EXO TENPO (216.2 ng). Exosomes are isolated from 20ml of cortical neuron cultured media.
RNA sequencing of brain-derived exosomal miRNAs for biomarker identification

To accomplish our first objective and identify miRNA biomarkers to classify injury state in mice, we first sequenced exosomal miRNAs from both mice that were injured using our blast model (415kPa, \( N=5 \) pooled) and mice that were uninjured (\( N=5 \) pooled). (Fig. 143A) GluR2+ exosomes were isolated on the ExoTENPO. For every animal, we attained 15-25 ng of total RNA, and so pooled the samples to maximize the sensitivity of sequencing, at the expense of being able to resolve animal-to-animal variability in the sequencing data. NEBNext Small RNA Library Prep Set for Illumina (BioLabs) was used to make a library, and then sequenced on a NextSeq500.

We analyzed the sequencing data to identify the exosomal miRNA markers to include in our diagnostic. The top 3 most abundant miRNAs were the same in the injured and uninjured samples, miR-486b-5p, miR-486a-5p, and let-7i-5p, but their relative abundance was significantly different. (\( P < 0.05 \)) (Fig. 143B) We identified 7 biomarkers to use in our multiplexed assay. (Fig. 143C) based on either a maximally positive or negative differential expression in the injured versus the healthy control samples. Subsequent to the sequencing experiment, we isolated exosomes from \( N = 10 \) individual injured mice and \( N = 10 \) healthy animals, and measured the 7 candidate markers with qPCR. We found positive correlation between qPCR and the sequencing. (Pearson Correlation Coefficient \( R = 0.37 \)) (Fig. 143D)

Figure 142 - miRNA sequencing of brain-derived exosomes from injured and control mice. A. Brain-derived exosomal miRNAs were isolated using GluR2+ labeling and ExoTENPO isolation and sequenced from pooled
Blast injured (415 kPa) and control mice. DESeq normalized expression levels of individual miRNAs were plotted using a heat map. The five most abundantly expressed miRNAs from control

Table 1. KEGG pathway analysis for blast injured (415 kPa) mice versus healthy mice. 8 different pathways related to traumatic brain injury were found to be statistically significant (P < 0.05) and their relevant genes and regulating miRNAs were analyzed.

<table>
<thead>
<tr>
<th>KEGG pathway</th>
<th>p-value</th>
<th>#genes</th>
<th>#miRNAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axon guidance</td>
<td>0.00000000633</td>
<td>69</td>
<td>39</td>
</tr>
<tr>
<td>Long-term potentiation</td>
<td>0.0000589</td>
<td>39</td>
<td>29</td>
</tr>
<tr>
<td>Glutamatergic synapse</td>
<td>0.0000589</td>
<td>54</td>
<td>34</td>
</tr>
<tr>
<td>Oxytocin signaling pathway</td>
<td>0.0000671</td>
<td>77</td>
<td>39</td>
</tr>
<tr>
<td>GABAergic synapse</td>
<td>0.001291407</td>
<td>34</td>
<td>27</td>
</tr>
<tr>
<td>Dopaminergic synapse</td>
<td>0.001778928</td>
<td>60</td>
<td>30</td>
</tr>
<tr>
<td>Neurotrophin signaling pathway</td>
<td>0.001809901</td>
<td>57</td>
<td>33</td>
</tr>
<tr>
<td>Cholinergic synapse</td>
<td>0.03748049</td>
<td>51</td>
<td>31</td>
</tr>
</tbody>
</table>

and injured groups are plotted. C. Top 10 upregulated and downregulated miRNAs after the injury D. From this list, 7 miRNAs biomarkers were selected and validated using qPCR. We used RNU6 for normalization. Expression levels from qPCR were compared to RNA sequencing. (R² = 0.62)

To accomplish our second objective and uncover the complex signaling pathways that were activated after mTBI, we submitted the full set of sequencing data for a bioinformatics analysis. We performed a Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis of the differentially expressed miRNAs and found several intriguing pathways activated in injured samples that included synaptic remodeling, axonal targeting, and inhibitory circuit remodeling pathways. Some of these pathways were supported with previous studies in the literature (27, 28), while others represented entirely new pathways (Table 1).

Developing machine learning algorithms to classify blast injured mice

To accomplish our last objective and demonstrate the value of combining a panel of measured exosomal miRNA markers to discriminate specific states of injury and recovery, we measured a cohort of mice that experienced a blast injury (N = 10) and a cohort of mice that were uninjured (N = 10). The expression level was calculated by normalizing to RNU6. Amongst the panel of miRNAs that we measured, several miRNAs were expressed with a statistically significant difference between the groups, e.g. miR-152-5p (P < 0.05). However, due to mouse-to-mouse variability within the groups, there was no exosomal biomarker that could accurately classify all of the mice. For example, the best performing biomarker miR-152-5p achieved only an Area Under the Curve (AUC) = 0.86.
To classify the mice, we used LDA, where we can identify linear combinations of the miRNA biomarkers that discriminate injured versus healthy mice better than any single biomarker. (Fig. 144A) In LDA, we first measured our panel of exosomal miRNA for a training set of subjects $w_T$, where we a priori know each subject's true injury state. This training is fed into the LDA algorithm (Matlab) to generate a LDA vector $\mathbf{x}$. The LDA vector $\mathbf{x}$ is the same length as the number of miRNA measured in the panel. This vector $\mathbf{x}$ is used to calculate a LDA score $\mathbf{w} \cdot \mathbf{x}$ for each mouse that can be used to optimally classify the mice, where every mouse with a LDA score above a defined threshold value $\Psi$ is one group and every mouse below it is the other group. To first validate this approach, we used N-1 cross validation. Subsequently, we tested this approach using a set of measurements on subjects $w_B$ where we are a priori blinded to their true injury state. The use of blinded test sets allow us to validate our ability to perform classification and to avoid overfitting.

To first demonstrate the utility of our LDA approach of classifying injury and recovery using exosomal miRNA, we classify mice injured with Blast (415kPa) versus healthy mice. We used a training set consisting of $N = 5$ mice that were injured and $N = 5$ healthy controls. We subsequently tested the performance of our discrimination using $N = 11$ mice, where we were blinded to the injury state of the mice. N-1 cross validation on the training set with stepwise regression produced the best combination of markers for the test set. (Fig. 144B) Subsequently, we evaluated the blinded test set by using the combination of markers found in the training set where the prediction algorithm generated LDA scores for individual mice. (Fig. 144C) Using the LDA scores, the algorithm correctly classified every mouse in the blinded test set. (Fig. 144D)
Figure 143 - Machine learning based diagnostics for blast injured mice. A. A training set of data $w_T$, where the true state of the mice is a priori known, is fed into an LDA algorithm to generate an LDA vector $x$. This LDA vector is then evaluated using a blinded test set ($w_B \cdot x$), where the true state of the mice was not a priori known, to classify samples into different groups. B. The training set was first tested using N-1 cross validation. Stepwise regression was performed to find the best combination of markers. C. When the blinded test set is plotted by their LDA score ($w_B \cdot x$) the mice can be classified into the correct group by choosing a threshold value $\psi$. D. A confusion matrix was generated to summarize the results of classifying the blinded test set.

**Discriminating injury severity, time, and history from a blood test**

One important characteristic for clinical biomarkers is to determine the relative injury severity level and possible injury history, providing a clinical tool for treatment and patient management. To evaluate the potential of our exosome-based technique to predict injury severity, we expanded the approach in the section above to additional cohorts of injured animals including various severities of blast injury, multiple time points after injury, and histories of previous brain injury. We first considered two cohorts of mice, with a low level of blast injury (215kPa) and with a higher level of blast injury (415kPa). We measured a training set of $N = 5$ mice per condition and $N = 5$ healthy controls to generate the LDA scores to separate low blast, from high blast, from healthy controls. We subsequently evaluated a user blinded test set with $N = 6$ high blast, $N = 5$ low blast, and $N = 5$ control, and we were able to classify both high blast from healthy (AUC = 1)($P < 0.005$, Fisher’s Exact Test), (Fig. 145A) low blast from healthy (AUC =
Next we evaluated how long after an injury the exosomal RNA signature persisted. We generated a cohort of mice, each of which received a low level blast injury (215kPa), and blood was collected from cohorts of mice at 1 hour, 1 day, 4 days, and 14 days after the injury. (Fig. 146A) For each time point, a set of $N = 5$ mice was measured and included into a single training set. The training set was tested using N-1 cross validation where we performed stepwise regression to find the best working combination of markers, which were 4 markers including miR-129, miR-21, miR-374, and miR-664. (Fig. 146A) Using these markers, an independent, user blinded test set of each of the time points was evaluated where all $N = 20$ mice from these cohorts ($N = 5$ mice each) were classified correctly versus $N = 5$ healthy controls ($AUC = 1$) ($P < 0.005$, Fisher’s Exact Test). (Fig. 146B) Although all time points were classified correctly, the difference in its LDA score versus the healthy control degraded slowly as time increased. By measuring multiple exosomal miRNAs, we outperformed exosome counting where we measured number of GluR2+ exosomes in our previous study. (Fig. 146C) (19)
We next evaluated the effect of a history of prior injuries on the exosomal signature. We evaluated (a) mice that were measured 1 hour after a single blast injury (215kPa) versus (a+b) mice that were measured 1 hour after a single blast injury (215kPa) that had received the same injury 24 hours prior. (Fig. 146E) As a control, we also considered mice that had only (b) a single injury 24 hours before being measured and healthy controls. We first generated LDA vectors using a training set of \( N = 5 \) mice for each condition (a), (a+b), and (b). Then, we created an independent test set where we saw clustered groups along their LDA vectors. (Fig. 146F) We successfully classified 14 mice from three groups into the correct category. (Fig. 146G)

Figure 145 - Classification of injury versus time and history of blast injury. A. Mice were injured and then classified at various time points after the injury. Using N-1 cross validation we performed a stepwise regression to identify the optimal combination of exosomal RNA to identify injury states over time. B. LDA scores at multiple time points after injury. C. The AUC at time points after injury compared to ELISA-based detection of GluR2+ protein level on the surface of the exosomes. D. Classification of the time point after the injury state. E. Mice were injured with different histories of injury. F. Plot of mice with different histories of injury using LDA. H. Confusion matrix of classification of three different injured groups.

Detection of exosomal miRNA signatures of injury in clinical samples

To explore the potential of our approach in clinical samples, we conducted a study on a cohort of \( N = 52 \) patients, which included those with an Abbreviated Injury Score (AIS) of 2-5 (N=34)
and healthy controls (N=18). For each sample, we performed GluR2+ exosome isolation on the ExoTENPO using 0.6 mL serum and measured the miRNA biomarker panel that was identified using our mouse model. We first measured the exosomal miRNA profile from a training set of N = 5 injured patients, and N = 5 healthy controls. Amongst the panel of miRNA that we measured, several were differentially expressed between the groups (e.g. miR-129-5p (P<0.0001), but no single miRNA correctly classified individual patients into the correct groups due to the variance in expression amongst patients within groups. Using the training set data, we selected the best possible combination of markers with N-1 cross validation by generating LDA vectors to maximally separate the patients into the correct group. (Fig. 147A) Using the selected markers, we ran LDA analysis on a user blinded test set where we obtained LDA scores for individual samples. (Fig. 147B) We classified N = 29 patients (including N = 5 AIS 2, N = 6 AIS 3, N = 14 AIS 4, and N = 4 AIS5) patients from (N = 13) healthy controls (AUC = 0.90, P < 0.0005 Fisher’s Exact Test). (Fig. 147C, D) For this clinical study, we did not control time from injury to sample collection. Rather, we used samples that were collected 0.4-120 hours after injury, a heterogeneity which can be observed in real life.

**Figure 146 - TBI diagnosis using clinical samples.** A. Stepwise regression on the training set using N-1 cross validation. Performance was evaluated as accuracy for different combination of markers. B. LDA score plot that shows distribution of individual samples from different categories (AIS2-5, healthy control). C. ROC curve for LDA analysis of healthy vs. AIS 2-5. AUC=0.90 was achieved for classification. D. Confusion matrix of a blinded test set that shows actual groups and classified groups for injured patients and healthy donors.

**Discussion**
In this work we demonstrate that brain-derived exosomes contain miRNA signatures that can be used to classify specific states of traumatic brain and recovery and to identify the primary signaling pathways activated in the brain after injury. Moreover, we showed that the precision of nanofluidic immunomagnetic exosome isolation can be applied to the enrichment of brain-derived exosomes directly from serum, and that this method can be successfully applied in both a murine model and clinical samples. Importantly, this work serves as a demonstration of the potential of identifying and using signatures of injury in a panel of biomarkers, rather than searching for a single marker with the specificity and understood biogenesis and mechanism to identify complex states of injury and recovery. We believe that by building on the approach described in this paper, there is enormous potential to guide treatment decisions for individuals with mTBI by monitoring recovery. Moreover, because our ExoTENPO approach miniaturizes exosome isolation into a handheld device and speeds up the isolation from half a day to less than an hour, there is great potential to translate this technology into a point-of-care device by pairing it with a miniaturized miRNA detection.\(^{(29, 30)}\) In its most successful form, this technology can be used in the home for monitoring recovery and treatment effectiveness.\(^{(1)}\) Additionally, a point-of-care device can be deployed to military and sports settings where rapid evaluation can help better evaluate and guide those with injuries to the help that they need.

In comparison to prior work isolating exosomes, our work has several key advantages: the ability to diagnose specific states of brain injury, the ability to uncover major pathways that are activated following injury, and the demonstration that these changes persist for much longer than simpler, exosome count estimates of injury. In comparison to size-based techniques, ExoTENPO can isolate subsets of exosomes that originate from specific tissue.\(^{(15)}\) In this paper, this ability allows us to enrich for brain-derived exosomes from the vast background of other materials including other exosomes, microvesicles, and cell debris, and resolve the signatures of mTBI injury and recovery.\(^{(15, 31, 32)}\) The ExoTENPO differentiates itself from prior published\(^{(33, 34)}\) and commercial work (e.g. Dynabeads, ThermoFisher) where surface marker specific isolation of exosomes is used. Chiefly, prior works have isolated exosomes onto bulk functionalized surfaces, where specificity is defined entirely by the capture antibody. In the ExoTENPO, because the feature size matches that of the exosomes, we can emulate what has been done for decades in microfluidics to sort cells\(^{(35, 36)}\), and precisely balance the drag force and the magnetic capture force. Thus, analogous to flow cytometry, we can define a threshold number of magnetic nanoparticle labels required for an exosome to be captured on our device, allowing greatly improved specificity. This work builds on the work of others that have identified biomarkers to measure mTBI. We believe that a robust mTBI diagnostics could be developed by combining currently identified mTBI biomarkers to generate a signature using machine learning algorithms, rather than evaluating the performance of each biomarker individually. As shown in our study, even though we designed our study as an open-ended approach for biomarker discovery by performing RNA sequencing, the best miRNA marker was unable to achieve AUC>0.9 whereas the combination of multiple miRNAs could achieve AUC=1. Therefore, we think that there is a great opportunity developing machine learning based diagnostics for accurately predicting and tracking complex states of mTBI.

This study can be further developed by incorporating more than one ExoTENPO module to pull down multiple populations of exosomes - e.g. astrocytes, microglia, excitatory/inhibitory neurons, etc. - to capture an increasingly comprehensive picture of the recovery brain. In this
study, we used miRNA biomarkers identified from a single murine injury to identify miRNA implicated in injury and recovery. Building on this work, we plan to sequence a variety of injury types, severities, and states of recovery in both cohorts of mice and in humans. Our method combines three different components—novel isolation technology for brain-derived exosomes, biomarker discovery via small RNA sequencing, and machine learning based diagnostics—which enabled us to develop potential diagnostics for mTBI. Since exosomes are shed from almost all types of cells, our platform could be further utilized in different brain-related diseases or even in other diseases.
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