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Machine learning – the ability of computers to understand data, manage results and infer insights from uncertain information – is the force behind many recent revolutions in computing. Email spam filters, smartphone personal assistants and self-driving vehicles are all based on research advances in machine learning. Unfortunately, even as the demand for these capabilities is accelerating, every new application requires a Herculean effort. Teams of hard-to-find experts must build expensive, custom tools that are often painfully slow and can perform unpredictably against large, complex data sets. This project developed new algorithms for statistical inference in continuous-time probabilistic models. This report first reviews background on continuous-time models and then covers each of the research projects and their deliverables. The full details are covered in the technical papers, included as appendices.
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1 Summary

This project developed new algorithms for statistical inference in continuous-time probabilistic models. This report first reviews background on continuous-time models and then covers each of the research projects and their deliverables. The full details are covered in the technical papers, included as appendices.

2 Introduction

A continuous-time probabilistic model describes a distribution over a set of events in time. That is, a sample from this distribution consists of a set of events (whose number is random), where each event is associated with a real-valued time and (possibly) additional information pertaining to the event.

For instance, events might be posts in a social network [1, 2, 3, 4], armed conflicts [5, 6, 7], earthquakes [8], or robot motor or sensor malfunctions [9]. The stochastic model describes the distribution over the number of events, their times, and additional information (such as location, type, user).

While a standard probability model describes the probability of an event, possibly conditioned on other factors, as the time of event can be continuous, continuous-time models describe the probabilistic rate of an event. A general form is as an intensity function \( \lambda(t, h_t) \) where \( t \) is the time and \( h_t \) is the history of events prior to time \( t \). \( \lambda(t, h_t) \) is the instantaneous rate of an event at time \( t \): the (instantaneous) probability per unit time of an event. If \( \lambda \) is a constant, then the model is known as a Poisson process: The interarrival time between events is exponentially distributed, and the events in non-overlapping windows of time are independent. While simple, this model does not have predictive power.

A wide variety of continuous-time process models have been invented including Poisson-networks [10], piecewise-constant conditional intensity models [11], continuous-time Bayesian networks [12], and Hawkes processes [13]. We developed new inference methods for each of the last three, and will, therefore, describe them in a bit more detail below.

2.1 Markovian Processes

Continuous-time Bayesian networks (CTBNs) are Markovian models. That is, they assume that the information in the past needed to form the distribution of future events can be summarized by a “state.” For a CTBN, this state is an assignment of values to variables. A CTBN is an example of
a continuous-time Markov process (or chain). The distinction is that a CTBN provides a compact representation of the process when the number of variables is large (as the total number of states in the system grows exponentially with the number of variables).

The events in a CTBN correspond to changes in the state variables and the function \( \lambda \) is a function of the state variables only (or the most recent events for each such variable). The intensity function is piecewise-constant, with changes only at events. This leads to exponential inter-arrival times between events. Hiding (or masking) certain variables leads to more interesting non-Markovian behavior over the other variables (if the hidden variables are marginalized out).

There have been a wide variety of inference methods developed for CTBNs including variational approaches \([14, 15]\), sampling methods \([16, 17]\), and others \([18, 19, 20]\). The sampling methods converge (in the limit of infinite samples), but are random algorithms. The other methods are non-random, but do not converge.

### 2.2 Piecewise-constant Conditional Intensity Models

Piecewise-constant conditional intensity models (PCIMs) are models in which the function \( \lambda(t, h_t) \) can be described as a decision tree. This causes \( \lambda \) to be a piecewise-constant function (of time) for any fixed history. The decision nodes in the tree are functions of the history (such as, “were the last two events both in the past 1 hour?”). This allows for both self-suppression and self-excitation. If there are multiple types of events (that is, events with different “additional information”), PCIMs model each with their own tree, but the decisions in one tree can depend upon the history of events from another tree.

PCIMs have efficient learning algorithms, for building the decision trees from data, when all events have been observed. They also have efficient forward sampling algorithms: methods for extending a sample forward in time. The missing piece was being able to sample conditioned on future data, to answer questions about what might have happened to cause observed events.

### 2.3 Hawkes Processes

A Hawkes process (HP) \([13]\) (rediscovered as a cascade of Poisson processes \([1]\)) describes the intensity function, \( \lambda \), as a sum of a base constant rate, plus a contribution for each event in the past. The contribution of an event \( \Delta t \) time units ago is captured by a kernel function, \( \phi(\Delta t) \) which is the key ingredient in the HP model.

An HP can describe self-excitatory processes (but not self-inhibitory ones). The rate of an event is also unbounded, leading it to be a good model for many types of viral models. Prior to this work, parameter (kernel) estimation methods were known, but all methods assumed that all events were observed. No one had considered the calculation of posteriors over unobserved historic events.

### 3 Methods, Assumptions, and Procedures

Our proposal organized the work into two categories: Markovian processes and non-Markovian processes. For the first two years of the project, we focused mainly on the Markovian processes, whereas we flipped the focus in the last two years.

#### 3.1 Markovian Processes

A Markovian continuous-time process can be described by a rate matrix, \( Q \), where element \( q_{ij} \) is the rate of transitioning from state \( i \) to state \( j \). For systems in which a state is an assignment
of values to variables, the size of this matrix grows exponentially with the number of variables. Continuous-time Bayesian networks (CTBNs) solve this problem by introducing a graph over the variables to describe which variables immediately influence which others’ transition rates. The result, much like that for standard Bayesian networks, is that the descriptive space for the model grows exponentially with the fan-in of the graph, but only linearly with the number of variables.

The key computational operation for reasoning about a Markovian continuous-time system is the matrix exponential. In particular, to compute the marginal distribution of the state at one time given its value at a previous time, we need to exponentiate the matrix $Q$ times the time duration. For a CTBN (or any other compact model), this cannot be done efficiently and exactly, unless P=NP. As mentioned above, many approximate methods have been developed.

### 3.2 Piecewise-constant Conditional Intensity Models

Piecewise-constant conditional intensity models (PCIMs) represent the intensity function as a decision tree where the decisions at inner nodes are based on the raw clock time and also the history of events. As this tree grows, it can approximate a class of "universal" models [25] and has been extended to a multiplicative forest model [26, 27].

We have developed new inference methods that allow for hidden, unseen, event types. These events might represent actions taken by unobserved actors (in a social network, for instance), abstract change points in the dynamics, or high-level human-described labels. Previously these types of events have been ignored by non-Markovian models, figuring that the non-Markovian aspect could account for the patterns in the observed data without the need for unobserved explanations. We demonstrated the advantage of such unobserved event types in PCIMs and Hawkes processes.

### 3.3 Hawkes Processes

A Hawkes process is also a non-Markovian process. However, the intensity function is a sum, over all previous events. This means that its value is unbounded. The method we developed for PCIMs depended on a finite upper limit to the intensity function. Yet, Hawkes processes have become very popular in modeling earthquake modeling [8], finance [7, 32], social networks [1, 2, 3, 4], influence maximization [33], armed conflicts [5, 6, 7], and topic modeling [34, 35, 36]. Therefore, we wished to develop the first general inference method for Hawkes processes.

While other applications placed priors on the parameters of the Hawkes process or other parts of the model and used Gibbs sampling (or similar) over these parameters [7, 37], no work to date has considered unobserved events to the extent that we do in this paper. [38] used mixtures of Hawkes processes and developed a variational inference method. However, all events were observed; only their assignments to mixture components were not. [39] considered the situation in which all events prior to a specific time are unobserved (left censoring), which is a very specific case of the missingness patterns we allow. Finally, if there are no observed events of any labels and the process has an exponential kernel, a closed-form solution exists [33] However, no general closed-form solution is known for the evidence patterns we consider here.

### 4 Results and Discussion

Our methods above yielded the following new algorithms and results.
4.1 Markovian Processes
Our work developed the first anytime, convergent, non-random method. Previous sampling methods were anytime and convergent, but they would give different results each run. Previous non-random methods did not converge. Our method is based on a decomposition of the matrix exponential into a series of nested integrals, known as a time-ordered product. It was originally developed in the context of quantum electrodynamics [21, 22].

While the integrals must be approximated, their approximations can be reused in evaluating the next, nested, integral. The result is a computation tree which we traverse in a greedy fashion to build up an answer. The full details and comparisons to previous methods can be found in [23, 24].

In the proposal, an additional method, using ideas from Gibbs sampling, was to be developed. We worked on this for approximately one year without success. In the meanwhile, we continued on the work described below and found new avenues for research, not part of the original proposal, and instead developed those, resulting in the Hawkes process inference method detailed below.

4.2 Piecewise-Constant Conditional Intensity Models
Our inference algorithm permits the reasoning about such missing events and the estimation (learning) of a model from data that is missing events. The algorithm is a generalization of a previous Markovian algorithm [28], extending it to the PCIM case.

We used this method to beat state-of-the-art methods in video activity recognition [29, 30, 31]. The PCIM model can capture temporal dependencies between and among event types and visual features. The result is more adaptive and has better accuracy than existing methods.

4.3 Hawkes Processes
We used a combination of the auxiliary variables (a mathematical technique from our PCIM approach) with the generational view of Hawkes processes to develop a Markov chain Monte Carlo sampler for Hawkes processes under the same unobserved event assumptions as the PCIM sampler. We demonstrated its utility in analyzing city-level crime data to find sociologically known patterns that were not revealed without the hidden event types [40].

This method was not in the original proposal, but was pursued (with program manager’s agreement) after initial results on PCIM inference yielded good results and our research into non-Markovian processes suggested a Hawkes process method would be successful. Further, since the proposal, Hawkes processes had become more popular and better suited to a number of emerging applications, including social media tracking.

5 Conclusions
The code for these projects, so that they can be reproduced and built upon, is available through github on the following projects:

- cshelton/comtope
- cshelton/pcim-plain
- cshelton/hawkesinf
- pierce1987/pcim-dev
The technical details of these methods and their results on the applications are given in the academic papers attached to this report.

This project almost uniformly achieved the proposal’s goals. In Markov inference, we did not successfully develop the second set of goals. However, we were able to achieve an unproposed inference method for Hawkes processes, a model that had become popular since the time of the proposal. All other proposed research was carried out successfully.
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**Abstract**

A continuous-time Markov process (CTMP) is a collection of variables indexed by a continuous quantity, time. It obeys the Markov property that the distribution over a future variable is independent of past variables given the state at the present time. We introduce continuous-time Markov process representations and algorithms for filtering, smoothing, expected sufficient statistics calculations, and model estimation, assuming no prior knowledge of continuous-time processes but some basic knowledge of probability and statistics. We begin by describing “flat” or unstructured Markov processes and then move to structured Markov processes (those arising from state spaces consisting of assignments to variables) including Kronecker, decision-diagram, and continuous-time Bayesian network representations. We provide the first connection between decision-diagrams and continuous-time Bayesian networks.

**1. Tutorial Goals**

This tutorial is intended for readers interested in learning about continuous-time Markov processes, and in particular compact or structured representations of them. It is assumed that the reader is familiar with general probability and statistics and has some knowledge of discrete-time Markov chains and perhaps hidden Markov model algorithms.

While this tutorial deals only with Markovian systems, we do not require that all variables be observed. Thus, hidden variables can be used to model long-range interactions among observations. In these models, at any given instant the assignment to all state variables is sufficient to describe the future evolution of the system. The variables themselves real-valued (continuous) times. We consider evidence or observations that can be regularly spaced, irregularly spaced, or continuous over intervals. These evidence patterns can change by model variable and time.

We deal exclusively with discrete-state continuous-time systems. Real-valued variables are important in many situations, but to keep the scope manageable, we will not treat them here. We refer to the work of Särkkä (2006) for a machine-learning-oriented treatment of filtering and smoothing in such models. The literature on parameter estimation is more scattered. We will further constrain our discussion to systems with finite states, although many of the concepts can be extended to countably infinite state systems.

We will be concerned with two main problems: inference and learning (parameter estimation). These were chosen as those most familiar to and applicable for researchers in artificial intelligence. At points we will also discuss the computation of steady-state properties, especially for model for which most research concentrates on this computation.

©2014 AI Access Foundation. All rights reserved.
The first section (Section 2) covers the basics of flat (unstructured state-space) continuous-time Markov processes. The remaining sections discuss compact representations. This tutorial’s goal is to make the mathematical foundations clear and lay out the current research landscape so that more detailed papers can be read more easily.

1.1 Related Models

There are many non-Markov continuous time models. Gaussian processes (Williams, 1998) are the best-known and model continuous-valued processes. For discrete-valued processes, most models build upon Poisson processes, or more general marked processes. As a Poisson process is memoryless, to make an interesting model, researchers usually generalize to allow the rate of an event to be a function of the process’s history.

Poisson networks (Rajaram, Graepel, & Herbrich, 2005) constrain this function to depend only on the counts of the number of events (possibly of different event types) during a finite time window. The cascade of Poisson process model (Rajaram et al., 2005) defines the rate function to be the sum of a kernel applied to each historic event. The kernel has parameters for the effect of time passing, overall event rate, and chance that one type of event follows another. Piecewise-constant intensity models (PCIMs) (Gunawardana, Meek, & Xu, 2012; Parikh, Gunamwardana, & Meek, 2012) define the intensity function as a decision tree, with internal nodes’ tests drawn from a set of pre-specified binary tests of the history. Forest-based point processes (Weiss & Page, 2013) extend this by allowing the intensity function to be the product of a set of functions, each a PCIM-like tree. Didelez (2008) presents a generalization of the continuous-time Bayesian networks (see Section 5) to inhomogeneous point processes, but without specific parameterizations or algorithms.

1.2 Why Continuous Time

Contemporary computers are discrete-time computation engines (or at least present a model of one). Therefore, why would we consider a continuous-time model? The quickest answer is by analogy: We build models of non-temporal systems employing real-valued variables. The tools of linear algebra, calculus, and the like allow us to derive and analyze these algorithms and methods. Yet, in the end they will be implemented on discrete-valued computers with finite memory and precision. However, we find the abstraction of continuous-valued variables useful and only make approximations during the final implementation when employing fixed- or floating-point precision arithmetic.

Similarly, it is productive to treat time as a continuous quantity. It allows us to more naturally discuss and reason about systems in which

1. Events, measurements, or durations are irregularly spaced,
2. Rates vary by orders of magnitude, or
3. Durations of continuous measurement need to be expressed explicitly.

All of these happen in asynchronous systems. Most dynamic systems of interest are asynchronous: events or measurements (or both) do not occur based on some global clock. Social networks, phylogenetic trees, and computer system logs are just some examples.

Note that while the underlying system model is continuous-time, observations and measurements of that model need not be continuous. We directly treat discrete-time observations, both at regular and irregular intervals.
1.3 Why Not Discrete Time

Clearly for any given continuous-time system specification, some discretization of time values could be made without introducing too much approximation error. Such a conversion of time from real-valued to integral makes it mathematically more difficult to be flexible about how to treat time algorithmically. This makes the development of computationally efficient algorithms more difficult. For instance, in a discrete-time model, it is natural to have computations proceed one time “step” at a time. However, for uneventful times, this can be computationally overly burdensome. With a continuous-time model, because there is no natural time step, it is simpler to think about methods that can “jump” over such uneventful time periods. Additionally, there are a few oddities about Markov chains built by discretizing continuous time. Finally, the full system specification may not be known when the discretization must be selected (for instance, if parameters must be estimated).

1.3.1 Time Discretization and Markovian-ness

Consider the two-state Markov chain $X$ described by the stochastic matrix

$$T_1 = \begin{bmatrix} 0.75 & 0.25 \\ 0.5 & 0.5 \end{bmatrix}.$$  \hfill (1)

The elements of $T_1$ are the probabilities $p(X_t \mid X_{t-1})$ for each value of $X_t$ and $X_{t-1}$. Over one time unit, the probability of moving from state 1 to state 2 is 0.25, for example.

If $T_1$ describes a continuous-time system, sampled at a period of 1 time unit, there should be a matrix $T_{1/2}$ describing the same system, sampled at a period of $\frac{1}{2}$ time unit (or twice the sampling rate). Indeed there is:

$$T_{1/2} = \begin{bmatrix} 0.83 & 0.17 \\ 0.33 & 0.67 \end{bmatrix}. \hfill (2)$$

This can be verified:

$$P(X_t = j \mid X_{t-1} = i) = \sum_k P(X_{t-1/2} = k \mid X_{t-1} = i)P(X_t = j \mid X_{t-1/2} = k)$$

$$T_1(i, j) = \sum_k T_{1/2}(i, k)T_{1/2}(k, j)$$

$$T_1 = T_{1/2}T_{1/2}.$$

That is, $T_{1/2}$ is the matrix square root of $T_1$.

Now take a different two-state Markov chain transition matrix

$$S_1 = \begin{bmatrix} 0.1 & 0.9 \\ 0.9 & 0.1 \end{bmatrix} \hfill (3)$$

and construct the corresponding transition matrix at half the sampling period, $S_{1/2}$:

$$S_{1/2} = \begin{bmatrix} 0.5 + 0.447i & 0.5 - 0.447i \\ 0.5 + 0.447i & 0.5 - 0.447i \end{bmatrix}. \hfill (4)$$

---

1. We will use row-stochastic matrices exclusively in this tutorial. While column-stochastic matrices are often used for discrete time, row-stochastic matrices are more common in continuous time.
There is no real-valued stochastic matrix describing the same processes as $S_1$, but at half the sampling periodicity. Put differently, there is no two-state continuous-time Markov system that when sampled at a rate of 1 time unit produces the Markov chain with transition matrix $S_1$.

The problem in generating $S_{1/2}$ arises because $S_1$ has a negative eigenvalue (by contrast, all eigenvalues of $T_1$ are positive). In general, only stochastic matrices with all positive eigenvalues correspond to a continuous-time Markov process sampled at a given periodicity. This can be viewed in two ways. First, it means that the set of continuous-time Markov processes is smaller than the set of discrete-time Markov processes. Second, it means that there are processes that are Markovian only when sampled at a particular periodicity and the only way to extend them to time points outside that periodicity would be to construct a non-Markovian (and non-stationary) process.

If the periodicity of a discrete-time Markov chain is inherent to the process, then this result is not of concern. However, many systems do not have a natural sampling rate. The rate is chosen for computational or measurement convenience. In this case, we must be careful about how we employ our Markovian assumption. Or, we should directly model the underlying system in continuous time.

1.3.2 Independencies and Markovian-ness

A similar problem arises for independencies. We describe the problem here in terms of dynamic Bayesian networks (DBNs) (Dean & Kanazawa, 1989). If unfamiliar with DBNs, the reader may skip to the next section.

Consider the DBN in Figure 1(top,a), which has been unrolled one time step. We can marginalize out the middle time slice and the result is the DBN in Figure 1(top,b): the same model, but over twice the sampling periodicity. However, perhaps we wish to go the opposite direction (to half the sampling periodicity). Figure 1(bottom,b) shows a DBN over...
two time units. There is no DBN graph structure over one time unit that would marginalize to this graph structure. There may be a DBN, but the independencies expressed by the graph structure over two time units are not expressible in the *graph structure* at half the sampling periodicity. Such independencies would be buried in the parameters of the DBN (if those parameters are possible, given the previous discussion). This means that the independencies expressed by a DBN’s graph are a function of both the underlying process and the sampling rate.

1.3.3 Structure Learning

Selection of a sampling rate is not just a theoretical problem. Nodelman, Shelton, and Koller (2003) demonstrate the problem for parameter estimation. In particular, they considered data drawn from a continuous-time Markovian process of eight variables (mostly binary). The resulting trajectories were discretized in time according to a parameter $\Delta t$ and DBNs (including structure) were learned for each setting. Figure 2 shows the test log-likelihood accuracy as a function of the number of training trajectories and $\Delta t$. It also shows the result of not discretizing time (the CTBN line, a model explained in Section 5).

While it is not too surprising that the CTBN model does the best (as the data were generated from this model), it is instructive that the best $\Delta t$ depends on the number of observed trajectories. This means that, if the sampling periodicity is a model parameter, its choice cannot be made independently of the amount of data used to estimate the DBN.

2. Continuous-Time Markov Processes

A continuous-time Markov process (CTMP) is a distribution over trajectories. A trajectory (or sample) of a CTMP is a right-continuous piece-wise constant function of a real-valued variable, time. Figure 3 illustrates example trajectories. If the states have a natural order-
A finite CTMP defines a set of random variables, each with the same finite sample space (the state space), indexed by a real-value usually denoted as $t$ for time. Let $X$ be such a process. The Markovian property states that

$$X(t_1) \perp X(t_3) \mid X(t_2), \forall t_1 < t_2 < t_3 .$$  \hfill (5)

Throughout this tutorial, we will describe distributions over both continuous and discrete random variables. We will use lowercase letters for the densities of continuous random variables and uppercase letters for the probabilities of discrete random variables.

### 2.1 Parameterization

We will parameterize a CTMP $X$ by a starting distribution at time $t = 0$, $P(X(0))$ (and restrict $t \geq 0$) and an intensity matrix $Q_X$ (or just $Q$ if the context is clear). The starting distribution is just as in a discrete-time Markov chain, and we will largely ignore it. The intensity matrix is analogous to the transition matrix of a discrete-time process.

#### 2.1.1 Comparison to Discrete-Time

Consider the following (roughly equivalent) discrete-time transition matrix $M$ and continuous-time intensity matrix $Q$:

$$M = \begin{bmatrix} 0.5 & 0.2 & 0.3 \\ 0.1 & 0.8 & 0.1 \\ 0.2 & 0.1 & 0.7 \end{bmatrix} \quad Q = \begin{bmatrix} -0.8 & 0.32 & 0.48 \\ 0.12 & -0.24 & 0.12 \\ 0.27 & 0.13 & -0.4 \end{bmatrix} .$$

We can interpret a row of $M$ in two ways. The first row could be viewed as stating that if the process is in state 1, at the next time step there is a 0.5 chance that it will be in state 1, a 0.2 chance that it will be in state 2, and a 0.3 chance that it will be in state 3. Alternatively, it could be viewed as stating that if the process is in state 1, it will remain there for a number of steps geometrically distributed: $Pr$(stay for $n$ steps) = $0.5^n$. And, when it leaves it will transition to state 2 with probability 0.2/0.5 = 0.4 and to state 3 with probability 0.3/0.5 = 0.6.

The intensity matrix $Q$ has two similar interpretations. The first row states that if the process is in state 1, after a short period of time $\epsilon$, there is approximately a $1 - 0.8\epsilon$ chance of being in state 1, a $0.32\epsilon$ chance of being in state 2, and a $0.48\epsilon$ chance of being in state 3.
3. The approximation has error $O(\epsilon^2)$. Alternatively, it states that if the process is in state 1 it remains there for a duration exponentially distributed: $p(\text{dwell time} = t) = 0.8e^{-0.8t}$. And when it leaves, it will transition to state 2 with probability $0.32/0.8 = 0.4$ and to state 3 with probability $0.48/0.8 = 0.6$.

### 2.1.2 Racing Exponentials

We can also view a row of the matrix as describing racing exponential distributions. There are two important properties of an exponential distribution. First, it is memoryless:

$$p_Z(t) = p_Z(t+s|Z > s) \quad \text{if } Z \text{ is exponentially distributed}$$

and thus is the right distribution for dwell times in a Markovian process. (The amount of time the process has stayed in this state does not affect the remaining dwell time.) It is also closed under minimization: Given a collection of random variables $Z_1, Z_2, \ldots, Z_n$,

$$p_{Z_i}(t) = r_i e^{-r_i t}$$

and

$$Y = \min_i Z_i$$

$$J = \arg\min_i Z_i$$

implies

$$p_Y(t) = re^{-rt}$$

$$\Pr(J = j) = \frac{r_j}{r}$$

where

$$r = \sum_{i=1}^{n} r_i .$$

That is, if we have a set of exponential distributions with (potentially) different rates, their minimum (the time of the earliest one) is also exponentially distributed with rate equal to the sum of the component rates. Furthermore, the component which causes this minimum is independent of the time and is proportional to that component’s rate. Thus, we can view each row of the matrix as a set of “racing” exponential distributions: one for each potential next state with rates dictated by the off-diagonal elements. Whichever potential transition happens first is the one actually taken by the process, and the rest are discarded.

### 2.1.3 Event Decomposition

Further, we can use this to build an interpretation of the summation of two intensity matrices. If $Q = Q_1 + Q_2$, where both $Q_1$ and $Q_2$ are valid intensity matrices, then the process of $Q$ can be viewed as the combination of processes of $Q_1$ and $Q_2$ in which both sub-processes “race” to produce the next transition: For each current state, the two sub-processes have their own rate of transition for the possible new states. Whichever potential transition happens first switches the state and the joint process continues with the new
state. We can also view this as two different event types each with its own intensity matrix. The process of $Q$ is the joint process of running both events at the same time, but throwing away (marginalizing out) the event types associated with the transitions, leaving only the transitions themselves.

2.1.4 Infinitesimal Rate Semantics

More formally, the dynamics of an $n$-state CTMP are described by a $n$-by-$n$ intensity matrix $Q$. The diagonal elements of $Q$ are non-positive and the non-diagonal elements of $Q$ are non-negative. The rows of $Q$ sum to 0 (thus the diagonal elements are the negative row sums, if the diagonal element is excluded from the sum). We will denote the $i,j$ element of $Q$ as $q_{i,j}$. Further, for notational simplicity, we will let $q_i = -q_{i,i}$. That is, $q_i$ is the rate of leaving state $i$, the absolute value of the corresponding diagonal element.

If we let $p(t)$ be a row-vector of the marginal distribution of the process at time $t$, then the semantics of $Q$ can be stated as

$$p(t + \epsilon) = p(t)(I + \epsilon Q) + o(\epsilon). \quad (13)$$

This implies that

$$p(t + \epsilon) - p(t) = \epsilon p(t)Q + o(\epsilon) \quad (14)$$

$$\lim_{\epsilon \to 0} (p(t + \epsilon) - p(t))/\epsilon = p(t)Q \quad (15)$$

$$\frac{dp(t)}{dt} = p(t)Q \quad (16)$$

This first-order linear homogeneous differential equation has solution

$$p(t + s) = p(t)e^{Qs} \quad (18)$$

assuming $s > 0$ and the initial conditions at $t$, $p(t)$, are known. The exponential is the matrix exponential, defined by its Taylor expansion:

$$e^{Qs} = \sum_{k=0}^{\infty} \frac{s^k}{k!} Q^k. \quad (19)$$

Although not often practical computationally, we can also express the matrix exponential in terms of the eigenvalues ($\{\lambda_i\}$) and corresponding right and left eigenvectors ($\{v_i\}$ and $\{w_i\}$) of $Q$:

$$e^{Qs} = \sum_i e^{\lambda_i s} v_i w_i^\top. \quad (20)$$

If $Q$ is of finite size and irreducible (there is a positive-rate path from any state to any other state), then the process is ergodic (the notion of “cycling” behavior does not exist in continuous-time Markov processes) and there will be exactly one eigenvalue equal to 0. The corresponding right eigenvector is the unique steady-state (or stationary) distribution of the process. If the process is not ergodic, then there may be multiple 0 eigenvalues and no unique stationary distribution. All other eigenvalues will be less than 0 and correspond to transients in the system. Therefore, $Q$ will always be negative semi-definite.
2.2 Matrix Exponential

The matrix exponential plays a critical role in many aspects of reasoning about continuous-time dynamic systems. At first, this would seem to be a significant downside, relative to discrete-time systems. Propagation of distribution $p$ (as a vector) $n$ time steps in a discrete-time system requires the multiplication by $M^n$ (if $M$ is the stochastic transition matrix). By contrast, the same operation in continuous-time requires the calculation of the matrix exponential, which is an infinite sum of matrix powers.

Consider computing the marginal distribution at time $t$ by integrating the differential equation of Equation 18. The simplest method would be to use Euler integration with a fixed step size of $\Delta t$. This amounts to propagating over a fixed time interval by multiplying by $M = I + \Delta tQ$. This is essentially the same as discretizing time and approximating the stochastic matrix over the resulting interval. To propagate to time $t$ requires $t/\Delta t$ matrix multiplications. This is shown on the left side of Figure 4.

However, because time is continuous, we need not limit ourselves to time steps of uniform size. If we choose an adaptive step size, we can achieve the same accuracy with fewer evaluation points. Figure 4 demonstrates this for the simplest adaptive scheme (Euler steps with step size proportional to derivative magnitude). Note that for the same number of steps (computational complexity), the accuracy with adaptive steps is better.

For real applications, we would use a more advanced differential equation solver with more intelligent step size selection; see the work of Press, Teukolsky, Vetterling, and Flannery (1992) for an introduction. Yet, the idea is essentially the same: we can take larger steps during “less interesting” time periods. To do something similar with discrete time would require computations that essentially convert the discrete-time system to a continuous-
time one. Techniques like squaring and scaling to multiply by large matrix powers can also be applied to the matrix exponential. For a full discussion of matrix exponential calculations, we refer to the excellent treatments of Moler and Loan (2003) and Najfeld and Havel (1994, 1995).

2.3 Uniformization

Uniformization (also called randomization) is a method for converting questions about a continuous-time Markov process into ones about a discrete-time one (Grassmann, 1977). Given an intensity matrix \( Q \), uniformization constructs the stochastic matrix

\[
M = \frac{Q}{\alpha} + I
\]

where \( \alpha \geq \max_i q_{ii} \) (that is, \( \alpha \) is no less than the largest rate in \( Q \)). For example, the following uniformization is with \( \alpha = 0.5 \) (the smallest possible value for \( \alpha \)).

\[
Q = \begin{bmatrix}
-0.5 & 0.1 & 0.4 \\
0.1 & -0.2 & 0.1 \\
0.2 & 0.1 & -0.3
\end{bmatrix} \rightarrow M = \begin{bmatrix}
0.0 & 0.2 & 0.8 \\
0.2 & 0.6 & 0.2 \\
0.4 & 0.2 & 0.4
\end{bmatrix}
\]

(22)

The resulting stochastic matrix can be interpreted as a discrete-time process. However, it is not equivalent to sampling the continuous-time process at uniform intervals. Nor is it, in general, equivalent to the embedded Markov chain (the sequence of states, discarding the times of transitions). The former is achieved through the matrix exponential and the latter is achieved by setting all diagonal elements of \( Q \) to zero and then normalizing each row to sum to one.

Rather, the discrete-time process associated with the stochastic matrix \( M \) is related to the continuous-time process associated with the intensity matrix \( Q \) in the following way. Consider the procedure of (1) sampling event times from a Poisson process with rate \( \alpha \) (that is, the times between consecutive events are independently and identically distributed as an exponential distribution with rate \( \alpha \)), then (2) sampling state transitions at these event times from the discrete-time process described by \( M \), and then (3) discarding any self transitions. This procedure produces samples from the same distribution as the original CTMP described by \( Q \).

This transformation is useful for simulation (sampling), but also for understanding and computing the matrix exponential. Because the intensity matrix \( Q \) is negative semi-definite, the Taylor expansion of the matrix exponential is unstable, as the “sign” of the terms alternates. However, we can fix this by using \( M \) instead of \( Q \). By reworking Equation 21, we note that \( Q = \alpha(M - I) \). We can then write

\[
e^{Qt} = e^{\alpha(M-I)t} = e^{-\alpha t}e^{\alpha Mt}
\]

\[= e^{-\alpha t} \sum_{k=0}^{\infty} \frac{\alpha^k t^k}{k!} M^k \]

\[= \sum_{k=0}^{\infty} e^{-\alpha t} \frac{\alpha^k t^k}{k!} M^k \]

(24)

(25)

(26)
where $\beta_k$ is the probability of having exactly $k$ events from a Poisson process with rate $\alpha$ in time $t$. This series is more stable ($M$ is positive semi-definite) and for a finite number of terms, the sum is a quasi-probability vector (it is non-negative and sums to less than 1). The missing probability is a bound on the error. The sequence $\beta_k$ grows and then decays. Therefore, discarding not only the tail of the series, but also early terms can speed up computations. Fox and Glynn (1988) give a method to compute left and right bounds on $k$ to ensure a desired error tolerance.

Note that, if $Q$ represents an ergodic continuous-time Markov process, then $M$ represents an ergodic discrete-time Markov process when $\alpha$ is strictly greater than $\max_i q_i$ (a sufficient, but not necessary condition). If $M$ is ergodic, then the stationary distribution of $Q$ is the same as the stationary distribution of $M$.

### 2.4 Likelihood

A complete finite-length sample (trajectory) $\mathcal{T}$ from a CTMP is a sequence of states and the times of the transitions, plus an ending time: $\mathcal{T} = \{(s_0,t_0), (s_1,t_1), \ldots, (s_{n-1},t_{n-1})\}, t_n$. Figure 5 shows a pictorial representation, for $n = 5$. If we use the convention that the process starts at time 0, then $t_0$ must be equal to 0.

The likelihood of this sample is the product of the conditional probabilities of each event (the starting state, each dwell duration, and each state transition):

$$p(\mathcal{T}) = \Pr(X(t_0) = s_0) \prod_{i=0}^{n-2} \left( q_{s_i} e^{-q_{s_i}(t_{i+1} - t_i)} q_{s_{i+1}} q_{s_i,s_{i+1}} q_{s_i} \right) e^{-q_{s_{n-1}}(t_n - t_{n-1})}$$

$$= P_0(s_0) \prod_{i=0}^{n-1} e^{-q_{s_i}(t_{i+1} - t_i)} q_{s_{i+1}} q_{s_i,s_{i+1}}$$

$$\ln p(\mathcal{T}) = \ln P_0(s_0) - \sum_{i=0}^{n-1} q_{s_i}(t_{i+1} - t_i) + \sum_{i=0}^{n-2} \ln q_{s_i,s_{i+1}}$$

We let $P_0$ be the distribution over the starting state of the process. Note that at time $t_n$ the process does not transition. Rather, we observe that the process remains in state $s_{n-1}$ for a duration of at least $t_n - t_{n-1}$.

Equation 29 can be rewritten as

$$\ln p(\mathcal{T}) = \ln P_0(s_0) - \sum_s T[s] q_s + \sum_{s \neq s'} N[s,s'] \ln q_{s,s'}$$

where $T[s]$ is the total time spent in state $s$ and $N[s,s']$ is the total number of transitions from $s$ to $s'$, both of which are functions of $\mathcal{T}$. This demonstrates that a CTMP is a
member of an exponential family in which the sufficient statistics are \( T[\cdot] \) and \( N[\cdot, \cdot] \) (plus the relevant sufficient statistics for the starting distribution), and the natural parameters are the diagonal elements of the intensity matrix and the logarithm of the non-diagonal elements. The likelihood of multiple trajectories has the same form, where \( T[s] \) and \( N[s, s'] \) are the sums of the sufficient statistics over the individual trajectories.

### 2.4.1 Parameter Estimation

The maximum likelihood parameters can be easily derived by differentiating Equation 30, after replacing \( q_s \) with \( \sum_{s' \neq s} q_{s, s'} \):

\[
\frac{\partial \ln p(T)}{\partial q_{s, s'}} = \frac{N[s, s']}{q_{s, s'}} - T[s] \quad \forall \ s' \neq s \tag{31}
\]

which implies the ML parameters are

\[
\hat{q}_{s, s'} = \frac{N[s, s']}{T[s]} \quad \forall \ s' \neq s \tag{32}
\]

\[
\hat{q}_s = \sum_{s' \neq s} \frac{N[s, s']}{T[s]} \quad \forall s \tag{33}
\]

A maximum a posteriori (MAP) estimate can be calculated if we place suitable prior distributions on the parameters. In particular, we will put an independent gamma distribution prior over each of the independent parameters, \( q_{s, s'} \), \( \forall \ s \neq s' \):

\[
p(q_{s, s'}; \alpha_{s, s'}, \tau_{s, s'}) = \frac{\tau_{s, s'}^{\alpha_{s, s'} + 1}}{\Gamma(\alpha_{s, s'} + 1)} q_{s, s'}^{\alpha_{s, s'} - 1} e^{-\tau_{s, s'} q_{s, s'}} \tag{34}
\]

which has parameters \( \alpha_{s, s'} \) and \( \tau_{s, s'} \). The posterior distribution over the parameters given data summarized by the sufficient statistics \( T[s] \) and \( N[s, s'] \) is also gamma-distributed with parameters \( \alpha_{s, s'} + N[s, s'] \) and \( \tau_{s, s'} + T[s] \). Thus, the MAP estimates of the parameters are

\[
\hat{q}_s = \sum_{s'} \frac{N[s, s'] + \alpha_{s, s'}}{T[s] + \tau_{s, s'}} \quad \forall s \tag{35}
\]

\[
\hat{q}_{s, s'} = \frac{N[s, s'] + \alpha_{s, s'}}{T[s] + \tau_{s, s'}} \quad \forall s \neq s' \tag{36}
\]

### 2.5 Inference

We will now consider two classic problems of reasoning in temporal systems: filtering and smoothing. Initially, we will assume we have observations (evidence) with a pattern like that in Figure 6: a sequence of times \( \{t_0, t_1, \ldots, t_k\} \) and a sequence of evidences \( \{e_1, e_2, \ldots, e_k\} \). We assume that we know the prior marginal distribution over \( X(t_0) \), either from previous reasoning or because \( t_0 = 0 \).

Filtering is the task of computing \( p(X(t) \mid e_1, e_2, \ldots, e_k) \) for \( t \geq t_k \). If the evidence at each point is an observation of the state of the system, the Markovian property of the process makes inference trivial. Instead we will assume that \( e_i \) is only probabilistically related to \( X(t_i) \) but independent of everything else given \( X(t_i) \). (This is analogous to a discrete-time
hidden Markov model.) Thus we can view each observation as a noisy measurement of the system.

As with a hidden Markov model, we define a recursive filtering solution using a forward “message” $\alpha$ whose components are defined as

$$\alpha_i(t) = \Pr(X(t) = i, e_{[t_0, t)})$$

where we denote $e_{[s, t)} = \{(t_i, e_i) \mid s \leq t_i < t\}$: the set of evidence in the interval $[s, t)$. By analogy we will also define $e_s$ and $e_t$ to be the evidence on $[s, t)$ and $(s, t]$ respectively (which we will need later). Note that $\alpha$ is a row vector of probabilities, one for each state of the system. Recursive calculation of $\alpha$ can be derived from

$$\Pr(X(t) = j, e_{[t_0, t)}) = \sum_i \Pr(X(s) = i, e_{[t_0, s)}) \Pr(X(t) = j, e_{[s, t)} \mid X(s) = i) \quad \forall \ t_0 \leq s < t$$

$$\alpha(t) = \alpha(s) F(s, t) \quad \forall \ t_0 \leq s < t$$

where the second equation is the vector version of the first equation, and the matrix $F(s, t)$ has element $i, j$ equal to $\Pr(X(t) = j, e_{[s, t)} \mid X(s) = i)$.

If there is no evidence in $[s, t)$, $F(s, t) = e^{Q(t-s)}$. Thus, we can propagate the distribution from one evidence time point to the next with the matrix exponential. To propagate across evidence times, we define

$$\alpha^+(t) = \Pr(X(t), e_{[t_0, t)})$$

and the recurrence for $\alpha$ can be written as

$$\alpha(t) = \alpha^+(t) e^{Q(t-t_i)} \quad \forall \ t_i < t \leq t_{i+1} \text{ or } t_i < t, i = k$$

Equation 42 is a special case of Equation 44. It propagates “just after” one evidence time until “just before” the next. Equation 43 propagates “across” an evidence point.
Equation 44 can be used to construct the filtered estimate at any non-evidence time by normalizing $\alpha(t)$ to sum to 1 (dividing by the probability of the evidence prior to $t$).

Finally, note that a similar set of recurrences can be derived for $F(\cdot, \cdot)$. The result allows for the propagation of any distribution across time intervals which includes evidence; that is, we are not restricted to any particular initial condition, $\alpha(t_0)$. However, if only a single $\alpha$ is to be propagated, computing $F$ first is more computationally expensive.

### 2.5.1 More Complex Evidence

The above filtering equations are just an inhomogeneous hidden Markov model (that is, the transition matrix is not constant) and familiar to those who have employed hidden Markov models. However, with continuous time, there are evidence patterns that do not have direct corresponding analogies in discrete-time. If the evidence consists of a finite number of observations, we can convert it into a similar form, by breaking time into intervals of constant evidence.

For instance, we might observe that the system is in a subset of states for a duration of time: During this time interval, the system does not leave the subset, but we do not observe whether there are any transitions within the subset. We can augment our evidence to include this information. For each interval $[t_{i-1}, t_i)$, we let $S_i$ denote the subset of states in which the evidence constrains the system. If there are no such constraints, $S_i$ is the full state space. For time points at which there is a change in $S_i$, but no point evidence, $O^{(i)}$ is the identity matrix (inducing no change in the filtering estimate). Both $S_i$ and $O^{(i)}$ may be non-trivial for the same $i$.

Now to propagate from $t_{i-1}$ to $t_i$, we must use a modified intensity matrix. In particular, we set to zero any rate which is inconsistent with the evidence $S_i$: all rates to, from, or within the set of states that are not in $S_i$. Let $Q^{(i)}$ denote such a matrix. If the rows and columns are permuted such that the states in $S_i$ are in the upper left corner, then this matrix has the form

$$ Q^{(i)} = \begin{bmatrix} \tilde{Q}_{S_i} & 0 \\ 0 & 0 \end{bmatrix} \tag{45} $$

where $\tilde{Q}_{S_i}$ is the submatrix of $Q$ of the rows and columns corresponding to $S_i$. Additionally, we modify $O^{(i-1)}$, setting to 0 any diagonal elements corresponding to states not in $S_i$.

Note that $Q^{(i)}$ is not (strictly) an intensity matrix: its rows do not sum to 0. In general, a diagonal element is greater (in absolute value) than the sum of the other row elements because we have set to zero non-diagonal rates. This “missing rate” corresponds to the probability of leaving the evidence set (and therefore not conforming to the evidence). While $e^{Q(t_{i-1}, t_i)}$ is a stochastic matrix representing the conditional distribution at time $t_i$ given the state at time $t_{i-1}$, $e^{Q^{(i)}(t_{i-1}, t_i)}$ is a substochastic matrix (the row sums are less than or equal to 1), where the sum of each row is the probability of the evidence over the interval, given the state at time $t_{i-1}$.
The new filtering recurrence is
\[
\alpha(t) = \text{given} \tag{46}
\]
\[
\alpha(t_i) = \alpha^+(t_{i-1})e^{Q(t_i-t_{i-1})} \quad \forall \ 0 < i \leq k \tag{47}
\]
\[
O(t_i) = \alpha(t_i)O(i) \quad \forall \ 0 < i \leq k \tag{48}
\]
\[
\alpha(t) = \alpha^+(t_i)e^{Q(t_i-t)} \quad \forall \ t_i < t \leq t_{i+1} \text{ or } t_i < t, i = k. \tag{49}
\]

We might also observe a transition at an exact time point. More generally, at time \( t_i \) we might observe that a transition occurred from one state of the set \( U_i^- \) to one state of the set \( U_i^+ \) (without knowing exactly which states within the sets). In this case, elements of \( \alpha(t) \) have the probabilities of a duration lasting until at least \( t \), and \( \alpha^+(t) \) should have the probability density of a duration lasting exactly until \( t \). The difference between the probability of the tail of an exponential and the density at the same point is just a multiplication by the relevant rate \( q \). Thus, for this type of evidence, we can just modify \( O(t) \). In particular,
\[
O^{(i)}_{j,k} = \begin{cases} q_{j,k} & \text{if } j \in U_i^-, k \in U_i^+, \text{ and } j \neq k \\ 0 & \text{otherwise} \end{cases} \tag{50}
\]

The recurrence remains the same, with the new definition of \( O^{(i)} \). Other evidence types are also possible and can be derived from the above types by augmenting the state space.

2.5.2 Smoothing

Smoothing is the problem of calculating \( \Pr(X(t) \mid e_{[t_0,t_k]}) \) for \( t_0 \leq t \leq t_k \). As common with Markov processes, we note that
\[
\Pr(X(t) \mid e_{[t_0,t_k]}) \propto \Pr(X(t) \mid e_{[t_0,t]}) \Pr(e_{[t,t_k]} \mid X(t)) \tag{51}
\]
where the constant of proportionality can be found by noting that the sum of Equation 51 over the value of \( X(t) \) must equal 1. The first term on the right is calculated with the \( \alpha(\cdot) \) recurrence above. The second term we calculate with a backward message recurrence. Define
\[
\beta_i(t) = \Pr(e_{[t,t_k]} \mid X(t) = i) \tag{52}
\]
\[
\beta_i^+(t) = \Pr(e_{[t,t_k]} \mid X(t) = i) \tag{53}
\]

If we let \( \beta \) be a column vector, then the backward recurrence is analogous the forward one, but with right multiplication instead of left multiplication:
\[
\beta^+(t_k) = 1 \quad \text{vector of 1s} \tag{54}
\]
\[
\beta(t_i) = O^{(i)}\beta^+(t_i) \quad \forall \ 0 < i \leq k \tag{55}
\]
\[
\beta^+(t_{i-1}) = e^{Q^{(i)}(t_{i-1}-t_i)}\beta(t_i) \quad \forall \ 0 < i \leq k \tag{56}
\]
\[
\beta(t) = e^{Q^{(i)}(t_i-t)}\beta(t_i) \quad \forall \ t_{i-1} \leq t < t_i. \tag{57}
\]

For any time \( t \), the vector of the distribution of the state of the system at \( t \) given all the evidence is
\[
p(X(t) \mid e_{[t_0,t_k]}) \propto \alpha(t) \odot \beta(t) \tag{58}
\]
where \( \odot \) is the Hadamard (point-wise) product.
2.6 Parameter Estimation from Incomplete Evidence

Section 2.4.1 demonstrated that a CTMP is a member of an exponential family with sufficient statistics $T[i]$ (the amount of time spent in state $i$) and $N[i,j]$ (the number of transitions from $i$ to $j$). If the evidence trajectories are fully observed over a continuous interval of time, then these sufficient statistics can be trivially tallied. Further, if each evidence trajectory is observed at $t = 0$, the sufficient statistics for the initial distribution are also directly observed.

However, if portions of the interval are hidden, or more generally the observations are of the form of the previous section, direct likelihood maximization is not feasible. There are two basic approaches for maximum likelihood estimation in this case: gradient ascent and expectation maximization (EM).

For gradient ascent, we can replace the sufficient statistics in Equation 31 with their expected values. The standard argument for exponential models applies: Let $\hat{T}$ be a partially observed trajectory and let $h$ stand for any potential completion of it.

$$\ln p(\overline{T}) = \ln \sum_h e^{\ln p(\overline{T}, h)}$$

$$\frac{\partial \ln p(\overline{T})}{\partial q_{i,j}} = \frac{1}{p(\overline{T})} \sum_h p(\overline{T}, h) \frac{\partial \ln p(\overline{T}, h)}{\partial q_{i,j}}$$

$$= E_{h|\bar{T}} \left[ \frac{N[i,j]}{q_{i,j}} - T[i] \right]$$

$$= \left( \frac{\bar{N}[i,j]}{q_{i,j}} - \bar{T}[i] \right)$$

where $\bar{N}[i,j]$ and $\bar{T}[i]$ are the expected values of $N[i,j]$ and $T[i]$ with respect to completions of $\overline{T}$. For EM, we similarly replace $N[i,j]$ and $T[i]$ in Equation 32 with $\bar{N}[i,j]$ and $\bar{T}[i]$. We are therefore left with the problem of computing the expected values of $\bar{N}[i,j]$ and $\bar{T}[i]$.

Full derivations are shown in the work of Nodelman et al. (2003). A quick version for $\bar{T}[i]$ is

$$\bar{T}[i] = \int_{t_0}^{t_k} p(X(t) = i | e_{[t_0,t_k]}) \, dt$$

$$= \frac{1}{p(\overline{T})} \int_{t_0}^{t_k} \alpha_i(t) \beta_i(t) \, dt .$$

The expected value of $\bar{N}[i,j]$ has a similar form:

$$\bar{N}[i,j] = \frac{q_{i,j}}{p(\overline{T})} \int_{t_0}^{t_k} \alpha_i(t) \beta_j(t) \, dt + \sum_{t \in \text{Trans}} \frac{\alpha_i(t_i) O_{i,j}^{(i)} \beta_j^{+}(t_i)}{\sum_{i',j'} O_{i',j'}^{(i')}}$$

where Trans is the set of evidence indices at which time a transition was (perhaps partially) observed: The first term handles unobserved transitions and the second handles (partially) observed transitions.
If we let \( \Delta_{i,j} \) be a matrix of all zeros, except for a single one in location \((i,j)\), the integrals in both Equation 64 and Equation 65 have the form

\[
\int_{t_0}^{t_k} \alpha_i(t)\beta_j(t) \, dt = \sum_{l=1}^{k} \int_{t_{l-1}}^{t_l} \alpha_i(t)\beta_j(t) \, dt \\
= \sum_{l=1}^{k} \int_{t_{l-1}}^{t_l} \alpha^+(t_{l-1})e^{Q(t)(t-t_{l-1})}\Delta_{i,j}e^{Q(t)(t_l-t)}\beta(t_l) \, dt .
\]  

(66)

Thus, after a forward and backward pass to calculate \( \alpha^+(i) \) and \( \beta(i) \) at each evidence change point \( i \), each integral is relatively simple. They can be solved by standard quadrature methods or by the solution of a differential equation (Asmussen, Nerman, & Olsson, 1996). Alternatively, the calculation of \( \alpha \) and \( \beta \) usually results in values for each at various time points, which can be interpolated to full functions and used to directly solve the integrals.

3. Kronecker Algebra Representations

When the number of states is no more than a few thousand, the above methods are computationally feasible on a modern computer. However, most models are described in terms of assignments to variables. Thus the number of states grows exponentially with the number of variables. For more than a few tens of variables, we must seek more compact representations.

For the remainder of this paper, we will consider the state space of the process \( X \) to be an assignment to \( L \) variables, \( \{X_1, X_2, \ldots, X_L\} \). We let variable \( X_i \) have \( n_i \) possible assignments. Thus, the total state space is of size \( n = \prod_{i=1}^{L} n_i \). We let a bold \( \mathbf{x} \) stand for a state (joint assignment to all \( L \) variables), with component \( x_i \) being the assignment to variable \( i \) in state \( \mathbf{x} \). Such a state space is often referred to as factored or structured or variable-based.

Kronecker products and sums are natural “basic operations” from which to build compact representations of the process intensities. In some cases, these compact representations naturally describe the transition rates, but do not as naturally describe the diagonal elements of \( Q \) (the negative rates of leaving each state). Thus, we will define \( R \) to be the same as \( Q \), except with zeros at each diagonal position. The diagonals can be reconstructed from the non-diagonal elements in the same row, so the information content is the same.

3.1 Kronecker Product

The first basic operation is the Kronecker product. Given matrices \( A^{(1)}, A^{(2)}, \ldots, A^{(K)} \) where \( A^{(k)} \) is of general size \( m_k \times n_k \), the Kronecker product is written

\[
A = \bigotimes_{k=1}^{K} A^{(k)}
\]

(68)

where \( A \) (the result) is an \( m \times n \) matrix: \( m = \prod_{k} m_k \) and \( n = \prod_{k} n_k \). The elements of \( A \) represent all possible multiplications of one element from each of \( A^{(1)}, A^{(2)}, \ldots, A^{(K)} \). Let \( \mathcal{M}_k = \{1,2,\ldots,m_k\} \) and \( \mathcal{N}_k = \{1,2,\ldots,n_k\} \), that is the valid indices into matrix \( A^{(k)} \).
Given \( A = \begin{bmatrix} a_{00} & a_{01} \\ a_{10} & a_{11} \end{bmatrix} \) and \( B = \begin{bmatrix} b_{00} & b_{01} & b_{02} \\ b_{10} & b_{11} & b_{12} \\ b_{20} & b_{21} & b_{22} \end{bmatrix} \)

for intensity matrices, as the Kronecker product does not do anything sensible with the diagonal elements.

\[
A \otimes B = \begin{bmatrix} a_{00}B & a_{01}B \\ a_{10}B & a_{11}B \end{bmatrix} = \begin{bmatrix} a_{00}b_{00} & a_{00}b_{01} & a_{00}b_{02} & a_{01}b_{00} & a_{01}b_{01} & a_{01}b_{02} \\ a_{00}b_{10} & a_{00}b_{11} & a_{00}b_{12} & a_{01}b_{10} & a_{01}b_{11} & a_{01}b_{12} \\ a_{00}b_{20} & a_{00}b_{21} & a_{00}b_{22} & a_{01}b_{20} & a_{01}b_{21} & a_{01}b_{22} \\ a_{10}b_{00} & a_{10}b_{01} & a_{10}b_{02} & a_{11}b_{00} & a_{11}b_{01} & a_{11}b_{02} \\ a_{10}b_{10} & a_{10}b_{11} & a_{10}b_{12} & a_{11}b_{10} & a_{11}b_{11} & a_{11}b_{12} \\ a_{10}b_{20} & a_{10}b_{21} & a_{10}b_{22} & a_{11}b_{20} & a_{11}b_{21} & a_{11}b_{22} \end{bmatrix}
\]

Figure 7: Example Kronecker product

Then, let \( \mathcal{I}_r \) be a mapping from \( \mathcal{M}_1 \times \mathcal{M}_2 \times \cdots \times \mathcal{M}_K \) to \( \{1, 2, \ldots, m\} \) and let \( \mathcal{I}_c \) be similarly defined as a mapping from \( \mathcal{N}_1 \times \mathcal{N}_2 \times \cdots \times \mathcal{N}_K \) to \( \{1, 2, \ldots, n\} \). It does not matter usually what the mappings are, but by convention we take them to be lexicographic orderings (or mixed-base numbering index). For instance \( \mathcal{I}_r(i_1, i_2, \ldots, i_K) = \sum_{1 \leq k \leq K} i_km_{1:k-1} \) where \( m_{a:b} = \prod_{a \leq k \leq b} m_k \). Then

\[
A_{\mathcal{I}_r(i_1, i_2, \ldots, i_K), \mathcal{I}_c(j_1, j_2, \ldots, j_K)} = \prod_{k=1}^{K} A^{(k)}_{i_k, j_k}.
\]

While the notation makes it appear complex, the concept is simple. Figure 7 demonstrates a simple example. In terms of sparsity (one measure of structure), the Kronecker product has a number of non-zero elements equal to the product of the number of non-zero elements in each input matrix.

A Kronecker product is analogous to a factor product (in Bayesian network terminology) if we treat each operand matrix as a factor over two different variables (and no matrices share the same variables), and the result matrix is a factor in which half of the variables are flattened into the “column” dimension and the other half are flattened into the “row” dimension.

In terms of distributions, the Kronecker product represents independence. Given two variables \( X_1 \) and \( X_2 \) with marginal distributions represented by the vectors \( v_1 \) and \( v_2 \), \( v_1 \otimes v_2 \) is a joint distribution over both \( X_1 \) and \( X_2 \). In particular, it is the independent joint distribution with marginals \( v_1 \) and \( v_2 \).

In terms of a rate matrix, the Kronecker product represents synchronization (Plateau, 1985). If we have two variables, \( X_1 \) and \( X_2 \) with rate matrices \( R_1 \) and \( R_2 \), \( R_1 \otimes R_2 \) is a rate matrix over the state space \( \mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2 \) (joint assignments to \( X_1 \) and \( X_2 \)). It represents a rate matrix in which changes in the state of \( X_1 \) must occur at the same time as those in the state of \( X_2 \) (both variables will be changed by every transition).

2. This does not hold generally for intensity matrices, as the Kronecker product does not do anything sensible with the diagonal elements.
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\[ A \oplus B = A \otimes I_3 + I_2 \otimes B = \]

\[
\begin{bmatrix}
    a_{0,0} & a_{0,1} \\
    a_{0,0} & a_{0,1} \\
    a_{0,0} & a_{0,1}
\end{bmatrix}
+ 
\begin{bmatrix}
    b_{0,0} & b_{0,1} & b_{0,2} \\
    b_{1,0} & b_{1,1} & b_{1,2} \\
    b_{2,0} & b_{2,1} & b_{2,2}
\end{bmatrix}
= 
\begin{bmatrix}
    a_{0,0} + b_{0,0} & b_{0,1} & b_{0,2} \\
    b_{1,0} + a_{0,0} & b_{1,1} & b_{1,2} \\
    b_{2,0} + a_{0,0} & b_{2,1} & b_{2,2}
\end{bmatrix}
\]

Figure 8: Example Kronecker sum, given same matrices \(A\) and \(B\) as in Figure 7. Zeros are omitted. Note that the non-zero off-diagonal entries all correspond to only one of the two indices (into \(A\) or \(B\)) changing.

3.2 Kronecker Sum

The other Kronecker operation is the Kronecker sum. It is only defined on square matrices. Given square matrices \(A^{(1)}, A^{(2)}, \ldots, A^{(K)}\) where \(A^{(k)}\) has size \(n_k\)-by-\(n_k\), the Kronecker sum is defined in terms of the Kronecker product:

\[
A = \bigoplus_{k=1}^{K} A^{(k)} = \sum_{k=1}^{K} I_{n_1} \otimes I_{n_2} \otimes \ldots \otimes I_{n_{k-1}} \otimes A^{(k)} \otimes I_{n_{k+1}} \otimes \cdots \otimes I_{n_K} \quad (70)
\]

where \(I_n\) is the identity matrix of size \(n\)-by-\(n\). The Kronecker sum has the same size as the Kronecker product of the same matrices and we can use the same indexing function to reference elements in the sum, but we need only one because the matrix is square, thus \(I_r = I_c = I\):

\[
A_{I(i_1,i_2,\ldots,i_K),J(j_1,j_2,\ldots,j_K)}^{(i_1,j_1,\ldots,i_K,j_K)} = \begin{cases} 
\sum_{k=1}^{K} A^{(k)}_{i_k,i_k} & \text{if } i_l = j_l \text{ for all } l \\
A^{(k)}_{i_k,j_k} & \text{if } i_l = j_l \text{ for all } l \text{ except } l = k \\
0 & \text{otherwise.}
\end{cases} \quad (71)
\]

Figure 8 demonstrates a simple example.

In terms of a CTMP, the Kronecker sum represents asynchronicity. Given two variables, \(X_1\) and \(X_2\) with intensity matrices \(Q_1\) and \(Q_2\), \(Q_1 \oplus Q_2\) is an intensity matrix over the joint state space in which each process’s events proceed irrespective of the other’s state. That is, the processes are independent (assuming their starting distributions are independent).

\[\text{3.} \quad \text{The same holds for rate matrices, but we can be stronger here than for the Kronecker product and make this statement about the intensity matrices too.}\]
3.3 Properties

The Kronecker product obeys the classic distributive property:

$$(A + B) \otimes C = A \otimes C + B \otimes C$$

The mixed product property provides a relationship between the Kronecker product and the matrix product. Given matrices $A$, $B$, $C$, $D$ and assuming that $AC$ and $BD$ are valid matrix products,

$$(A \otimes B)(C \otimes D) = (AC) \otimes (BD).$$  \hfill (72)

One consequence is that the Kronecker product can be expressed as

$$\bigotimes_{k=1}^{K} A^{(k)} = \prod_{k=1}^{K} I_{n_1} \otimes I_{n_2} \otimes \cdots \otimes I_{n_{k-1}} \otimes A^{(k)} \otimes I_{n_{k+1}} \otimes \cdots \otimes I_{n_K}$$  \hfill (73)

$$= \prod_{k=1}^{K} I_{n_{1:k-1}} \otimes A^{(k)} \otimes I_{n_{k+1:K}}$$  \hfill (74)

where $n_{a:b}$ is the product of the terms $n_a$ through $n_b$ as defined above. This shows a bit of the relationship between Kronecker products and sums: Compare Equation 70 and Equation 73.

This can be further reworked as

$$\bigotimes_{i=k}^{K} A^{(k)} = \prod_{i=k}^{K} P_{n_{1:k},n_{k+1:K}}^\top \cdot (I_{\pi_k} \otimes A^{(k)}) \cdot P_{n_{1:k},n_{k+1:K}}$$  \hfill (75)

where $\pi_k = n_{1:K}/n_k$ and $P_{a,b}$ is the matrix describing an $a,b$-perfect shuffle permutation of $(0,...,ab-1)$: its entry in position $(i,j)$ is 1 if $j = (i \mod a) \cdot b + \lfloor i/a \rfloor$, and 0 otherwise (in particular, $P_{a,b} = P_{a,b} = I_{a \cdot b}$ if $a$ or $b$ is 1). Whereas Equation 74 orders the Kronecker products of the outer product’s terms so that the elements of $A_k$ are in the correct places, Equation 75 repeats $A_k$ on the diagonal and then permutes the rows and columns to place the elements in the correct locations. A similar transformation can be used to rewrite Equation 70 as a sum of shuffled block-diagonal matrices. Because the permutations can often be done implicitly in code, these versions can be useful in deriving algorithms.

3.4 Compact Kronecker Representations

Given a factored state space as before, any joint rate matrix $R$ can be expressed as a sum of Kronecker products:

$$R = \sum_{e=1}^{E} \bigotimes_{l=1}^{L} R^{(l)}_e$$  \hfill (76)

where there are $L$ variables and $R^{(l)}_e$ is a rate matrix over the space of variable $l$ only. In particular, an exponentially sized (in the number of variables) representation is straightforward: $e$ ranges over the elements in the resulting matrix. For element corresponding to
(x_1, x_2, \ldots, x_L), (x'_1, x'_2, \ldots, x'_L), \mathbf{R}_e^{(l)} = \Delta_{x_l, x'_l} \text{ for } 1 < l \leq L \text{ and the same for } l = 1, \text{ except multiplied by the scalar value to be placed in this location. In this way each term in the sum is a matrix with at most a single non-zero element. However, for many processes we can expect } E \text{ to be a manageable number. For instance, if the variables are all independent}, E = L \text{ (and all but } L \text{ of the } L^2 \text{ rate components are identity matrices), as per the Kronecker sum above.}

We can view each of the } E \text{ terms in the sum as separate “events” whose identities have been marginalized out to produce the resulting process (see Section 2.1.3). These events must couple variables synchronously (due to the Kronecker product). We exploit this type of decomposition more extensively in the next sections.

4. Decision Diagram Representations

While the encoding in Equation 76 can be efficient, we can do better by exploiting more internal structure. \( \mathbf{R} \) can be viewed as a mapping from two discrete domains (the row index and the column index) to a real value. Decision diagrams have long been used in computer science to compactly encode functions over discrete domains. Here we show how they have been used in CTMPs and how they can be seen as an alternative to Kronecker algebra encodings, in the case of the MTBDDs used in PRISM (Kwiatkowska, Norman, & Parker, 2011), or even as an extension of Kronecker algebra encodings, in the case of the Matrix Diagrams used in Möbius (Deavours, Clark, Courtney, Daly, Derisavi, Doyle, Sanders, & Webster, 2002) or the EV*MDDs used in SMART (Ciardo, Jones, Miner, & Siminiceanu, 2006).

4.1 Decision Diagram Overview

Decision diagrams encode functions of the form } f : X \rightarrow X_0 \text{ where, as before, the domain state space } X \text{ is structured: } X = X_1 \times \cdots \times X_L. \text{ In other words, } f \text{ is applied to a (state) tuple and evaluates to an element of a range set } X_0. \text{ One can then think of } f \text{ as the encoding of a vector indexed by } X \text{ and having entries with values in } X_0. \text{ Of course, the same idea can be employed to encode matrices, we simply need to use the domain } X \times X. \text{ (In practice, we actually use the interleaved domain } X'_1 \times X_1 \times \cdots \times X'_L \times X_L, \text{ where the “unprimed” state variables refer to row indices, or “from” states, while the “primed” state variable refer to column indices, or “to” states, as this usually leads to more compact decision diagrams.)}

Binary decision diagrams, or BDDs (Bryant, 1986), encode functions for which all sets forming the domain } X \text{ are binary, while multiway decision diagrams, or MDDs (Kam, Villa, Brayton, & Sangiovanni-Vincentelli, 1998), allow non-binary domain sets. However, for both the range } X_0 \text{ is binary. For our numeric application, we need to extend such representations to allow the range } X_0 \text{ to be either the integers } \mathbb{Z} \text{ (possibly augmented with the value } \infty \text{ to indicate “undefined”)} \text{ or the reals } \mathbb{R} \text{ (possibly, again, augmented with } \infty, \text{ or restricted to the nonnegative reals } \mathbb{R}^\geq 0). \text{ The range } \mathbb{Z} \text{ is used primarily to encode indexing functions for non-consecutive sets of states. The range } \mathbb{R} \text{ is used to encode the rates themselves.}

Informally, decision diagrams are directed acyclic graphs organized in layers with each layer corresponding to a different variable in the domain of the function. The outgoing edges from a node correspond to the values the variable on that layer can take on. The
value of the function is determined by following the path from the root corresponding to the values taken by the domain variables. The path ends in a terminal node which, in BDDs and MDDs, give the value of the function.

A first proposal to encode non-binary function was to extend BDDs and MDDs so that, instead of the terminals 0 and 1, any element of $X_0$ can be a terminal node. The resulting multi-terminal (Clarke, Fujita, McGeer, Yang, & Zhao, 1993) BDDs (or MTMDDs) are quite general. However, as we will see, MTMDDs are sometimes unable to compactly encode even simple functions. We therefore focus on a newer class of edge-valued decision diagrams, which can be exponentially more compact, and provably never larger, than MTMDDs (Roux & Siminiceanu, 2010). For edge-valued decision diagrams, a value is associated with each edge in the tree, and the function’s value is determined from the values along the path to the terminal node. The exact definition of these diagrams depends on the operator used to combine edge values. We consider two cases, EV+MDDs (Ciardo & Siminiceanu, 2002) (where $X_0$ is either $\mathbb{Z} \cup \{\infty\}$ or $\mathbb{R} \cup \{\infty\}$ and edge values along a path are summed) and EV*MDDs (Wan, Ciardo, & Miner, 2011) (where $X_0$ is $\mathbb{R}^{\geq 0}$ and edge values along a path are multiplied).

4.2 Multiterminal and Edge-Valued Decision Diagrams

Formally, both an EV+MDD and an EV*MDD are acyclic directed edge-labeled and edge-valued graphs. A node in the graph $p$ has a level $p.lvl$ and a set of directed edges indexed by $x$. The edge associated with label $x$ is written as $p[x] = (p[x].val,p[x].ch)$, where $p[x].val$ is the value associated with the edge and $p[x].ch$ is the target of the edge.

- The only terminal node (one without outgoing edges) is $\Omega$, at level 0: $\Omega.lvl = 0$.
- A nonterminal node $p$ is at level $k \in \{1, \ldots, L\}$: $p.lvl = k$. For each $x_k \in X_k$, it has an outgoing edge labeled $x_k$, associated with a value $v \in X_0$, and pointing to a node $q$ with $q.lvl < k$. Thus $p[x_k] = (v,q)$.
- A node $p$ at level $k$ encodes the function $f_p : X_1 \times \cdots \times X_k \rightarrow X_0$. For EV+MDDs, $f_p$ is defined recursively as $f_p = 0$ if $p = \Omega$, and $f_p(x_1, \ldots, x_k) = p[x_k].val + f_{p[x_k].ch}(x_1, \ldots, x_{p[x_k].ch.lvl})$ otherwise (that is, if $p$ is a nonterminal node).
  For EV*MDDs, $f_p$ is defined recursively as $f_p = 1$ if $p = \Omega$, and $f_p(x_1, \ldots, x_k) = p[x_k].val \cdot f_{p[x_k].ch}(x_1, \ldots, x_{p[x_k].ch.lvl})$ otherwise.

Most decision diagram definitions have additional restrictions to ensure canonicity, that is so that any representable function has a unique representation. For the edge-valued decision diagrams we have defined, this is achieved by additionally requiring all of the following.

- There are no duplicate nodes: if $p.lvl = q.lvl = k$ and, for each $x_k \in X_k$, we have $p[x_k] = q[x_k]$, then $p = q$.
- The absorbing value terminates a path: for EV+MDDs, $p[x_k].val = \infty$ implies that $p[x_k].ch = \Omega$; for EV*MDDs, $p[x_k].val = 0$ implies that $p[x_k].ch = \Omega$.
- Each node $p$ at level $k > 0$ is normalized: for EV+MDDs, $\min\{p[x_k].val : x_k \in X_k\} = 0$; for EV*MDDs, $\max\{p[x_k].val : x_k \in X_k\} = 1$. 

746

31

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED
Figure 9: Encoding the lexicographic index function, $\phi_X$, for set $X$. The left panel shows the quasi-reduced MDD encoding $X$ followed by the MTMDD and the $\text{EV}^+\text{MDD}$ encoding $\phi_X$; the right panel shows the corresponding encodings for the set $Y = \{100, 110, 001, 101, 011\}$. In either case, the $\text{EV}^+\text{MDD}$ is isomorphic to the MDD. Each level of the tree corresponds to a different variable. Black boxes are the values of this variable (and traversal of the diagram follows the edge leading out of this box for the value of input). White boxes (for $\text{EV}^+\text{MDD}$) are the values of the corresponding edge (which are summed to produce the function’s value). The 0 at the top of the $\text{EV}^+\text{MDD}$ is the value added to any path or traversal of the diagram.

Furthermore, we require that one of the following two reduction forms must be used.

- In quasi-reduced form, only nodes at level $L$ have no incoming edges (except the special case of the graph consisting of just $\Omega$) and the children of a node at level $k$ are at level $k-1$ (except for absorbing-valued edges, which point to $\Omega$, as stated above).

- In fully-reduced form, there are no redundant nodes, where a node $p$ at level $k$ is redundant if $p[x_k] = p[y_k]$ for all $x_k, y_k \in X_k$.

Strictly speaking, an $\text{EV}^+\text{MDD}$ node encodes a function with values between 0 (included) and $\infty$ (possibly included); thus, a function $f$ with range $\mathbb{Z} \cup \{\infty\}$ or $\mathbb{R} \cup \{\infty\}$ is encoded by $\langle \sigma, p \rangle$ where $\sigma = \min \{f(i) : i \in X\}$ and $f_p = f - \sigma$ (the special case $f \equiv \infty$ is encoded by the pair $\langle \infty, \Omega \rangle$). Analogously, an $\text{EV}^\ast\text{MDD}$ node encodes a function with values between 0 (possibly included) and 1 (included); thus a function $f$ with range $\mathbb{R}_{\geq 0}$ is encoded by $\langle \sigma, p \rangle$ where $\sigma = \max \{f(i) : i \in X\}$ and $f_p = f/\sigma$ (the special case $f \equiv 0$ is encoded by the pair $\langle 0, \Omega \rangle$). In the following, we use the term $\text{EV}^+\text{MDD}$ or $\text{EV}^\ast\text{MDD}$ also for the pair $\langle \sigma, p \rangle$, with the understanding that $\sigma$ is just a parameter that scales the values of the function encoded by node $p$.

4.3 Lexicographic Index Example

We illustrate the compactness of these decision diagrams using the lexicographic index, also called the mixed-base value, of a state $x = (x_1, \ldots, x_L)$, defined as $\phi(x) = \sum_{1 \leq k \leq L} x_k \cdot n_1 \cdot \cdots \cdot n_{k-1}$,
where \( n_{a:b} = n_a \cdots n_b \) for \( a \leq b \) (as in Section 3.1). We discuss the importance of this function after showing its encoding.

Figure 9 (left) shows the lexicographic index function \( \phi \) (along side the MDD encoding the set of states). The MTMDD for \( \phi \) is a full \( L \)-level tree with \( n_{1:L} \) leaves. By contrast, the EV\(^+\)MDD for \( \phi \) contains just one node at each level, where the child labeled \( x_k \) of the node at level \( k \) points to the node at level \( k - 1 \) and has value \( x_k \cdot n_{1:k-1} \).

Interestingly, this function retains a compact encoding even if we modify it so that it applies to a set \( Y \subseteq X \), that is \( \phi_Y(x) = |\{y \in Y : \phi(y) < \phi(x)\}| \) if \( x \in Y \), and \( \phi_Y(x) = \infty \) otherwise, in the sense that the MDD encoding \( Y \) and the EV\(^+\)MDD encoding \( \phi_Y \) are isomorphic (right panel in Figure 9). This is of particular importance for the exact numerical solution of structured CTMPs whose reachable state space \( X_{rch} \) is a strict (and possibly complicated) subset of \( X \), since in this case we need to frequently and efficiently map a state \( x = (x_1, \ldots, x_L) \) to its index \( \phi_{X_{rch}}(x) \) in a full probability vector of size \( |X_{rch}| \). Compactly representing this index function is key to efficient calculations in such CTMPs.

Obviously, EV\(^*\)MDDs can also be exponentially more compact than MTMDDs; simply consider that the EV\(^*\)MDD encoding of \( e^{-\phi} \) also has one node per level, where the child with label \( x_k \) of the node at level \( k \) has value \( e^{-x_k \cdot n_{1:k-1}} \).

### 4.4 Decision Diagram Operations

In addition to efficiently encoding structured functions, decision diagrams are also able to efficiently manipulate functions. All decision diagram operations proceed recursively from the root node(s) and make extensive use of dynamic programming. Specifically, they use an operation cache to retrieve the result of a specific operation on a specific choice of parameters, if this result has been previously computed when exploring different paths in the recursion. This reduces the worst-case complexity of an operation (for example, computing \( c = a + b \), where \( a \) and \( b \) are functions encoded by two EV\(^*\)MDDs) from exponential (i.e., the size of the domain) to polynomial. For example, Figure 10 shows the pseudocode for an algorithm to perform the element-wise addition of two EV\(^*\)MDDs, that is when \( \alpha, \beta \geq 0 \) and \( a, b \) are EV\(^*\)MDD nodes at level \( L \) (unless \( a = 0 \), in which case \( a = \Omega \), or \( \beta = 0 \), in which case \( b = \Omega \)), \( \text{Sum}(L, (\alpha,a),(\beta,b)) \) returns an EV\(^*\)MDD \( \langle \rho,r \rangle \) such that, for all \( x = (x_1, \ldots, x_L) \in X \), we have \( \rho \cdot f_\alpha(x) = \alpha \cdot f_a(x) + \beta \cdot f_b(x) \); of course, the input EV\(^*\)MDDs are assumed to be in canonical form, and the output EV\(^*\)MDD is guaranteed to be in the same canonical form. Its complexity is the product of the sizes of the input EV\(^*\)MDDs.

In a practical implementation, the “unique table,” which stores nodes and avoids duplicates, is implemented as a lossless hash table which, given a lookup key \( \langle \text{level}, r[0], \ldots, r[n_k-1] \rangle \), returns a node’s address, while the cache is implemented as a (possibly) lossy hash table. The cache can be made more effective by scaling and exploiting commutativity. For example, by defining an arbitrary order on nodes (for example, \( a \prec b \) if the memory address of \( a \) is smaller than that of \( b \)), we can exchange the two input EV\(^*\)MDDs to ensure that \( a \prec b \) prior to cache lookup, and then observe that \( \alpha \cdot f_a + \beta \cdot f_b = \alpha \cdot (f_a + \gamma \cdot f_b) \), for \( \gamma = \beta / \alpha \), so that we just store entries of the form \( \langle \text{SUM}, a, \gamma, b \rightarrow \rho, r \rangle \) in the cache. Then, assuming \( p \prec q \), the call \( \text{Sum}(k, (0.5,p),(0.2,q)) \) would be cached as \( \langle \text{SUM}, p, 0.4, q \rightarrow \sigma, s \rangle \) and
function Sum(level k, EV*MDD⟨α,a⟩, EV*MDD⟨β,b⟩)
    if a = b then return ⟨α + β,a⟩ ▷ This includes the terminal case k = 0: a = b = Ω
    if α = 0 then return ⟨β,b⟩ ▷ a = Ω by definition
    if β = 0 then return ⟨α,a⟩ ▷ b = Ω by definition
    if cache contains ⟨SUM,α,a,β,b → ρ,r⟩ then return ⟨ρ,r⟩ ▷ Check if result is in
    the cache
    r ← NEWNODE(k) ▷ Create new temporary result node at level k
    for all x_k ∈ X_k do
        r[x_k] ← Sum(k - 1,⟨α · a[x_k].val,a[x_k].ch⟩,⟨β · b[x_k].val,b[x_k].ch⟩) ▷ Recurse down
        one level
        ρ ← max_{x_k ∈ X_k} {r[x_k].val}; ▷ Maximum edge value for node r before normalization
        for all x_k ∈ x_k do
            r[x_k].val ← r[x_k].val/ρ ▷ Normalize node r so that the maximum edge value is 1
        r ← UNIQUETABLEINSERT(r); ▷ If node like r exists, return it and delete r, else
    return r
    Enter ⟨SUM,α,a,β,b → ρ,r⟩ in cache; ▷ Remember the result in the operation
    cache
    return ⟨ρ,r⟩;

Figure 10: Pseudo-code for sum of quasi-reduced EV*MDDs (a and b are either Ω or nodes
at level k). The fully-reduced version is similar but slightly more involved, as it
needs to take into account the levels of a and b.

return ⟨0.5σ,s⟩, while a subsequent call Sum(k, ⟨0.25,p⟩, ⟨0.25,q⟩) or Sum(k, ⟨0.1,q⟩, ⟨0.25,p⟩)
would find ⟨SUM,p,0.4,q → σ,s,⟩ in the cache and immediately return ⟨0.25σ,s⟩.

4.5 Encoding Transition Rate Matrices with EV*MDDs

We now turn to the use of EV*MDDs to compactly encode the transition rate matrix \( R \)
(the same as the intensity matrix \( Q \), but without the diagonal) of a CTMP. This can be
accomplished using various approaches.

4.5.1 Monolithic Encoding vs. Disjunctive Partition Encoding

Clearly, a node \( r \) of a 2L-level EV*MDD can encode an arbitrary function of the form
\( X \times X \rightarrow \{0,1\} \). Then, for \( σ \geq 0 \), the pair \( ⟨σ,r⟩ \) encodes an arbitrary function of the
form \( X \times X \rightarrow \{0,σ\} \), where EV*MDD levels \( (1,...,2L) \) correspond to state variables
\( (x'_1,x_1,...,x'_L,x_L) \), that is, we use an interleaved order to describe the transition rate from
\( x \) to \( x' \). With a monolithic approach, we can then store \( R \) using a single EV*MDD \( ⟨σ,r⟩ \)
where \( σ \) is the largest rate in \( R \) and \( r \) encodes matrix \( R/σ \).

However, many practical systems exhibit asynchronous behavior, that is each state
change is due to some event \( e \in E \) occurring (asynchronously) somewhere in the system.
In these situations, we can employ a disjunctive partition to encode \( R \), storing a set of
EV*MDDs \( \{⟨σ_e,r_e⟩ : e \in E\} \), so that \( ⟨σ_e,r_e⟩ \) encodes matrix \( R_e \), where \( R_e(x,x') \) describes
the rate at which the system moves from state \( x \) to state \( x' \) due to the occurrence of event \( e \).
With this disjunctive partition encoding, $R = \sum_{e \in E} R_e$ does not have to be built explicitly; rather, the individual matrices $R_e$ are directly used in the numerical computations used to solve the CTMP. The idea of a disjunctive partition was initially suggested for BDDs (Burch, Clarke, & Long, 1991), although it is obviously also related to Kronecker encodings: consider Equation 76, which expresses $R$ first and foremost as a sum.

The choice between a monolithic or a disjunctive partition encoding is largely model-dependent. In most applications, the high-level language description of the model suggests what the set of asynchronous events $E$ should be. Thus, we first build the EV-MDDs for the disjuncts $R_e$ then, if desired, we can explicitly build the EV-MDD for $R$ by summing the EV-MDDs for the disjunct corresponding to each event (using the algorithm in Figure 10, for instance).

However, while the disjunct EV-MDDs are usually quite compact, the EV-MDD for $R$ obtained by summing the disjuncts $R_e$ might still be very compact, or it might grow very large. In the former case, the monolithic approach is preferable, as it allows us to directly use the EV-MDD encoding $R$ in the numerical iterations. In the latter case, the disjunctive partition approach is preferable, as it allows us to use the EV-MDD for each $R_e$ individually, without even attempting to build the monolithic EV-MDD encoding $R$.

For example, consider a simple system of four Boolean variables, $X_1$, $X_2$, $X_3$, and $X_4$, and two events. The first event, $c_{21}$, changes the value of $(X_2, X_1)$, interpreted as a 2-bit integer, in the sequence $0 \rightarrow [1] \rightarrow 1 \rightarrow [1/2] \rightarrow 2 \rightarrow [1/4] \rightarrow 3 \rightarrow [1/8] \rightarrow 0 \rightarrow [1] \rightarrow \cdots$, where the numbers in the square brackets indicate the rate of the corresponding transition. The second event, $c_{43}$, changes the value of $(X_4, X_3)$, interpreted as a 2-bit integer, in the sequence $0 \rightarrow [3] \rightarrow 1 \rightarrow [1] \rightarrow 2 \rightarrow [1/3] \rightarrow 3 \rightarrow [1/9] \rightarrow 0 \rightarrow [3] \rightarrow \cdots$. Figure 11 on the left shows the EV-MDDs encoding the matrices $R_{21}$ and $R_{43}$ corresponding to these two events, as well as the matrix $R = R_{21} + R_{43}$. (For visual simplicity, edges with value 0, which by definition point to the terminal node $\Omega$, are not shown.)

4.5.2 Adopting Ideas from Kronecker Encodings: Identity Patterns

Neither the monolithic approach nor the disjunctive partition approach exploit locality: the fact that most events (synchronously) affect only a few state variables. In other words, while each matrix $R_e$ is conceptually of size $|X| \times |X|$, it usually has a much smaller support $S_e \subseteq \{x_1, \ldots, x_L\}$. Specifically, $X_k \in S_e$ if and only if $X_k$ and $e$ are dependent: the local state $x_k$ affects the rate at which $e$ occurs (including the case where it may disable $e$ altogether, that is set its rate to 0) or is changed by the occurrence of $e$. When $X_k \notin S_e$, $X_k$ and $e$ are independent and the EV-MDD encoding $R_e$ contains identity patterns in correspondence to $x_k$. For example, the EV-MDD encoding $R_{21}$ in Figure 11 on the left exhibits such patterns with respect to variables $X_4$ and $X_3$, while the one for $R_{43}$ exhibits them for $X_2$ and $X_1$.

Essentially, these identity patterns simply describe the fact that the value of $x_k'$ (the new value of $x_k$ after the occurrence of $e$) equals the old value of $X_k$ and that the rate is not affected by the value of $X_k$, and this is true for all possible values of $X_k$. When this happens, the Kronecker encoding of event $e$ has $R_e^{(k)} = I_{x_k}$, while the quasi-reduced or the fully-reduced forms alone cannot take advantage of these common patterns. To exploit these patterns, a combination of the fully-reduced form, for unprimed level $X_k$, and a new
identity-reduced form (Ciardo & Yu, 2005) for primed level $X'_k$, is needed. This allows us to encode $R_e$ in an EV*MDD which has nodes only at (unprimed and primed) levels corresponding to state variables in $S_e$. A further advantage of this fully-identity-reduced form is that the resulting decision diagrams, unlike a Kronecker encoding, also recognize and exploit partial identity patterns (those arising in models where $X_k$ remains unchanged after $e$ occurs in certain states but not in others). Figure 11 on the right shows the encoding of the same matrices $R_{21}$, $R_{43}$, and $R$, but using this new fully-identity-reduced form.

4.5.3 BEYOND KRONECKER: DISJUNCTIVE-THEN-CONJUNCTIVE PARTITION ENCODING

We can push the decomposition further by employing a disjunctive-then-conjunctive partition approach. This idea was first introduced for logic analysis (Ciardo & Yu, 2005) but it is also related to Equation 76, which expresses $R$ as a sum of products. This is particularly appropriate for globally-asynchronous locally-synchronous systems, where not only each state change is due to an (asynchronous) event $e \in E$, but the occurrence of $e$ de-
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... changes only a few state variables. Each \( R_e \) is then further decomposed into the product of \( m \) matrices, \( R_e = \prod_{1 \leq c \leq m} R_e^{(c)} \) and, again, each matrix \( R_e^{(c)} \) is conceptually of size \( |X| \times |X| \) but, in practice, it usually has a small support \( S_e^{(c)} \). Specifically, \( X_k \in S_e^{(c)} \) if and only if the fully-identity-reduced EV\(^*\)MDD for \( R_e^{(c)} \) contains a node associated to \( X_k \) or \( X_k' \). We restrict ourselves to the case where the supports of the conjuncts for an event are disjoint, so that \( \bigcup_{1 \leq c \leq m} S_e^{(c)} = S_e \) and each \( S_e^{(c)} \) is substantially smaller than \( S_e \). For example, when a Kronecker encoding for \( R_e \) exists, that is \( R_e = \bigotimes_{1 \leq k \leq L} R_e^{(k)} \), we have \( S_e^{(k)} = \{X_k\} \) for each \( X_k \in S_e \), that is for each \( R_e^{(k)} \neq I_{n_k} \); in this case, a disjunctive-then-conjunctive approach that uses an EV\(^*\)MDD to store each \( R_e^{(c)} \) is as compact as the disjunctive partition approach that uses an EV\(^*\)MDD to store each \( R_e \), and both are essentially just as compact as the Kronecker approach (except that they can save additional memory by exploiting partial identity patterns).

The disjunctive-then-conjunctive approach is instead distinctly more efficient when the Kronecker approach is not applicable (that is, when the Kronecker approach would require an enormous set of events to correctly describe \( R \)), but it can nevertheless be seen as an extension of the Kronecker approach. Consider using the decomposition of Equation 75:

\[
R_e = \bigotimes_{1 \leq k \leq L} R_e^{(k)} = \prod_{1 \leq k \leq L} P_{n_1:k,n_k+1:L}^\top \cdot (I_{n_k} \otimes R_e^{(k)}) \cdot P_{n_1:k,n_k+1:L}
\]

where the last step simply stresses that, when \( R_e^{(k)} = I_{n_k} \), the corresponding factor is just \( I_{n_1:L} \) and can be skipped.

This is the idea behind the *Shuffle Algorithm* (Fernandes, Plateau, & Stewart, 1998), which, as observed by Buchholz, Ciardo, Donatelli, and Kemper (2000), is very efficient, but only when the matrices \( R_e^{(k)} \) are not “too sparse.” (The perfect shuffle pre- and post-multiplications are essentially free; they simply describe a different state indexing.)

Then, the disjunctive-then-conjunctive approach extends the Kronecker expression of \( R_e \) to allow situations where the factors are not restricted to a support consisting of just one variable, but still exploits each factor’s locality:

\[
R_e = \prod_{1 \leq c \leq m} P_{S_e^{(c)}}^\top \cdot (I_{S_e^{(c)}} \otimes R_{S_e^{(c)}}) \cdot P_{S_e^{(c)}}
\]

(77)

where \( P_{S_e^{(c)}}^\top \) and \( P_{S_e^{(c)}} \) are perfect shuffle permutations that respectively move all dependent state variables in \( S_e^{(c)} \) at the end of the variable order and back to their original position, \( I_{S_e^{(c)}} \) is the identity matrix of size \( \prod_{X_k \notin S_e^{(c)}} n_k \) (the skipped levels), and \( R_{S_e^{(c)}} \) is a square matrix of size \( \prod_{X_k \in S_e^{(c)}} n_k \) (the conjunct encoded by an EV\(^*\)MDD if we ignore the skipped levels corresponding to state variables not in \( S_e^{(c)} \)).

Since the supports \( S_e^{(c)} \) are disjoint, this generalization of the Kronecker approach comes at no additional cost and essentially corresponds to a Kronecker approach where we allow each event to be defined on a different set of state variables, each set corresponding to
a different partition of the “basic” state variables \((X_1, \ldots, X_L)\). In this case, building the \(EV^*\)MDD for \(R_e\) by multiplying the \(EV^*\)MDDs for each \(R_{S_e}^{(c)}\) does not involve any numeric multiplication, but it grows the size of the diagram if the spans of the sets \(S_e^{(c)}\) are not disjoint; for example, if \(S_e^{(1)} = \{X_3, X_7\}\) and \(S_e^{(2)} = \{X_4, X_6\}\), then each path from \(X_7\) to \(X_3\) in the \(EV^*\)MDD for \(R_e\) will contain a copy of the entire \(EV^*\)MDD encoding \(R_e^{(2)}\).

### 4.5.4 Numerical Solutions with Decision Diagrams

We have described a method for storing the rate or intensity matrix compactly for common process models. We now address the use of these data structures in CTMP computations. The literature surrounding decision diagrams and CTMPs is primarily concerned with computation of the unconditional distribution of the resulting process, either at a finite time or (more commonly) in the limit of infinite time (the stationary distribution). We follow the convention of this literature and refer to this as the solution of the process. Model estimation, solutions conditioned on evidence, and computations of marginals or other statistics are, to our knowledge, unexplored for these representations, but we return to this later.

When matrix \(R\) is stored using \(2L\)-level \(EV^*\)MDDs (using a monolithic, a disjunctive partition, or a disjunctive-then-conjunctive partition encoding), the traditional numerical solution algorithms need to be adjusted accordingly. First of all, when seeking an exact solution, neither the stationary vector \(\pi\) nor the transient vector \(\pi(t)\) admit a compact \(EV^*\)MDD representation (unless the modeled system contains extensive symmetries or is composed of completely independent subsystems, which is rarely the case in practice).

Two approaches have been explored. For an exact solution for the stationary distribution \(\pi\) (the null-space of \(Q\)), a hybrid approach (Kwiatkowska, Norman, & Parker, 2004) is usually best, where the solution is stored as a full vector of reals having size equal to the number of reachable states (\(|X_{rch}\|\), equal to \(|X|\) only if all states are reachable) while the rate matrix \(R\) is stored with \(EV^*\)MDDs, and the expected holding time vector \(h\) (the inverse absolute values of the diagonal of \(Q\)) is stored either as a full vector or with \(EV^*\)MDDs. Clearly, such an approach scales the size of the tractable problems by eliminating the main memory obstacle (the storage of \(R\)), only to encounter the next memory obstacle (the storage of the solution vector). For example, Figure 12 shows the pseudocode for a classic Jacobi-style stationary solution of an ergodic CTMP when the transition rate matrix is monolithically encoded by the \(EV^*\)MDD \((\sigma, r)\), while the state space \(X_{rch}\) is indexed by an \(EV^*\)MDD \((0, p)\), as previously discussed, so that, for each \(i \in X\), we can compute \(\phi_{X_{rch}}(i)\), an index between 0 and \(|X_{rch}| - 1\) included if \(i \in X_{rch}\), or \(\infty\) if \(i \not\in X_{rch}\). Function \(\phi_{X_{rch}}\) is used to index entries of the solution vector: \(\pi^{new}\) and \(\pi^{old}\). The holding time vector is stored as the full vector \(h\), also indexed by \(\phi_{X_{rch}}\) (but it could have been stored using \(EV^*\)MDDs instead). At each recursive call of JACOBI_RECUR, we descend a “from” and a “to” level from the current rate matrix \(EV^*\)MDD node and a single level from the corresponding “source” and “destination” \(EV^*\)MDD nodes (these are needed to index the full vectors of reals, and are initially both set to \((0, p)\), encoding the entire \(\phi_{X_{rch}}\) function). Note that, in the simple case when all states are reachable (that is, \(X = X_{rch}\)) the indexing function \(\phi_{X_{rch}}\) is just the mixed-base value \(\phi(i) = \sum_{1 \leq k \leq L} i_k \cdot n_{1:k-1}\) discussed in Section 4.3 and, as such, it does not really require an \(EV^*\)MDD for its encoding; on the other hand, as shown in Figure 9, this \(EV^*\)MDD is just a single path of nodes, so its use does not carry
▷ Computes $\pi$ such that $\pi Q = 0$. $\langle \sigma, r \rangle$ is $R$, $\langle 0, p \rangle$ is $\phi_{rch}$

```plaintext
function JACOBI ITERATION(EV^*MDD($\sigma, r$), EV^+MDD($0, p$))
    $\pi^{old} \leftarrow \text{"initial guess"}$  ▷ Real vector of size $|X_{rch}|$, visible to JACOBI RECUR
    num_iter $\leftarrow 0$
    repeat
        $\pi^{new} \leftarrow \text{zero vector}$  ▷ Real vector of size $|X_{rch}|$, visible to JACOBI RECUR
        JACOBI RECUR($L, \langle \sigma, r \rangle, \langle 0, p \rangle, \langle 0, p \rangle$)
        for all $i \in \{0, \ldots, |X_{rch}| - 1\}$ do
            $\pi^{new}[i] \leftarrow \pi^{old}[i] \cdot h[i]$  ▷ $h$ is the holding time vector
        end for
        swap($\pi^{old}, \pi^{new}$)
        num_iter $\leftarrow$ num_iter + 1
    until num_iter $>$ MAX ITER or CONVERGED($\pi^{old}, \pi^{new}$)
    ▷ for example, using a relative or absolute test
```

▷ Computes $\pi^{new} \leftarrow \pi^{old} R$

```plaintext
function JACOBI RECUR(level $k$, EV^*MDD($\sigma, m$), EV^+MDD($\eta_{src}, src$), EV^+MDD($\eta_{des}, des$))
    if src $=$ des $= \Omega$ then
        $\pi^{new}[\eta_{des}] \leftarrow \pi^{new}[\eta_{des}] + \pi^{old}[\eta_{src}] \cdot \sigma$
    return
    for $i$ from 0 to $n_k - 1$ s.t. $m[i].val \neq 0$ and src[i].val $\neq \infty$ do  ▷ “from” level $k$
        for $j$ from 0 to $n_k - 1$ s.t. $m[i][j].val \neq 0$ and des[j].val $\neq \infty$ do  ▷ “to” level $k'$
            $\eta_{src}' \leftarrow \eta_{src} + src[i].val$
            $\eta_{des}' \leftarrow \eta_{des} + des[j].val$
            $\sigma' \leftarrow \sigma \cdot m[i][j].val$
            JACOBI RECUR($k - 1, \langle \sigma', m[i][j].ch \rangle, \langle \eta_{src}, src[i].ch \rangle, \langle \eta_{des}, des[j].ch \rangle$)
        end for
    end for
```

Figure 12: A Jacobi-style iteration for the stationary solution ($\pi Q = \frac{d\pi}{dt} = 0$) when $R$ (non-diagonal elements of $Q$) is stored as a monolithic EV^*MDD and $h$ (inverse absolute value of the diagonal elements of $Q$) is stored in a vector. $\langle \sigma, r \rangle$ is the encoding of $R$ and $\langle 0, p \rangle$ is the encoding of the mapping from states to indices (for $\pi$ and $h$).

any overhead. A similar hybrid approach can be used to compute a transient solution using a uniformization-style algorithm where $R$ is also stored using EV^*MDDs but, again, the size of the full vectors limits scalability.

The filtering and smoothing operations as described in Section 2.5 have not been explicitly tackled for decision-diagram encodings. However, if we are willing to represent the distribution exactly (as above), we can do the necessary vector-matrix multiplications directly on the decision-diagrams (without expanding them). Estimating an EV^*MDD representation of $R$ from data is completely unexplored.

To tackle larger problems we must instead be willing to accept an approximate solution. However, work in this area is mostly restricted to systems exhibiting special structures.
One exception is the work of Wan et al. (2011), which addresses the stationary solution of arbitrary ergodic CTMPs whose state space is encoded as an MDD and whose transition rate matrix is encoded as one or more EV*MDDs. The approach uses $L$ different approximate aggregations of the exact CTMP and solves them iteratively, until reaching a fixpoint. This approach provides an exact solution under certain conditions — essentially, if the system has a so-called “product-form” (Baskett, Chandy, Muntz, & Palacios-Gomez, 1975). Unfortunately, no similar approximation for the transient solution of a structured CTMP has been proposed so far.

Thus for state spaces large enough that a single vector over their values cannot be maintained, the literature for inference and estimation with these models is very limited. However, in the next section we describe a different model that can be viewed as a restricted form of the disjunctive EV*MDD encoding of this section. This model has many inference and estimation method and we believe this link between the two may allow for those methods to be extended to more general decision-diagram representations.

5. Continuous-Time Bayesian Networks

In the artificial intelligence and machine learning literatures, continuous-time Bayesian networks (CTBNs) (Nodelman, Shelton, & Koller, 2002) were developed as an extension of dynamic Bayesian networks (DBNs). As we discuss in this section, they are a more limited case of the disjunctive EV*MDD encodings above. However, approximate methods and computations conditioned on evidence have been more extensively developed for CTBNs.

A CTBN consists of a set of variables, $\{X_1, X_2, \ldots, X_L\}$, a directed graph $G$ with a one-to-one mapping between the nodes and the variables, a set of conditional intensity matrices for each variable, and an initial distribution. The initial distribution is usually described as a Bayesian network (to keep its description compact), but many of the algorithms and theory hold for other compact distribution representations.

The graph $G$ describes instantaneous influence of variables on each other. An edge from $X_i$ to $X_j$ denotes that the rates of transitions of $X_j$ depend on the instantaneous value of $X_i$. Note that $G$ may be cyclic.

These dependent rates are captured in the conditional intensity matrices. Let $n_i$ be the number of states for variable $X_i$. We denote the parents of variable $X_i$ as $\text{Par}_i$ and a joint assignment to $\text{Par}_i$ as $\text{par}_i$. The set of conditional intensity matrices for variable $X_i$ consists of one $n_i$-by-$n_i$ intensity matrix for each possible instantiation $\text{par}_i$: $Q_{X_i|\text{par}_i}$, for which we denote element $x_i, x'_i$ as $q_{x_i, x'_i|\text{par}_i}$, the rate of $X_i$ transitioning from $x_i$ to $x'_i$ when $\text{Par}_i$ have values $\text{par}_i$.

Semantically, a CTBN is a continuous-time Markov process over the joint state space of all constituent variables. We let $\delta(x, x')$ be equal to the set of variables whose assignments differ between joint assignments $x$ and $x'$. The joint intensity matrix for the entire process can be described as

$$q_{x, x'} = \begin{cases} \sum_{i=1}^L q_{x_i, x'_i|\text{par}_i} & \text{if } \delta(x, x') = \{\} \\ q_{x_i, x'_i|\text{par}_i} & \text{if } \delta(x, x') = \{X_i\} \\ 0 & \text{otherwise} \end{cases}$$

(78)
where \( \text{par}_i \) is the assignment to \( \text{Par}_i \) in \( \mathbf{x} \). The intensity of transition between two states that differ only by one variable can be read from the appropriate conditional intensity matrix for that variable. The intensity of transition between any other two states (that differ by more than one variable) is zero. The diagonal elements are filled in to be the negative row sums. This process allows two variables to transition at arbitrarily close times, but not at exactly the same time.

A CTBN retains the local Markov properties of a standard Bayesian network. In particular, a variable (local process) is independent of its non-descendants, given its parents. Of course, because of cycles, parents may also be descendants, but this does not pose a problem to the definition. Note, however, that \( \text{given} \) refers to conditioning on the entire trajectory of a variable (from the starting time until the ending time, after which no variables are queried or observed). Conditioning on the current value is not sufficient (even for rendering only the current values independent).

The global Markov properties also hold. The Markov blanket for a variable is the union of the sets of its parents, its children, and its children’s parents. Note that these sets can have significant overlap, as cycles are permitted. Conditioned on its Markov blanket, a variable is independent of all other variables.

5.1 Connections to Other Representations

A CTBN can be related to a number of other representations. For instance, Portinale and Codetta-Raiteri (2009) link CTBNs to stochastic Petri nets (Ajmone Marsan, Balbo, Conte, Donatelli, & Franceschinis, 1995). Donatelli (1994) shows the translation from stochastic Petri nets to Kronecker operators and Ciardo, Zhao, and Jin (2012) show the translation from (ordinary, timed, or stochastic) Petri nets to various classes of decision diagrams. However, below we concentrate on more direct comparisons of the approaches presented in this tutorial.

Figure 13 shows a simple small CTBN of two binary variables \((X_1 \text{ and } X_2)\) and one ternary variable \((X_3)\). We will use this as a running example for how to convert from a CTBN to other compact representations.
5.1.1 Connection to DBN

From a CTBN, we can construct a dynamic Bayesian network (DBN) whose parameters are a function of the time between slices such that its limit as this time-slice width approaches zero is the original CTBN. In particular, the DBN has no intra-time-slice edges (this is because two variables in the CTBN cannot change at exactly the same time). If $X_i$ has parents $\text{Par}_i$ in the CTBN, then it has the same parents (at the previous time slice) plus its previous value in the DBN. Figure 14 shows the CTBN of Figure 13 as a DBN. If $X_i$ in the CTBN has an intensity matrix $Q_{X_i|\text{Par}_i}$ for parent values $\text{Par}_i$, then the corresponding variable in the DBN has the conditional probability distribution

$$p_{\text{DBN}}(x'_i|x_i, \text{Par}_i) = \delta_{x'_i,x_i} + \delta t q_{x_i,x'_i|\text{Par}_i} \quad (79)$$

where $x'_i$ is the value of $X_i$ at the “next” time step (and $x_i$ and $\text{Par}_i$ are the values at the “previous” time step), $\delta_{x'_i,x_i}$ is 1 if $x'_i = x_i$ and 0 otherwise, and $\delta t$ is the time between time slices. The limit of this process as $\delta t$ approaches 0 is the original CTBN.

5.1.2 Connection to Kronecker Algebra

The joint intensity matrix expressed in Equation 78 can also be written as a sum of Kronecker products. We need first to define a conceptually simple, but notationally cumbersome, term. First, let $\Delta_{i,j}$ be a matrix of all 0, except for a single 1 in location $i,j$ (same as before). Second, let $\hat{Q}_{X_i|\text{Par}_i}$ denote the Kronecker product of one matrix for each variable in the CTBN. If the variable is $X_i$, the matrix is $Q_{X_i|\text{Par}_i}$. If the variable is a parent of $X_i$ and has value $x_k$ in $\text{Par}_i$, then the matrix is $\Delta_{x_k,x_k}$. Otherwise, the matrix is the identity matrix. In this way this Kronecker product distributes the elements of $Q_{X_i|\text{Par}_i}$ to the relevant entries of the joint intensity matrix.

We can now define the joint intensity matrix. Let $\hat{Q}_{X_i}$ be $\sum_{\text{Par}_i} \hat{Q}_{X_i|\text{Par}_i}$. Then, $Q = \sum_i \hat{Q}_{X_i}$. Figure 15 gives an example for the CTBN of Figure 13. Figure 16 gives another example. While the Kronecker product in general does not handle the diagonal elements, the expansion works for the intensity matrix in this case, since only one of the matrices in each product is non-diagonal.

Figure 14: A DBN whose limit as $\delta t \rightarrow 0$ approaches the CTBN of Figure 13.
\[
\tilde{Q}_{X_1} = \sum_{x_2} Q_{X_1|x_2} \otimes \Delta_{x_2,x_2} \otimes I \\
\tilde{Q}_{X_2} = \sum_{x_1} \Delta_{x_1,x_1} \otimes Q_{X_2|x_1} \otimes I \\
\tilde{Q}_{X_3} = \sum_{x_2} I \otimes \Delta_{x_2,x_2} \otimes Q_{X_3|x_2} \\
Q = \tilde{Q}_{X_1} + \tilde{Q}_{X_2} + \tilde{Q}_{X_3}
\]

Figure 15: Sum of Kronecker encoding of the rate matrix \(Q\) of the CTBN in Figure 13.

\[
\hat{Q}_W = Q_W \otimes I \otimes I \otimes I \\
\hat{Q}_X = \sum_z I \otimes Q_{X|z} \otimes I \otimes \Delta_{z,z} \\
\hat{Q}_Y = \sum_w \Delta_{w,w} \otimes I \otimes Q_{Y|w} \otimes I \\
\hat{Q}_Z = \sum_{x,y} I \otimes \Delta_{x,x} \otimes \Delta_{y,y} \otimes Q_{Z|x,y} \\
Q = \hat{Q}_W + \hat{Q}_X + \hat{Q}_Y + \hat{Q}_Z
\]

Figure 16: Sum of Kronecker product encoding of a CTBN with more than one parent per node.

5.1.3 Connection to Decision Diagrams

The above decomposition of a CTBN into a sum of Kronecker products helps clarify the connection to the edge-valued decision diagrams of the previous section. A CTBN is a particularly structured version of the disjunctive EV\(^*\)MDD encoding of Section 4.5.1 paired with the identity encoding of Section 4.5.2. In particular, a CTBN describes a CTMP which can also be described by a sum of EV\(^*\)MDDs in fully-identity-reduced form. The two descriptions have the same order space complexity. The decision-diagram encoding has one EV\(^*\)MDD for each variable and each joint value for its parents.

Figure 17 shows the disjunction of EV\(^*\)MDDs for the CTBN in Figure 13. Each EV\(^*\)MDD only encodes the non-identity matrices in the Kronecker product expression; the identity matrices are implied by the fully-identity-reduced form. As another example, for the CTBN in Figure 16, we could construct 9 EV\(^*\)MDDs: 1 for \(W\), 2 for each of \(X\) and \(Y\), and 4 for \(Z\).
Note that a disjunction of EV\textsuperscript{*}MDDs can compactly encode structure within a variable’s local rate matrix, while a CTBN cannot. In this way, they represent a generalization that can exploit context-sensitive independence.

Whether merging EV\textsuperscript{*}MDDs for a given variable or merging EV\textsuperscript{*}MDDs for multiple variables will result in a reduction or increase in the representation size is largely an empirical question. However, we would generally expect an increase in size because only one transition is allowed at a time, so the paths through the levels must remember whether any previous variable has changed and, if so, which one (for example, as in Figure 11).

5.2 Sampling

Sampling from a CTBN can be done by straight-forward application of the sampling method described in Section 2.1. We need not construct the full intensity matrix. Instead, for any joint assignment $\mathbf{x}$, we can find the diagonal element by summing the diagonals of the relevant conditional intensity matrices. This gives us the rate of the exponential to sample for the time to the next variable change. We can read the intensities for each variable’s potential transitions from the relevant row of its conditional intensity matrix and we select a variable and the new state for that variable in proportion to the intensity. This process takes $O(L)$ time for each transition (where $L$ is the number of variables).

We can do better by exploiting the racing and memoryless properties of exponential distributions (discussed in Section 2.1). To select which variable transitions next, we will race exponential distributions for each variable with rates of the corresponding diagonal
function SampleCTBN(CTBN, initial distribution $\pi_0$, end time $T$)
    Let $T_r \leftarrow$ empty trajectory
    Let $(x_1, x_2, \ldots, x_L) \leftarrow$ joint sample from $\pi_0$ >> As per algorithm for $\pi_0$'s representation
    for $i$ from 1 to $L$ do
        Add $(X_i = x_i \oplus 0)$ to $T_r$
    Let $t \leftarrow 0$
    Let $E \leftarrow$ an empty event priority queue of time-variable pairs.
    repeat
        for all variables $X_i$ that do not have an event in $E$ do
            Sample $\Delta t$ from an exponential with rate $q_{x_i | \text{par}_i}$
            Add $\langle t + \Delta t, X_i \rangle$ to $E$
        Let $\langle t, X_i \rangle \leftarrow$ the earliest event in $E$ >> Update $t$ and get new variable to change
        if $t < T$ then
            Sample $x_i'$ from a multinomial proportional to $q_{x_i, x_i' | \text{par}_i}$
            Let $x_i \leftarrow x_i'$ >> Update local copy of variable assignments
            Add $(X_i = x_i \oplus t)$ to $T_r$
            Remove $X_i$ and all children of $X_i$ from $E$ >> Their times must be resampled
        until $t \geq T$

Figure 18: Algorithm to sample from CTBN

elements of their conditional intensity matrices. We then note that if a variable is not chosen, we can treat its transition time as two separate random draws: a draw stating that its transition time is after the chosen time and a draw stating when after the chosen transition time it will next transition (because of the memoryless property of the exponential distribution). That means that if the chosen transition did not affect the rate for the variable in question, we do not need to resample its transition time. By using a priority queue for transitions times (not durations), we can reduce the running time per transition to $O(D \ln L)$ where $D$ is the maximal out-degree of the graph. This method is made explicit in Figure 18.

5.3 Inference

Inference in a CTBN is the process of calculating an expected value of the full trajectory, given some partial trajectory. The most basic case is to infer the conditional probability of a single variable at a single time point (the expectation of an indicator function) given a partial trajectory. There are many ways in which a trajectory may be partial. The most obvious for a variable-based model like a CTBN is to have variables only observed at particular times and intervals. Each variable can have its own observation times and intervals. Thus, for each variable, we assume we have evidence like that of Section 2.5.1: There are time points at which the variable has known values and there are time intervals during which the variable has known values (which might include observations of transitions).

Unfortunately, even if there is no evidence, this problem is NP-hard. In particular, deciding whether the marginal probability of a single value of a single variable at a single
Thus, all known algorithms for CTBN inference have exponential (in the number of variables) running time. The simplest method is to treat the CTBN as a general CTMP with a single intensity matrix $Q$. We can apply the forward and backward passes of Section 2.5. While the intensity matrix can be stored in compact form, the resulting vectors require space for each instantiation to every variable in the CTBN (exponential space). We need only keep values for states consistent with the evidence. Thus, if at all times only a few variables are unobserved, the inference is tractable. But, if there are periods during which many variables are unobserved, we require approximate inference methods (overviewed in Section 5.5).

Other than calculating the probability of a variable at a time, the other common case of inference is to calculate the expected sufficient statistics. As shown in Section 5.4.1, this means calculating $\bar{N}[x_i, x'_i|\text{par}_i]$ and $\bar{T}[x_i|\text{par}_i]$ for all values of $i$, $x_i$, $x'_i$, and $\text{par}_i$. The former is the expected number of times variable $X_i$ transitioned from $x_i$ to $x'_i$ while its parents were in state $\text{par}_i$, and the latter is the expected amount of time variable $X_i$ was in state $x_i$ while its parents were in state $\text{par}_i$.

The proof for marginal calculation can easily be adapted to show that deciding whether these quantities are non-zero is also NP-hard. Therefore, the only known method is to again treat the system as a general CTMP with a single large $Q$ matrix. We can then apply Equation 65 and Equation 64 to find the expected number of transitions and expected amount of time for any joint assignments. If we let $J(x_i, \text{par}_i)$ be the set of joint assignments to all variables that are consistent with $X_i = x_i$ and $\text{Par}_i = \text{par}_i$, we can find the expected sufficient statistics for the CTBN as

$$\bar{T}[x_i|\text{par}_i] = \sum_{x \in J(x_i, \text{par}_i)} \bar{T}[x]$$

$$\bar{N}[x_i, x'_i|\text{par}_i] = \sum_{x \in J(x_i, \text{par}_i)} \sum_{x' \in J(x'_i, \text{par}_i)} \bar{N}[x, x']$$

### 5.4 Parameter and Graph Estimation

The initial distribution of a CTBN can be estimated separately using any standard method for estimation of a Bayesian network (or whatever other compact representation is desired). This requires only data about the value of the trajectory’s value (or trajectories’ values) at time 0.

We will concentrate on estimation of the rate parameters and dynamics graph structure ($\mathcal{G}$). This exposition will assume there is a single trajectory, $\mathcal{T}$. However, multiple trajectories can be used by summing their sufficient statistics.

#### 5.4.1 Parameter Estimation

The set of CTBNs with a fixed graph structure is just a subset of the exponential family of CTMPs in which most parameters are fixed to 0 and many of the remaining ones are tied to each other (share the same value). Thus, the log-likelihood of Equation 30 applies here...
too, but where the sufficient statistics for tied parameters are summed:

\[
\ln p_{\text{CTBN}}(\mathcal{T}) = \ln P_0(\mathcal{T}(0)) + \sum_{i,\text{par}_i, x_i} \left( -T[x_i|\text{par}_i]q_{x_i|\text{par}_i} + \sum_{x_i'\neq x_i} N[x_i, x_i'|\text{par}_i] \ln q_{x_i, x_i'|\text{par}_i} \right)
\]

\[
= \ln P_0(\mathcal{T}(0)) + \sum_{i,\text{par}_i, x_i, x_i' \neq x_i} \left( -T[x_i|\text{par}_i]q_{x_i, x_i'|\text{par}_i} + N[x_i, x_i'|\text{par}_i] \ln q_{x_i, x_i'|\text{par}_i} \right)
\]

\[
= \ln P_0(\mathcal{T}(0)) + \sum_i l_{X_i}(\mathcal{T})
\]

where \(i\) ranges over variables, \(\text{par}_i\) ranges over joint assignments to the parents of \(i\), and \(x_i\) and \(x_i'\) range over differing assignments to \(X_i\). \(T[x_i|\text{par}_i]\) denotes the amount of time \(X_i = x_i\) while \(\text{Par}_i = \text{par}_i\). Similarly, \(N[x_i, x_i'|\text{par}_i]\) denotes the number of transitions of \(X_i\) from \(x_i\) to \(x_i'\) while \(\text{Par}_i = \text{par}_i\). These new sufficient statistics are sums of the sufficient statistics of the flat CTMP, summing over all assignments to all CTBN variables in which \(X_i\) and \(\text{Par}_i\) remain the same (see Equations 80 and 81). Given a complete trajectory, we can construct them directly without employing such (exponentially large) sums. The last line above is by definition of \(l_{X_i}\), the “local log-likelihood” of variable \(X_i\). Note that this is a function only of the trajectories of \(X_i\) and its parents (not of all of \(\mathcal{T}\)).

Maximizing Equation 83 is a straightforward extension of maximizing Equation 30:

\[
\hat{q}_{x_i, x_i'|\text{par}_i} = \frac{N[x_i, x_i'|\text{par}_i]}{T[x_i|\text{par}_i]}
\]

We can produce Bayesian posterior distributions over the parameters if we take independent conjugate prior distributions over each \(q_{x_i, x_i'|\text{par}_i}\) parameter (Nodelman et al., 2003). Just as for a flat CTMP, our conjugate prior is a gamma distribution with hyper-parameters \(\alpha_{x_i, x_i'|\text{par}_i}\) and \(\tau_{x_i, x_i'|\text{par}_i}\) for parameter \(q_{x_i, x_i'|\text{par}_i}\). The resulting posterior is also a gamma distribution with corresponding hyper-parameters \(\alpha_{x_i, x_i'|\text{par}_i} + N[x_i, x_i'|\text{par}_i] + \tau_{x_i, x_i'|\text{par}_i} + T[x_i|\text{par}_i]\). Thus the MAP parameter estimates are

\[
\hat{q}_{x_i, x_i'|\text{par}_i} = \frac{N[x_i, x_i'|\text{par}_i] + \alpha_{x_i, x_i'|\text{par}_i}}{T[x_i|\text{par}_i] + \tau_{x_i, x_i'|\text{par}_i}}
\]

5.4.2 Structure Estimation

Estimating the CTBN structure could be accomplished by statistical tests of the independence of the processes. Yet, we are unaware of any methods that use this or of suitable independence tests.

Instead, CTBN structures have been estimated by graph scoring functions. If the score function decomposes as the likelihood does (Equation 83) into a sum of terms, one per variable, in which the selection of a variable’s parents only affects the term for the same variable, the search for the maximal scoring graph is very simple. Each variable’s parents can be chosen independently by maximizing the corresponding term in the sum. While there are an exponentially large (in the total number of variables) number of parent sets
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to consider for each variable, if we limit the cardinality of parent sets to no more than $D$, then each variable’s parents can be chosen by exhaustive search and the total running time is $O(L2^D)$, which is linear in the number of variables, $L$.

This is in contrast to Bayesian networks where a similar strategy does not lead to an efficient algorithm (unless a variable ordering is known a priori). Learning CTBNs structure is efficient because there are no restrictions on the graph: A CTBN’s graph may be cyclic. A similar situation arises with dynamic Bayesian networks (DBNs). If we only allow inter-time-slice edges (those from the “previous” time point to the “current” time point), the graph structure may be searched efficiently, like in CTBNs. However, if we allow intra-time-slice edges (those within the “current” time point) in a DBN, we must enforce acyclicity constraints and the search is no longer efficient.

The Bayesian information criterion (Lam & Bacchus, 1994) can be made into a score:

$$score_{BIC}(\mathcal{G} : \mathcal{T}_r) = \left( \sum_i l_{X_i}(\mathcal{T}_r) \right) - \frac{\ln |\mathcal{T}_r|}{2} \text{Dim}(\mathcal{G})$$

$$= \sum_i \left( l_{X_i}(\mathcal{T}_r) - \frac{\ln |\mathcal{T}_r|}{2} |Q_{X_i|\text{par}_i}| \right)$$

where $\text{Dim}(\mathcal{G})$ is the number of independent parameters in the network defined by the graph $\mathcal{G}$ and $|Q_{X_i|\text{par}_i}|$ is the number of independent parameters in the conditional intensity matrices associated with $X_i$. This second term is equal to $n_i(n_i - 1)$ (because the diagonal elements are not independent) times the number of parent instantiations. The data size, $|\mathcal{T}_r|$, is the number of transitions in the trajectory $\mathcal{T}_r$ (or in the total data set if it consists of multiple trajectories). This score is consistent (Nodelman et al., 2003) because the term $l_{X_i}(\mathcal{T}_r)$ grows linearly with the amount of data and represents the likelihood and the second term grows logarithmically with the amount of data and penalizes excess parameters.

A Bayesian score can also be constructed by placing a prior on graphs (as well as parameters) and finding the maximum of $\ln P(\mathcal{G} \mid \mathcal{T}_r) = \ln p(\mathcal{T}_r \mid \mathcal{G}) + \ln P(\mathcal{G}) - \ln p(\mathcal{T}_r)$. The last term isn’t affected by the choice of $\mathcal{G}$, so we drop it. We assume structure modularity: $\ln P(\mathcal{G}) = \sum_i \ln P(\text{Par}_i)$. The remaining data term, $\ln P(\mathcal{T}_r \mid \mathcal{G})$, is the (logarithm of the) integral of the likelihood multiplied by the prior, over all possible parameter values. Using the independent gamma priors from above, this decomposes into a separate term for each variable (dropping the $\ln P_0(\mathcal{T}_r(0))$ term which does not affect the choice of $\mathcal{G}$):

$$\ln p(\mathcal{T}_r \mid \mathcal{G}) = \sum_{i, \text{par}_i \neq x'} \ln \int_0^\infty \frac{(\tau_{x_i,x'}|\text{par}_i)^{\alpha_{x_i,x'}|\text{par}_i}+1}{\Gamma(\alpha_{x_i,x'}|\text{par}_i)+1} \exp \left[ - (T[x_i|\text{par}_i] + \tau_{x_i,x'}|\text{par}_i) q_{x_i,x'}|\text{par}_i \right]$$

$$\times (N[x_i,x'|\text{par}_i] + \alpha_{x_i,x'}|\text{par}_i) \ln q_{x_i,x'}|\text{par}_i \right] \ dq_{x_i,x'}|\text{par}_i$$

$$= \sum_i \sum_{\text{par}_i \neq x'} \ln \left( \frac{(\tau_{x_i,x'}|\text{par}_i)^{\alpha_{x_i,x'}|\text{par}_i}+1}{\Gamma(\alpha_{x_i,x'}|\text{par}_i)+1} \right) \Gamma(N[x_i,x'|\text{par}_i] + \alpha_{x_i,x'}|\text{par}_i, + 1)$$

$$\times \frac{\Gamma(N[x_i,x'|\text{par}_i] + \alpha_{x_i,x'}|\text{par}_i, + 1)}{(T[x_i|\text{par}_i] + \tau_{x_i,x'}|\text{par}_i) N[x_i,x'|\text{par}_i] + \alpha_{x_i,x'}|\text{par}_i, + 1)}$$

$$= \sum_i l_{\text{score}_{B}(\text{par}_i : \mathcal{T}_r)}$$
where the last line is by the definition of \( lscore_B \). This derivation is almost the same as the one given in Nodelman et al. (2003). The difference is that our prior consists of a gamma distribution for each independent variable whereas their prior consists of a gamma distribution for each diagonal rate parameter and a Dirichlet prior over the ratios \( q_{x_i} / q_{x_i}^{\text{par}_i} \). The two are equivalent, but parameterized differently.

The Bayesian score is therefore

\[
\text{score}_B(G : \mathcal{T}) = \sum_i lscore_B(\text{par}_i : \mathcal{T}) + \ln P(\text{Par}_i) .
\] (92)

It converges to the BIC score in the limit of infinite data (Nodelman et al., 2003) and is therefore also consistent.

### 5.4.3 Incomplete Data

For the case where the trajectory \( \mathcal{T} \) is incomplete, we are back in the same situation as in Section 2.6. As the likelihood takes the same form in a CTBN as in a general CTMP, the solutions for maximizing the likelihood of this incomplete trajectory have the same form. Namely, if we compute the expected sufficient statistics (using inference), we can apply gradient ascent or expectation-maximization to find the maximum likelihood parameters. The gradient is

\[
\frac{\partial p(\mathcal{T})}{\partial q_{x_i,x_i'}^{\text{par}_i}} = p(\mathcal{T}) \left( \frac{\bar{N}[x_i,x_i']^{\text{par}_i}}{q_{x_i,x_i'}^{\text{par}_i}} - \bar{T}[x_i|\text{par}_i] \right)
\] (93)

and the expectation-maximization update equation is the same as Equation 85 except the sufficient statistics are replaced by their expected values, given the partially observed trajectory and the current model.

For graph estimation, we can apply structural expectation-maximization (Friedman, 1997) (SEM) to CTBNs (Nodelman, Shelton, & Koller, 2005). While SEM for Bayesian networks can be a little complex due to the structure search step, for CTBNs, it is simpler as the structure search step need not enforce acyclicity constraints and therefore can be carried out more simply (see above). The tricky point (which also holds for standard Bayesian networks) is that the graph search scoring function must be calculated using expected sufficient statistics and therefore, given a current model, our inference algorithm must produce expected sufficient statistics not only for the current model’s parent sets, but also for any other parent sets to be considered by the structure search. If using exact inference (by flattening the CTBN to a general CTMP), these are available. However, approximate methods (below) differ in how simple it is to extract such expected sufficient statistics. Once this inference is performed, a joint optimization of parameters and structure is performed, the new model is used to find new expected sufficient statistics, and the process repeats.

### 5.5 Approximate Inference

As mentioned in Section 5.3, exact inference is intractable when there are many concurrently missing variables. Therefore, many approximate inference methods have been developed. We briefly cover them in this section, but would refer to the full papers for more complete descriptions.
5.5.1 Sampling-Based Inference

Sampling is an obvious method for producing approximate inference. It has a number of advantages. First, it produces a set of full trajectories from which any inference question can be answered. Second, most sampling methods converge to the correct value if allowed to run long enough. Third, sampling methods are usually easily parallelized, lending themselves to multiple processors and multiple cores.

Hobolth and Stone (2009) have a description of a number of such methods for the unstructured case and for full evidence at the beginning and the end of the trajectory, but no evidence in between. Here we discuss work on CTBNs and for more general evidence patterns.

Fan and Shelton (2008) and Fan, Xu, and Shelton (2010) developed an importance sampler and a particle filter and smoother. Forward sampling (like in Figure 18) can be turned into an importance sampler by taking the observed data as given and sampling for the missing portions, marching time along. The weight of the sample is the probability of having sampled the observed data (which was not sampled) given the trajectory up to those data. The problem arises when a variable goes from being not observed to being observed. In this case, the sampling must agree with “up coming” observation evidence. Adding a transition exactly when the evidence starts is not correct (as there is almost surely not an event at that time). These samplers handle it with some forward look ahead to sample the necessary transition in advance, with suitable importance weight corrections. This is then extended to a particle filter and smoother which are resampled based on the number of transitions, rather than the absolute time. This method was extended to more general temporal models by Pfeffer (2009).

El-Hay, Friedman, and Kupferman (2008) developed a Gibbs sampler for CTBN models. They start with a simply developed trajectory that agrees with all of the evidence. Then, the algorithm removes a single variable’s full trajectory and resamples it (keeping any time periods during which the value is known). Conditioned on the full trajectories of a variable’s Markov blanket (the union of the variable’s children, parents, and children’s parents), the trajectory for that variable is independent of all other variables, so the sampler needs to only consider the variable’s Markov blanket. The posterior distributions over the times of transitions are no longer exponential distributions. Their forms are complex and thus the Gibbs sampler must sample by performing binary search.

Fan and Shelton (2009) combined the ideas from the Gibbs sampler and their earlier work on importance sampling to produce a Metropolis-Hastings sampler. The importance sampling method is used instead of Gibbs sampling and the importance weight is used to find the acceptance probability. While faster to generate samples, the samples take longer to converge. The balance of the trade-off depends on the typicality of the evidence and the inference query.

Rao and Teh (2011, 2013) used uniformization to develop an auxiliary Gibbs sampler which is faster than the previous Gibbs sampler. The auxiliary variables are the times of the self-transitions from an uniformization sampler (Section 2.3). Thus to resample a variable, the algorithm samples auxiliary times, given the old trajectory (which can be done quickly). It then throws away all of the transitions, but keeps the full set of times (old times and the new times). Then, using a forward-backward two-pass algorithm, state
transitions are sampled from the uniformized discrete-time process (conditioned on the evidence). Finally, the self transitions are discarded. Rao and Teh (2012) extended this to a time-varying uniformization rate to speed up convergence, but only explicitly in the case of an unstructured process.

5.5.2 Non-Sampling Methods

A number of other non-sampling methods have also been proposed. Their advantages include determinism (often helpful when used inside of EM to keep the estimates consistent), and fewer parameters that need to be set well (number of samples, length of burn-in, and others).

Cohn, El-Hay, Kupferman, and Friedman (2009) and Cohn, El-Hay, Friedman, and Kupferman (2010) derived a mean-field approximation. The approximate distribution is an independent time-inhomogeneous Markov process for each variable. That is, the variables are independent (in the approximation), but the intensities depend on time. The natural parameterization also differs slightly. Instead of transition rates, transition densities are used, but the idea is the same. The resulting algorithm changes one variable’s distribution at a time, again depending only on the Markov blanket. The update involves solving a system of differential equations (to get the time-varying parameters of the inhomogeneous Markov process). These are solved by adaptive integration which means that less computation is required during intervals of less rapid change. The result is that the time-varying parameters are represented by a series of time-value points (those produced during adaptive integration) and linear interpolation between these points.

Nodelman, Koller, and Shelton (2005) derived an expectation-propagation method. The propagation uses piece-wise constant time-homogeneous Markov processes, where each piece corresponds to a period of constant evidence. These piece-wise constant approximations are propagated instead of the true marginals (as such marginals would be intractably large). Saria, Nodelman, and Koller (2007) extended this method to subdivide the pieces of the approximations further and adaptively. El-Hay, Cohn, Friedman, and Kupferman (2010) produced a belief propagation algorithm in the same spirit as the mean-field approximation above, employing a free energy functional for CTMPs. Instead of propagating piece-wise time-homogeneous Markov processes, they propagate a single time-inhomogeneous Markov process and then use the same adaptive integration representation as in mean-field. The result is more adaptive and mathematically cleaner.

Finally, for filtering (but not general inference), Celikkaya, Shelton, and Lam (2011) developed a factored version of a uniformized Taylor expansion to approximate the matrix exponential calculations. The result is something similar to that of Boyen and Koller (1998) for dynamic Bayesian networks, but also involving a truncation of an infinite sum and a mixture of propagation distributions. This method is the only current non-sampling method with accuracy bounds, although they are very loose.

5.6 Extensions

As shown above, a CTBN can be converted into a sum of decision diagrams. In that way decision diagrams (and other similarly convertible models) can be viewed as extensions of
CTBNs. Many of the non-Markovian processes of Section 1.1 could, if restricted in the right way, also be so viewed. However, there are a few more direct extensions of CTBNs.

First, El-Hay et al. (2010) introduced continuous-time Markov networks (CTMNs). They are undirected graphical models of Markov processes in the same way that CTBNs are directed graphical models. They model the subclass of reversible processes, ones for which detailed balance holds: There exists a distribution $\pi$ (the stationary distribution of the process) such that $\pi(x)q_{x,x'} = \pi(x')q_{x',x}$ for all pairs of states $x$ and $x'$. A CTMN can be converted to a CTBN by replacing each undirected edge with a pair of directed edges. Their parameterization directly reveals the stationary distribution of the process as a Markov network.

Second, Portinale and Codetta-Raiteri (2009) and Codetta-Raiteri and Portinale (2010) showed an extension of CTBNs to allow for simultaneous transition of multiple variables. It is based on Petri nets and encodes “cascades” of transitions that all happen simultaneously.

Finally, Weiss, Natarajan, and Page (2012) presented a method for constructing the local rate matrices for each variable not as a matrix, but as the multiplication of regression trees. This is akin to exploiting context-specific independence (Shimony, 1991) in a standard Bayesian network by use of trees (Boutilier, Friedman, Goldszmidt, & Koller, 1996). This multiplication of trees is not the same as our reduction of a CTBN to a sum of EV$^*$MDDs (see Figure 17). In particular, their trees do not require the tests be made in a particular variable order, they use trees instead of DAGs, and they multiply the trees together (instead of adding them). Weiss et al. (2012) also give a boosting-style algorithm for learning this parameterization. No similar method is known for learning a sum of EV$^*$MDDs.

6. Applications and Current Directions

To provide some context for the theory and algorithms above, we describe how these methods have been used in applications. We then discuss what we believe to be the most promising and pressing research directions.

6.1 Decision-Diagram-Based Models

Structured CTMPs arise in many applications areas, from performance and reliability evaluation of computer systems to the investigation of biological systems. As the underlying CTMPs describing the dynamics being analyzed are usually very large, most software tools used for such studies rely on compact symbolic techniques to encode them.

In particular, PRISM (Kwiatkowska et al., 2011) uses a hybrid form of MTBDDs, Möbius (Deavours et al., 2002) uses Matrix Diagrams (a data structure almost equivalent to EV$^*$MDDs), and SMART (Ciardo et al., 2006) uses EV$^*$MDDs to encode the transition rate matrix of a CTMP. These tools can compute both stationary and transient exact numerical solutions of compactly encoded CTMPs. (Indeed, they can compute much more complex stochastic temporal logic properties such as those that can be expressed in CSL (Baier, Haverkort, Hermanns, & Katoen, 2000), but these, too, ultimately require a sequence of stationary or transient numerical solutions.) While such exact solutions place very large computational demands due to the exponential explosion of the state space, the situation is often somewhat mitigated by the fact that, in most applications targeted by these tools, the actual state space is a small subset of the full cross-product of the state variable values.
As an example application, we briefly summarize a study done using PRISM for the analysis of a complex biological pathway called FGF (Fibroblast Growth Factor) (Heath, Kwiatkowska, Norman, Parker, & Tymchyshyn, 2006). The state of the system consists of the number of proteins (e.g., A, B) or protein complexes (e.g., A:B) present at the current time. The events in the system consist of various reactions such as complexation (e.g., \( A + B \rightarrow A:B \)) and decomplexation (its reverse, \( A:B \rightarrow A + B \)), as well as degradation (e.g., \( A \rightarrow \)). Finally, each event has an occurrence rate, which can of course depend on the number of proteins currently present for the types involved in the particular reaction. The actual model for the FGF pathway, even after substantial simplifications to focus only on key and well-known aspects in real cells, contains 87 different proteins or protein complexes (each of them corresponding to a local state variable) and 50 different reactions (if we count complexation and decomplexation separately). We stress that each reaction concerns just a few proteins or compounds; thus its decision diagram representation in isolation is quite compact.

Even the smallest meaningful model where there is only zero or one protein or compound of each type would have a potential state space of size \( 2^{87} \). However, as almost always the case in this type of models, only a tiny fraction of these states is reachable, thus the model used in the work of Heath et al. (2006) has merely 801,616 states and 560,000 state-to-state transitions. The study focused on several key questions such as what fraction of time particular proteins are bound, or the probability that a particular degradation has occurred within a given time bound, all quantities obtainable through numerical stationary or transient analysis of the underlying CTMP. Notwithstanding the relatively small size of the state space (which could likely be scaled by a factor of 1000, to around \( 10^8 \) states, given a modern workstation with sufficient memory) the results and predictions obtained from this model using PRISM were shown to agree with biological data, demonstrating the viability of these techniques to perform “in silico genetics” as a much less costly alternative to the “in vitro” experiments traditionally performed in biology.

### 6.2 Continuous-Time Bayesian networks

CTBNs have been employed on a number of real-world datasets and problems including life event history data (Nodelman et al., 2003), user activity modeling (Nodelman & Horvitz, 2003), computer system failure modeling (Herbrich, Graepel, & Murphy, 2007), mobile robotics (Ng, Pfeffer, & Dearden, 2005), network intrusion detection (Xu & Shelton, 2008, 2010), phylogenetic trees (Cohn et al., 2009), social networks (Fan & Shelton, 2009), cardiovascular health model (Weiss et al., 2012), and heart failure (Gatti, Luciani, & Stella, 2012). Many of these also innovated in extending the CTBN framework. For instance, Ng et al. (2005) allowed for continuous-state variables whose dynamics are dictated by differential equations. The form of evidence is more limited, but a particle filter is developed for this situation. Cohn et al. (2009) applied the CTBN model to a “time-tree” to allow branching (as first done in Felsenstein, 1981 for general CTMPs). Weiss et al. (2012) added context-specific independence.

To give an idea of the application of CTBNs, we briefly review the intrusion detection work of Xu and Shelton (2008, 2010). In this work, the goal was to build a model of normal
computer system events, specific to a particular machine. This model could then be used to detect abnormal events or time windows as a method of intrusion detection.

Two models were built: one modeling network traffic in and out of the machine, and one modeling system calls from processes. The network model was as in Figure 19. There is one global hidden variable $G$ with four states. The traffic is divided into different destination ports (for instance, 80 for HTTP traffic and 995 for POP traffic). The most frequent eight ports are separated out and the traffic from the remaining destinations are grouped together. Each of these $N = 9$ groups has its own model (the plate in Figure 19). This submodel has one hidden variable $H$ and four completely observed binary variables, $P_{in}$, $P_{out}$, $C_{inc}$, and $C_{dec}$, representing packets sent and received and connections started and stopped respectively. These observed variables toggle state to represent an event of the relevant type, but their state has no intrinsic meaning. Therefore, their matrices have only a single independent parameter: the rate of transition from either state to the other. In this way, these observed variables are really conditional Poisson processes.

The hidden variable $H$ is structured to exploit domain knowledge. It has 8 states which are grouped into pairs, one pair for each of its children. For each pair only one of its children has a non-zero rate. Thus, $H$ encodes what type of event will happen and some substate of this meta-state.

The entire model has $4 \times 8^9$ or approximately 500 million hidden states (as the observed variables are observed at all times, only the distribution over the $G$ and the $H$s need be tracked). Yet, each submodel has only 8 hidden states, so exact inference over a submodel is very reasonable. Thus, they adapted the particle filter and smoother of Fan and Shelton (2008) to distributional particles, producing a Rao-Blackwellized particle filter in which $G$ is sampled and each of the models (which are independent, given a full trajectory of $G$) are reasoned about exactly.

This inference method allows learning of specific models to each host using EM. These models were then run on data in which computer virus or worm traffic had been injected (very slowly to make it blend in with background traffic). The model was asked the likelihood of 50-second window of traffic (given the previous traffic). This likelihood was thresh-
olded to produce an alarm (if the likelihood dropped too low). The results out-performed SVM-spectrum kernels, nearest-neighbor (using features from the computer network literature for this task), and other methods on this task and other similar tasks.

For process system calls, the model was similar, with a single hidden variable coordinating the behavior of a set of observed system-call variables. The dataset on which this model was trained had time stamps for each system call. However, due to clock resolution, many time stamps were the same. Yet, the temporal order was preserved (although the exact durations between events was not). The paper demonstrates a method to use such data, without assuming event durations, but employing the ordering. In this case, the results were better than the SVM-spectrum kernel and nearest-neighbor and the same as stide with frequency thresholding (Warrender, Forrest, & Pearlmutter, 1999).

6.3 Relative Comparison

Neither of the above two applications could currently be tackled with the other modeling language. In the biological pathway example of Section 6.1, a transition in the system involved more than one variable (increasing the number of protein complexes, while decreasing the number of individual proteins). A CTBN cannot represent simultaneous transitions of multiple variables. The pathways cannot be reformulated in terms of composite variables to prevent such simultaneous transitions without placing all of the state in a single variable.

As a simpler example, consider a system of three variables, $x$, $y$, and $z$. A single event performs three variable updates at the same time: $\{ x' \Leftarrow x + y; y' \Leftarrow y + 1; z' \Leftarrow z - 1 \}$ with rate $r(x, y, z)$. We assume that each variable is a natural number in the range $[0, \ldots, n]$ and that any update that would move a variable outside its range is disabled. Figure 20 demonstrates how an EV*MDD can encode such a transition. Neither a Kronecker encoding nor a CTBN can encode this event without merging variables.

Likewise, the network traffic example from Section 6.2 cannot be handled with current decision-diagram-based models. It depends on hidden unseen variables and estimation of transient solutions conditioned on data. More critically, it relies on estimation of the model parameters from data, which has not been developed for decision-diagram models.

6.4 Current Research Directions

There are a range of open modeling, algorithmic, and theoretic problems. First, questions of steady-state distributions and efficient exact solutions have not been addressed for CTBNs (as they have for EV*MDDs). Similarly, questions of structure and parameter estimation and approximate inference have not been addressed for EV*MDDs (as they have for CTBNs).

Optimal decision making has been formulated as general continuous-time Markov decision processes (Puterman, 1994). Yet, extending the general mathematical framework to structured variable-based models is largely unexplored (Kan & Shelton, 2008).

CTBNs were extended to handle continuous-valued variables and measurements in a limited fashion (Ng et al., 2005), but otherwise this has been unexplored. For many applications this is critical. If the underlying system is discrete and the measurements are continuous, techniques like those in Section 2.5 work. But, systems with continuous state require stochastic differential equations (Øksendal, 2003), at least in some form. The work
of Särkkä (2006) describes filtering and smoothing in such models. Yet, parameter estimation is much more difficult and systems with both continuous and discrete state variables have not been systematically addressed.

Finally, new approximate inference methods are always of interest (as with any probabilistic model). Recent methods such as the auxiliary Gibbs sampler (Rao & Teh, 2013) and belief propagation (El-Hay et al., 2010) demonstrate that exploiting the properties of continuous time can lead to great benefits. We hope that further research explores more such methods.
7. Conclusions

Compared with discrete-time models, CTMPs are better suited for domains in which data have real-valued time stamps (the time between events is not regular or well-approximated by a single “clock step rate”). Thus, in selecting a value for the time-slice-width ($\Delta t$) for a discrete-time model, either the time width will be large resulting in multiple events per time window (obscuring temporal information), or it will be small resulting in unnecessary computational burdens (propagating across many time windows). Further, the optimal middle ground between too large and too small will differ depending on the data size, the application, and the model component.

We have presented two different CTMP modeling languages. Edge-valued decision diagrams (of Section 4) are more general: They allow multiple variables to change simultaneously. By contrast, CTBNs directly encode independence assumptions (see Section 5). Either an EV$^*$MDD or a CTBN might be more compact for a given situation, although any CTBN can be compactly represented as a sum of EV$^*$MDDs (see Section 5.1.3).

The models’ forms and histories have given rise to differences in available algorithms, and here the distinctions are greater. The literature on exact solution methods is richer for decision diagram models. Furthermore, this literature is more focused on computing the model’s steady state. Approximate methods (especially for transients) and model estimation are notably absent (from an artificial intelligence point-of-view). The literature for CTBNs is more focused on model estimation and approximate inference conditioned on evidence. The CTBN literature has paid no attention to issues of reachability (when much of the joint state space is not reachable) and optimization of exact inference methods.

For processes with a natural synchronization clock (such as modeling daily high and low temperatures), a discrete-time model is the best fit. For processes without such a natural time-slice-width we recommend a continuous-time model. If the questions of interest are about steady states of the system or an exact solution is necessary, an EV$^*$MDD is probably the best choice. If the model must be built from data or approximate inference (especially conditioned on data) is necessary, a CTBN is probably the best choice.

However, we have shown that the two models share much in common. Thus, we hope that the efficient exact algorithms from EV$^*$MDDs can be applied to CTBNs and the approximate inference and model estimation methods from CTBNs can be applied to EV$^*$MDDs. If so, then the choice of model would depend more upon the model properties and not the existing suite of algorithms. In particular, a CTBN makes the assumption that each variable is distinct. In contrast, a disjunctive EV$^*$MDD encoding decomposes the system into local events. The variable-level independencies are more easily read from a CTBN graph, but they disallow simultaneous transition of multiple variables. The application domain should guide whether variable-level explicit independences or simultaneous transitions are more important.

Regardless of the model used, we believe time is a continuous quantity and best modeled as such. While the introduction of the matrix exponential would at first seem to complicate matters (compared with discrete time), we believe it makes the true coupling of variables more obvious and opens up mathematical and algorithmic possibilities for more efficient and precise solutions.
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Appendix A. NP-hardness of CTBN Inference

The theorem and proof of the NP-hardness of CTBN inference are straight-forward extensions of the similar proof for Bayesian networks (Koller & Friedman, 2009). The literature has widely accepted it to be true, but no proof has been formally presented. Thus, while straight-forward, we present it here for completeness.

**Definition 1. CTBN-Inf is the following decision problem.** Given a CTBN specified as a directed graph $G$ over nodes $\{X_1, X_2, \ldots, X_L\}$, a set of conditional intensity matrices $Q = \{Q_{X_i|\text{par}_i}\}$, and an initial distribution $\pi$ in which each node is independent with marginals $\{\pi_{X_i}\}$; a variable $X_j$; a value for $X_j$, $x_j$; and a time $t > 0$, decide whether $P_{G,Q,\pi}(X_j(t) = x_j) > 0$.

**Theorem 1.** CTBN-Inf is NP-hard.

**Proof.** The proof is a polynomial time reduction from 3-SAT, following the same lines as the similar proof for Bayesian networks.

Given a 3-SAT problem with variables $z_1, z_2, \ldots, z_m$ and clauses $c_1, c_2, \ldots, c_k$ in which $z_{A(i,j)}$ is the $j$th variable ($j \in \{1, 2, 3\}$) in clause $i$ ($i \in \{1, 2, \ldots, k\}$) with sign $s_{A(i,j)} \in \{+, −\}$, we construct a CTBN with $m + 2k - 1$ binary variables (taking values $F$ or $T$): $Y_1, Y_2, \ldots, Y_m, C_1, C_2, \ldots, C_k, B_1, B_2, \ldots, B_{k-2}$, and $S$.

Variable $Y_i$ has no parents, a uniform initial distribution $\pi_{Y_i}$, and an intensity matrix $Q_{Y_i|0}$ that is all 0.

Variable $C_i$ has three parents: $Y_{A(i,1)}$, $Y_{A(i,2)}$, and $Y_{A(3,i)}$. If none of the truth value of the parents ($y_{A(i,1)}, y_{A(i,2)}, y_{A(3,i)}$) match the formula's signs ($s_{A(i,1)}, s_{A(i,2)}, s_{A(3,i)}$), the conditional intensity matrix is all 0. For the other parent assignments (in which at least one variable matches), the conditional intensity matrices are

$$
\begin{bmatrix}
-1 & 1 \\
0 & 0
\end{bmatrix}
$$

The initial distribution is $[1 \ 0]$.

Variable $B_1$ has parents $C_1$ and $C_2$. Variable $B_i$ (for $1 < i < k - 1$) has parents $B_{i−1}$ and $C_{i+1}$. Variable $S$ has parents $B_{k-2}$ and $C_k$. For all of these variables, the conditional intensity matrix if the two parents’ values are $T$ is

$$
\begin{bmatrix}
-1 & 1 \\
0 & 0
\end{bmatrix}
$$

Otherwise, the conditional intensity matrix is all 0. All of these variables have an initial distribution of $[1 \ 0]$.

This reduction is polynomial in size (all numeric values are small and there are a polynomial number of variables, each with a maximum of 3 parents) and can obviously be output in polynomial time. By construction, $Y_i$ selects at time 0 a truth value for $z_i$ and never changes. Each $C_j$ will then eventually change to $T$ if and only if the clause is satisfied by the selected truth values. $B_j$ will eventually change to be $T$ if and only if clauses 1 through $j + 1$ are all $T$. $S$ will similarly eventually change to be $T$ if and only if all clauses are satisfied.
Because of the Markov nature of the process, for any time $t > 0$, $P_{G,Q,\pi}(S(t) = T) > 0$ if the formula is satisfiable and the same probability is 0 if the formula is not satisfiable.

This demonstrates that determining whether a marginal is non-zero is NP-hard. By similar construction as for Bayesian networks (Koller & Friedman, 2009), this can be extended to show that absolute and relative error formulations of inference are also NP-hard.
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Abstract
We describe a deterministic anytime method for calculating filtered and smoothed distributions in large variable-based continuous time Markov processes. Prior non-random algorithms do not converge to the true distribution in the limit of infinite computation time. Sampling algorithms give different results each time run, which can lead to instability when used inside expectation-maximization or other algorithms. Our method combines the anytime convergent properties of sampling with the non-random nature of variational approaches. It is built upon a sum of time-ordered products, an expansion of the matrix exponential. We demonstrate that our method performs as well as or better than the current best sampling approaches on benchmark problems.

1. Continuous-time stochastic systems
Continuous-time discrete-state stochastic models describe systems in which event times are not synchronized with a global clock. Examples include web searches (Gunawardana et al., 2012), computer networks (Xu & Shelton, 2010), social networks (Fan & Shelton, 2009), robotics (Ng et al., 2005), system verification (Baier et al., 2003), and phylogenetic trees (Cohn et al., 2009), among others. Discretizing time can be computationally expensive. The “time-slice” width must be much smaller than the shortest time between events. This can lead to inefficient computations during times in which events or expected events are less frequent. Much as the abstraction of real-valued numbers (and their implementation in floating-point rather than fixed-point representations) is helpful in the development of numeric algorithms, continuous-time is useful for stochastic dynamics systems.

This paper focuses on Markovian models. In a discrete-time Markov process, given a row-stochastic matrix $M$ and a distribution $v$ (as a row-vector), the computation of $v_n = vM^n$ propagates $v$ forward $n$ time steps. In a continuous-time Markov process (CTMP), given a rate (intensity) matrix $Q$, $v_t = ve^{Qt}$ propagates $v$ forward $t$ time units in the same fashion. This is the critical computation step in filtering, smoothing, and parameter estimation. We focus on how to compute this matrix exponential when the size of $v$ is very large and both $v$ and $Q$ have structure (allowing their efficient representation).

Except for the most trivial of cases, $v_t$ has no internal structure. In particular, assume that the state space is factored, that is composed of joint assignments to state variables. Even if $v$ is completely independent, $v_t$ no longer has any structure (unless $Q$ also represents a completely independent system). This is the same problem that arises in dynamic Bayesian networks (DBNs) in which forward propagation causes all variables in the system to be coupled. We assume that a full distribution over the state space is too large to be stored, and therefore seek an approximation.

1.1. Previous work
This problem has received attention in the verification literature for decision-diagram-based representations of the intensity matrix $Q$. However, the assumption behind this literature is that while $Q$ may have structure to keep it representable, an exact answer is desired and therefore $v_t$ is represented as a full vector. The shuffle algorithm is one such example (Fernandes et al., 1998).

By contrast, we assume that representing $v_t$ explicitly is not possible. We would like to calculate expectations with respect to the distribution $v_t$. In our approach, we concentrate on continuous-time Bayesian networks (Nodelman et al., 2002) (CTBNs), but the method is general to any $Q$ that is the sum of Kronecker products. Even the simplest...
expectations (like marginals) are NP-hard to compute (the proof is a straightforward extension of the proof for general Bayesian networks), so we focus on approximations. In the literature on CTBNs, there are a number of such methods that fall roughly into two groups. The first are variational approaches such as expectation propagation (El-Hay et al., 2010) and mean field (Cohn et al., 2009). These methods are deterministic. However, they do not converge to the true value as computation time increases and generally can only compute marginals or similar expectations. The second group are sampling approaches including importance sampling (Fan et al., 2010) and Gibbs sampling (Rao & Teh, 2011). These approaches converge to the true value and can estimate any expectation of \( v_t \). However, they are random and this can cause problems when used inside other algorithms (like expectation-maximization).

1.2. Our approach

Our proposed method is deterministic and converges in the limit of infinite computational time. It can be viewed as a bridge between sampling and deterministic methods. We decompose the system into two pieces: a system (A) of completely independent components, and a correction (B). We reason exactly about the system A and add increasing number of correction terms derived from B. We generate a computation tree and traverse it using a priority queue, to select the larger correction terms earlier.

We first present our approach assuming that \( Q \) and probability vectors can be stored exactly. Then, we demonstrate how the calculations can be carried out efficiently when \( Q \) is structured. In section 2.4, we present a simple example to ground the derivation. Finally we demonstrate results comparing the computational efficiency of our method to other anytime convergent methods.

2. Matrix exponential calculation

Consider a CTMP with discrete states which is described by an initial state distribution row-vector \( v \) of size \( n \) and a rate matrix \( Q \) of size \( n \times n \). The rate matrix represents the rates by which the system transitions between states. The rate of transitioning from state \( i \) to \( j \) is \( q_{lj} \geq 0 \) and the rate of transitioning out of state \( i \) is \( q_i = \sum_{j \neq i} q_{lj} \). The diagonal elements of the rate matrix are the negative row sums: \( q_{ii} = -q_i \).

As stated above, the distribution at time \( t \), for \( t \geq 0 \), is calculated by \( v_t = v e^{Qt} \) where \( e^{Qt} \) is the matrix exponential with Taylor expansion \( e^{Qt} = \sum_{k=0}^{\infty} \frac{1}{k!} (Qt)^k \). The matrix exponential calculation is very widely used in applied mathematics and there are many numerical methods to solve it (Moler & Loan, 2003).

If the state-space is structured as joint assignments to \( m \) variables, its size, \( n_m \), grows exponentially with the number of variables, \( m \). This makes the \( e^{Qt} \) calculation intractable for large systems. Using the structure of \( Q \) for this calculation is not straightforward because it is not preserved by the matrix exponential. Additionally, the commutative property does not hold for matrix exponential in general: For any same-sized matrices \( A \) and \( B \), \( e^{(A+B)t} \neq e^{At} e^{Bt} \). However, unless the commutator \([A, B] = AB - BA\) vanishes. One possible decomposition comes from the Kronecker sum property: \( e^{(A\otimes B)t} = e^A \otimes e^B \). Yet, Kronecker sums alone can only describe rate matrices for systems in which all variables are independent.

For the general case, \( e^{(A+B)t} \) can be seen as a perturbation of \( e^{At} \) in the direction of \( Bt \) (Najfeld & Havel, 1995) and can be represented as

\[
e^{(A+B)t} = e^{At} + \int_0^t e^{As} B e^{A(t-s)} ds \tag{1}
\]

which is a sum of recursive functions. This series, was first explored in quantum field theory (Dyson, 1949) and is called a series of time-ordered products (TOP), or sometimes a path-ordered exponential. In stochastic processes, Mjolsness & Yosiphon (2006) called it a time-ordered product expansion and used it to guide a sampling algorithm. We will employ the expansion to derive our deterministic method, Tree of Time-Ordered Products (TTOP).

2.1. TOP computation tree

We make two assumptions: \( Q \) can be split into \( Q = A + B \), where \( v e^{At} \) is relatively simple to compute, and \( B \) is broken into \( J \) manageable terms \( B = \sum_{j=1}^{J} B_j \). We will show how to realize these assumptions in the following sections. We use the TOP expansion of Equation 1 and apply the distributive property of matrix multiplication to move the sum outside the integral:

\[
v e^{(A+\sum_{j=1}^{J} B_j)t} = v e^{At} + \sum_{j=1}^{J} \int_0^t v e^{As} B_j e^{A(t-s)} ds \tag{2}
\]

\[
+ \sum_{j=1}^{J} \sum_{j'=1}^{J} \int_0^t \left( \int_0^s v e^{Ar} B_{j'} e^{A(s-r)} dr \right) B_j e^{A(t-s)} ds + \ldots
\]

Let \( F_l(t) \) represent the \( l \)th term of the expansion. Then the equation can be rewritten as

\[
v e^{Qt} = \sum_{l=0}^{\infty} F_l(t) \tag{3}
\]
where
\[ F^0(t) = v e^{At} \]
\[ F^l(t) = \sum_{j=1}^{J} \int_{0}^{t} F^{(l-1)}(s) B_j e^{-As} ds \quad e^{At}. \]  
(4)

By construction, the first term, \( v e^{At} \), is simple to solve (as will be explained in Section 2.2).

2.1.1. INTEGRAL EXPANSION

We calculate each integral with the following expansion in which we treat a polynomial portion exactly and use adaptive quadrature to estimate the non-polynomial portion. Let \( q(t) \) be a general function of time, \( g_0 \) be a constant, and \( q(t) \) be a piece-wise polynomial. Further denote \( \bar{q}(t) = \int_{0}^{t} q(s) ds \) and \( q_{[r_1, r_2]}(t) = I_{r_1 < t < r_2}\) \( q(t) \) (both also piece-wise polynomials), where \( I_{[\cdot]} \) is the indicator function. Then we can write an integral of the form \( h(t; g, g_0) = \int_{0}^{t} q(s)(g(s) - g_0)ds \) as

\[
h(t; g, g_0) = \bar{q}(t)(g(s_0) - g_0) + \int_{0}^{t} q_{[a,s_0]}(s)(g(s) - g(s_0)) ds + \int_{0}^{t} q_{(s_0,b]}(s)(g(s) - g(s_0)) ds = \bar{q}(t)(g(s_0) - g_0) + h(t; q_{[a,s_0]}, g, g(s_0)) + h(t; q_{(s_0,b]}, g, g(s_0)) \quad (5)
\]

for any chosen \( g_0 \), approximating \( g \) as the constant \( g(s_0) \) and adding correction terms of the same form for sub-parts of the interval. Here, \( [a, b] \) is the support range of \( q \), and \( s_0 = \frac{a+b}{2} \). For convenience, we divide this range into two: \( [a, \frac{a+b}{2}] \) and \( [\frac{a+b}{2}, b] \). We use two subdivision in the following sections as well, but generalization to more than two sub-intervals is straightforward.

Recursive expansion Equation 5 will generate infinitely many terms in the form of \( \bar{q}(t)(g(s_0) - g_0)\):

\[
h(t; q, g, g_0) = \sum_{k=1}^{\infty} q_k(t) u_k \quad (6)
\]

where \( q_k(t) \) is \( \bar{q}(t) \) for a particular \( q \), and \( u_k \) is \( (g(s_0) - g_0) \) for a particular \( g \) and \( g_0 \).

2.1.2. COMPLETE COMPUTATION TREE

Assume level \( l \) of Equation 3 can be expressed as

\[
F^l(t) = \sum_{k=1}^{\infty} q_k(t) u_k e^{At} \quad (7)
\]

As is certainly true for \( l = 0: q_0^0(t) = 1, u_0^0 = v \). We then show how to construct level \( l + 1 \) similarly:

\[
F^{l+1}(t) = \sum_{j=1}^{J} \int_{0}^{t} F^{(l)}(s) B_j e^{-As} ds \quad e^{At}
\]

\[
= \sum_{j=1}^{J} \int_{0}^{t} \sum_{k'=1}^{\infty} q_{k'}(s) u_{k'} e^{As} B_j e^{-As} ds \quad e^{At}
\]

\[
= \sum_{k'=1}^{\infty} \sum_{j=1}^{J} \int_{0}^{t} q_{k'}(s) u_{k'} e^{As} B_j e^{-As} ds \quad e^{At}
\]

\[
= \sum_{k'=1}^{\infty} \sum_{j=1}^{J} h(t; q_{k'}, u_{k'} e^{At} B_j e^{-At}, 0) e^{At}
\]

\[
= \sum_{k'=1}^{\infty} \sum_{j=1}^{\infty} q_{k', k, j}(t) u_{k', k, j} e^{At}. \quad (8)
\]

In last two lines, we have replaced the integral with the expansion of Equation 6. In particular, the integration of interest is \( h(t; q_k, u_k e^{At} B_j e^{-At}, 0) \). We let the set \( \{ q_k, u_k \}_{k} \) generated for this \( h \) be denoted as \( \{ q_{k', k, j}, u_{k', k, j}, k \}_{k} \). In Equation 8, \( k' \) represents a node at level \( l \) in the computation tree. So, for every \( k' \), we generate \( J \) nodes in level \( l + 1 \), each of which are the roots of trees for expansion of corresponding integrals. The result is an expansion for \( F^{l+1} \) of the same form as Equation 7.

We denote a term in this expansion as a compute node \( N(q, u, u_0, j) \). It and its descendants in the same level \( l \) represent \( h(t; q, u e^{At} B_j e^{-At}, u_0) \). Its children in level \( l + 1 \) represent new terms in \( F^{l+1} \). Node \( N(q, u, u_0, j) \) contributes the term

\[
q(t) e^{At}, \quad \text{where } w = u e^{As_0} B_j e^{-As_0}, \quad (9)
\]

to the total sum. Its two children on the same level are \( N(q_{[0,a]}, u, w, j) \) and \( N(q_{[a,b]}, u, w, j) \) where \( s_0 = \frac{a+b}{2} \).
Algorithm 1 TTOP Filter

Initialize priority queue \( PQ \) with \( N(1, v, 0, 0) \)
while \( PQ \) not empty and compute time left do
  Let \( N(q, u, v, j) \leftarrow \text{Pop}(PQ) \)
  Set \((a, b)\) be the support range of \( q \)
  Set \( s_0 = \frac{a+b}{2} \) and \( w = u e^{A s_0} B_j e^{-A s_0} \)
  Add \( q(t) w e^{A t} \) to the running sum (see Equation 9)
  \{Next line can be generalized to more than 2 splits\}
  Add \( N(q_{[0,a_0]}, u, w, j) \) and \( N(q_{[a_0,b]}, u, w, j) \) to \( PQ \)
  for \( j' = 1 \) to \( J \)
    \{for \( i = 1 \) to \( m \) do\}
    Add \( N(\bar{q}, d_i(w, u_0), 0, j') \) to \( PQ \)

On the next level, it generates a node \( N(\bar{q}, w - u_0, 0, j') \),
for all \( 1 \leq j' \leq J \). Figure 1 shows this expansion.

For reasons that will be clear in the next section, we cannot
form \( w - u_0 \) (even though we can form each individually).
Thus, node \( N(\bar{q}, w - u_0, 0, j') \) could be described by
two nodes: \( N(\bar{q}, w, 0, j') \) and \( N(\bar{q}, -u_0, 0, j') \).
However, the second node will essentially “undo” calculations done
elsewhere. We address this in the next section.

These recursively generated nodes represent an infinite tree
whose sum is \( v e^{Q t} \). Nodes have a single value, plus “same-
level” children who represent finer approximations of the
integral, and “next-level” children who represent one component
of \( F^t \) for the next level \( l \).
The sum of all nodes at level \( l \) describes a system that evolves according to \( A \)
(instead of \( Q \)), but for which at \( l \) time points (positioned
anywhere), the correction \( B = Q - A \) is applied. If \( A = 0 \),
then each level is one term in the Taylor expansion of \( Q \).
The traditional \( \frac{1}{2} \) coefficients in such an expansion are captured
by our piece-wise polynomial integrations.

If we explore the tree such that every node will be visited
in the limit of infinite computational time, then we can add
each node’s evaluation at time \( t \) to a running sum and
compute \( v e^{Q t} \). Algorithm 1 outlines this method using a priority
queue to concentrate computation on portions of the
tree with large contributions.

### 2.2. Structured TOP Calculations

For the scenarios of interest, the vector \( v \) and matrix \( Q \) are
too large to explicitly represent because the state space consists
of one state for every assignment to a set of \( m \) variables,
\( X_1 \) through \( X_m \). We will assume that \( v \) is an
independent distribution (although we can extend this work to
dependencies in \( v \), but this eases the exposition).
In Kronecker algebra this means \( v = \bigotimes_{i=1}^m v_i \),
where each \( v_i \) is a small row-vector of the marginal distribution over \( X_i \).

We now show how to keep each quantity in the computation
tree representable exactly as a similarly factored dis-
tribution: a Kronecker product with one term for each variable.
If \( A = \bigotimes_{i=1}^m A_i \), then \( e^{At} = \bigotimes_{i=1}^m e^{A_i t} \). We assume
that each \( A_i \) (which is only over the state space of \( X_i \)) is
small enough so that calculation of \( e^{A_i t} \) can be performed
efficiently. If we also require that each \( B_j = \bigotimes_{i=1}^m B_{j,i} \),
then all vectors and matrices to be multiplied in the com-
putation tree are such Kronecker products. In particular, at
node \( N(q, u, v, j) \), we need to compute \( w \) (Equation 9) for
its contribution to the sum. Because \( u, B_j \), and \( e^{A s_0} \)
are all Kronecker products and \( (A \otimes B)(C \otimes D) = (AC) \otimes (BD) \),
all of the matrix products can be performed efficiently by
just operating on the subspaces over each variable independently.
Thus \( w \) (and by extension the node’s contribution
to the sum) is a completely factored vector represented as a
Kronecker product (that is, a distribution in which all vari-
ables are independent).

The generation of new nodes does not require any other
operations, except for manipulation of one-dimensional
piece-wise polynomials. Thus, our answer is a weighted
sum of independent distributions (Kronecker products). It
is not representable as a Kronecker product because it is
a full distribution. However, any expectation of this distri-
bution can be computed by summing up the contribution of
each of these independent terms.

As we mentioned earlier, \( N(\bar{q}, w - u_0, 0, j') \) has the expression
\( w - u_0 \) which is not a Kronecker product (despite that
both \( w \) and \( u_0 \) are). To handle this, we note that

\[
\bigotimes_{i=1}^m x_i - \bigotimes_{i=1}^m y_i = \sum_{i' = 1}^m d_{i'}(x, y) \tag{10}
\]

where

\[
d_{i'}(x, y) = \left( \bigotimes_{i<i'} y_i \right) \otimes (x_{i'} - y_{i'}) \otimes \left( \bigotimes_{i>i'} x_i \right) \tag{11}
\]

Because of how we select \( B_{j,i} \) (see below), \( x_{i'} - y_{i'} \) is only
non-zero for a few \( i' \) (the family of variable \( j \)).
Furthermore, this allows us to split up the nodes by how much
the deviation \( w - u_0 \) contributes by variable, which con-
centrates computation on those variables whose approxima-
tions are most difficult. Thus, we use this decomposition
and divide the node \( N(q, w - u_0, 0, j') \) (see Figure 1) into
nodes \( N(\bar{q}, d_{i'}(w, u_0), 0, j') \) for all \( i' \) for which \( w_{i'} \neq u_{0,i'} \).

The necessary form for \( Q = \bigotimes_{i=1}^m A_i + \sum_{j=1}^J \bigotimes_{i=1}^m B_{j,i} \)
is always possible, although it might result in one \( B_{j,i} \) for
each element of \( Q \) (which would in general be exponential
in the number of state variables). Binary decision diagrams
are often used to encode \( Q \). In stochastic logic
applications a disjunctive partitioning leads very naturally
to this structure (Burch et al., 1991; Ciardo & Yu, 2005).
However, they are encoded in a form where \( A = 0 \). Tech-
niques similar to those we describe next can be applied to
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\[
Q_1 = \begin{bmatrix} -1 & 1 \\ 3 & -3 \end{bmatrix} \quad A_1 = \begin{bmatrix} -1 & 1 \\ 3 & -3 \end{bmatrix}
\]

\[
Q_{2|0} = \begin{bmatrix} -2 & 2 \\ 4 & -4 \end{bmatrix} \quad B_1 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 0 \\ 1 & -1 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 1 & -1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
Q_{2|1} = \begin{bmatrix} -4 & 4 \\ 3 & -3 \end{bmatrix} \quad A_2 = \begin{bmatrix} -2 & 2 \\ 3 & -3 \end{bmatrix} \quad B_2 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \otimes \begin{bmatrix} -2 & 2 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
Q = \begin{bmatrix} -3 & 2 & 1 & 0 \\ 4 & -5 & 0 & 1 \\ 3 & 0 & -7 & 4 \\ 0 & 3 & 3 & -6 \end{bmatrix} \quad A = A_1 \otimes A_2 = \begin{bmatrix} -3 & 2 & 1 & 0 \\ 3 & -4 & 0 & 1 \\ 3 & 0 & -5 & 2 \\ 0 & 3 & 3 & -6 \end{bmatrix}
\]

\[
B = B_1 + B_2
\]

Figure 2. Two-node CTBN and decomposition. The large matrices (4-by-4) are implicit. Q is broken into an independent A and two correction matrices, B1 and B2.

pull intensity from the \( B_j \) matrices into \( A \), but we will focus on a different representation.

2.3. Continuous time Bayesian networks

A continuous time Bayesian network (CTBN) (Nodelman et al., 2002) is a graphical model which provides a structured representation of a CTMP. The initial distribution is described by a Bayesian network which we assume has no edges (but this work can be extended to dependencies in the initial distribution). The transition model is specified as a directed and possibly cyclic graph, in which the nodes in the model represent variables of the Markov process, and the dynamics of each node depend on the state of its parents in the graph. Each node \( X_i \), for \( i = 1, \ldots, m \), has a set of parents \( U_i \). The rate matrix \( Q \) is factored into conditional rate matrices, \( Q_{i|u_i} \) for every assignment of \( u_i \) to \( U_i \). Each conditional intensity matrix gives the rates at which variable \( X_i \) transitions at instants when \( U_i = u_i \). No two variables can transition at exactly the same instant so any element in the global \( Q \) matrix describing a change of multiple variables is 0.

The global \( Q \) matrix for a CTBN can be represented with Kronecker algebra. Let \( R_{i|u_i} = \bigotimes_{i'} R_{(i|u_i),i'} \) be a Kronecker product of one matrix for each variable where

\[
R_{(i|u_i),i'} = \begin{cases} 
Q_{i|u_i} & \text{if } i' = i \\
\Delta_{k,k} & \text{if } i' \in \text{Pa}(X_i) \& k \text{ is val. of } i' \text{ in } u_i \\
I & \text{otherwise.}
\end{cases}
\]

where \( \Delta_{k,k} \) is a matrix of all zeros except a single one at location \( k, k \). In this way, \( R_{i|u_i} \) distributes the rates in \( Q_{i|u_i} \) to the proper locations in \( Q \). The full \( Q \) for the CTBN is therefore

\[
Q = \sum_{i=1}^{M} \sum_{u_i} \left( \bigotimes_{i'} R_{(i|u_i),i'} \right)
\]

This corresponds to our TOP representation of \( Q \) where \( A \) is 0 and there is one \( B_j \) for each variable and instantiation of its parents. We can pull intensity into the \( A \) matrix by defining

\[
B_{(i|u_i),i'} = \begin{cases} 
Q_{i|u_i} - A_i & \text{if } i' = i \\
\Delta_{k,k} & \text{if } i' \in \text{Pa}(X_i) \& k \text{ is val. of } i' \text{ in } u_i \\
I & \text{otherwise.}
\end{cases}
\]

Then

\[
Q = \bigoplus_i A_i + \sum_{i=1}^{M} \sum_{u_i} \left( \bigotimes_{i'} B_{(i|u_i),i'} \right)
\]

The algebra is long, but straightforward. It holds because \( A_i \) is constant with respect to \( u_i \) and the sum over \( u_i \) represents each possible instantiation exactly once. The result is that \( A_i \) represents an independent, approximate process for \( X_i \). A is the joint process of each of these independent approximations. The differences between the independent process and the CTBN are given by one \( B_{(i|u_i)} \) for each variable and its parents’ instantiation. Note that \( \Delta_{(i|u_i),i'} = I \) if \( i' \) is not a parent of \( i \). Thus, the majority of the components of any \( B_j \) are the identity and computing \( ue^{A_j} Be^{-A_j} \) for these components is trivial (they are the same as \( u \)). Thus, the calculations for \( \mathbb{N}(Q, u, u_0, j) \) are local to the variable \( j \) and its parents.
2.4. CTBN example

Figure 2 shows a simple 2-variable CTBN and one possible decomposition into $A$ and $B$. Here the local $A_j$ matrices are chosen to be the minimal rates. Because $X_1$ has no parents, $A_1$ is exact and there are no $B$ terms. $X_2$ generates 2 $B$ terms. If we let $v = v_1 \otimes v_2$ (that is, $v_1$ and $v_2$ are the independent marginals of $X_1$ and $X_2$), then Figure 3 shows a small portion of the computation tree.

This method essentially computes the effect of $A$ exactly and incorporates the effects of $B$ as a Taylor expansion, adding increasing numbers of terms. Note that in Figure 2, $A_1$ and $A_2$ are proper intensity matrices (their rows sum to 0). This means that $B_{2|0}$ and $B_{2|1}$ have negative diagonal elements. This results in a computation that corresponds to a Taylor expansion with alternating signs. This can cause computational problems. One alternative is to arrange for $B$ to have no negative elements. For instance $A_2 = \begin{bmatrix} -4 & 2 \\ 3 & -4 \end{bmatrix}$, resulting in $B_{2|0} = \begin{bmatrix} 2 & 0 \\ 1 & 0 \end{bmatrix}$ and $B_{2|1} = \begin{bmatrix} 0 & 2 \\ 0 & 1 \end{bmatrix}$. The disadvantage is that $v_2 e^{A_2 t}$ sums to less than 1. The non-root nodes add probability to the answer (instead of moving it within the answer).

Finally, for a CTBN, multiplication by a $B_j$ is particularly simple. The $j$ value indexes a variable ($X_j$) and an instantiation to its parents ($u_i$). To multiply a factored vector by $B_j$, multiply the $X_i$ component by $Q_{i|u_i} - A_i$. For each component associated with a parent, zero out all elements of the vector except for the one consistent with $u_i$. Vectors for non-parent nodes are unchanged.

2.5. Smoothing and computational considerations

The discussion so far has focused on filtering. We would also like to perform smoothing. We will limit ourselves to the case in which the initial distribution at time 0, $v$, is known and there is evidence at a later time $T$ for which the vector $v_T$ represents the probability of the evidence for each possible state of the system. We assume that both vectors factor as previously discussed.

The goal is to compute (an expectation of) the distribution at time $t$ conditioned on the evidence at time $T$. This consists of computing the Hadamard (point-wise) product of $v_T e^{Q T}$ and $v_T e^{Q(T-t)}$ (and then normalizing the result). First, consider computing each exponential separately. Let the result of the “forward” direction be $\sum_j \alpha_j$ where the forward calculation’s $j$th node had contribution $\alpha_j = \bigotimes_{i=1}^n \alpha_{j,i}$. Let the “backward” direction be similarly
represented as $\sum_k \beta_k$ with $\beta_k = \otimes_{i=1}^m \beta_{k,i}$. It can easily be shown that

$$\sum_{j=1}^{N_a} \alpha_j \otimes \sum_{k=1}^{N_b} \beta_k = \sum_{j=1}^{N_a} \sum_{k=1}^{N_b} \left( \otimes_{i=1}^m \alpha_{j,i} \right) \otimes \left( \otimes_{i=1}^m \beta_{k,i} \right)$$

$$= \sum_{j=1}^{N_a} \sum_{k=1}^{N_b} \sum_{i=1}^m (\alpha_{j,i} \otimes \beta_{k,i})$$

(16)

Thus, we must consider every pair of nodes, one from the forward expansion and one from the backward expansion. For each pair, the components of the factored representation are point-wise multiplied together to obtain the pair’s contribution to the answer.

We want to include these terms judiciously to best use a finite computational budget. We do this by keeping a frontier set of pairs of computation nodes, one from the forward tree and one from the backward tree. If we have explored (added to the smoothing result) $\alpha_j \otimes \beta_k$, we add to our frontier set $\alpha_j$ paired with all of $\beta_k$’s children and $\alpha_j$’s children paired with $\beta_k$. We use a closed list to ensure no pair is considered twice.

The question then is how to prioritize members of the frontier. We need to have an estimate of the total contribution of this pair and all subsequent pairs in the graph. We select the sum of this node’s contribution to the query value (absolute value of the change) and the product of the maximum value in each node.

3. Experiments

We implemented our method, TTOP (Tree of Time-Ordered Products), as part of the CTBN-RLE code base (Shelton et al., 2010), and it will be included in the next version. We evaluated our method on a synthetic network of Ising model dynamics. The Ising model is a well-known interaction model with applications in many fields including statistical mechanics, genetics, and neuroscience (Zhou & Schmidler, 2009). The experimental results focus on inference accuracy given a known network. The Ising model was chosen so that we could compute the true answer in a reasonable time and scale the problem size.

Using this model, we generated a directed toroid network structure with cycles following (El-Hay et al., 2010). Nodes follow their parents’ states according to a coupling strength parameter ($\beta$). A rate parameter ($\tau$) determines how fast nodes toggle between states. We scale the number of nodes in the network but limit it to 21 to be able to...
compare the results to exact inference. We use three networks of respectively \( m = 9, 15, \) and 21 binary variables. We could not include networks with more than 21 binary variables because we cannot do exact exponentiation on a matrix of size bigger than \( 2^{21} \times 2^{21} \) in a reasonable time. We scale the network by adding rows of nodes. For these networks we fix the \( \tau \) parameter and vary \( \beta \). Nodes can take on values \(-1\) and \(+1\).

We compare TTOP to two efficient anytime algorithms: auxiliary Gibbs sampling (AuxGibbs) (Rao & Teh, 2011) and importance sampling (IS) (Fan et al., 2010). We also compared to a mean field variational approach (MF) (Cohn et al., 2009); however, error for MF is above the error range of other methods for all computation times. For this reason, we omit the MF results in the plots. We analyze the error in marginals computed by each method relative to exact inference. We focus on the computation time because in our experiments memory was not an issue and whole computation tree occupied only a few GBs.

For TTOP, we set the number of splits for the quadrature (see Equation 5) to 10 because it produces a good computation time versus error performance. We vary the computation time budget to observe the trade-off between computation time and the error.

For AuxGibbs, we vary the sample size between 50 and 5000, and set the burn-in period to be 10% of this value. For IS, the sample size varies between 500 to 50000. We ran the experiments 100 times for each test for both sampling methods. The computation time shown in the plots is the average of these runs for a given number of samples. The error is the sum of the KL-divergences of all the marginals from their true values.

Our experiments focus on smoothing. The networks start from a deterministic state, for \( m = 9 \): at \( t = 0 \) variables 1–5 are +1 and 6–9 are −1. At \( t = 1 \), variables 1–3 have switched to −1, 4–5 remain +1, and 6–9 have switched to +1. For \( m = 15 \) and 21 we use a similar pattern of evidence for comparison reasons. For \( m = 15 \), the variables 1–5, 7–8, 10–11 start at +1 and the remaining variables start at −1. The variables 1–3 switch to −1, while 4–5, 7–8, and 10–11 stay at +1, and 6, 9 and 12–15 switch to +1. The evidence for \( m = 21 \) also follows the same pattern scaled to 21 nodes.

The nodes are not observed between \( t = 0 \) and \( t = 1 \). We query the marginal distributions of nodes at \( t = 0.5 \). Figures 4 and 5 show computation time versus sum of KL-divergence of marginals. We focus on the first 20 seconds of computation time because usually a few seconds are enough for our inference tasks. The lines in the plots continue their trend and cross at some point except for Figure 4-b. A KL-divergence sum of \( 10^{-2} \) is generally accurate for these networks.

Figure 4 shows the results for \( \tau = 2, \beta = 0.5 \). For most of these experiments, TTOP performs better than sampling methods. When the coupling strength of the network is increased to \( \beta = 1 \) as shown in Figure 5, TTOP has more variations in the error as the computation time increases but still has better performance overall. The occasional peaks in the error happen because sometimes a part of the computation tree is expanded and added to the sum, without the part that balances it since the time budget expired. This can be seen as more computation time is given to the algorithm, the errors decrease with the addition of the balancing part.

As the number of nodes in the network increase, our method keeps the computation time versus error advantage. Additionally, the gap between our method and others increases with the network size. Especially when \( \beta = 1 \), it performs better for the larger networks. While we cannot perform exact inference for larger networks, we expect these trends would continue as the problem size scales.

TTOP is also much better for short computation times, because it solves \( e^{(At)} \) directly by integration while the sampling methods can generate only a few samples. Although the derivatives are smaller for the TTOP lines, this could potentially be fixed with better node prioritization. The best node prioritization would be one that looked at the contribution of the whole subtree rooted at a node rather than only the contribution of that node. Our heuristic is good for the first few levels of the tree, but it does not do as well as we go deeper in the tree.

The fluctuations in the error of TTOP are expected. The error from a single run of sampling would fluctuate as well. The plotted results of our method are from a single run compared to the averaged results of sampling methods which are 100 runs.

4. Conclusion

We have demonstrated an anytime algorithm for structured CTMP filtering and smoothing. Unlike prior work, it is deterministic, which can be of benefit when used inside learning methods. In the experiments, it has better computation time versus error performance than prior anytime convergent methods, especially for loosely coupled systems. Also as network size increases and coupling strength stays the same, our method’s advantage increases as well.
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Abstract

The cover tree data structure speeds up exact nearest neighbor queries over arbitrary metric spaces (Beygelzimer et al., 2006). This paper makes cover trees even faster. In particular, we provide

1. A simpler definition of the cover tree that reduces the number of nodes from $O(n)$ to exactly $n$.
2. An additional invariant that makes queries faster in practice,
3. Algorithms for constructing and querying the tree in parallel on multiprocessor systems, and
4. A more cache efficient memory layout.

On standard benchmark datasets, we reduce the number of distance computations by 10–50%. On a large-scale bioinformatics dataset, we reduce the number of distance computations by 71%. On a large-scale image dataset, our parallel algorithm with 16 cores reduces tree construction time from 3.5 hours to 12 minutes.

1. Introduction

Data structures for fast nearest neighbor queries are most often used to speed up the $k$-nearest neighbor classification algorithm. But many other learning tasks also require neighbor searches, and cover trees can speed up these tasks as well: localized support vector machines (Segata & Blanzieri, 2010), dimensionality reduction (Lisitsyn et al., 2013), and reinforcement learning (Tziortziotis et al., 2014). Making cover trees faster—the main contribution of this paper—also makes these other tasks faster.

Given a space of points $\mathcal{X}$, a dataset $X \subseteq \mathcal{X}$, a data point $p \in \mathcal{X}$, and a distance function $d : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$, the nearest neighbor of $p$ in $X$ is defined as

$$p_{nn} = \arg\min_{q \in X \setminus \{p\}} d(p, q)$$

The naive method for computing $p_{nn}$ involves a linear scan of all the data points and takes time $\Theta(n)$, but many data structures have been created to speed up this process. The $kd$-tree (Friedman et al., 1977) is probably the most famous. It is simple and effective in practice, but it can only be used on Euclidean spaces. We must turn to other data structures when given an arbitrary metric space. The simplest and oldest of these structures is the ball tree (Oom-hundo, 1989). Although attractive for its simplicity, it provides only the trivial runtime guarantee that queries will take time $O(n)$. Subsequent research focused on providing stronger guarantees, producing more complicated data structures like the metric skip list (Karger & Ruhl, 2002) and the navigating net (Krauthgamer & Lee, 2004). Because these data structures were complex and had large constant factors, they were mostly of theoretical interest. The cover tree (Beygelzimer et al., 2006) simplified navigating nets while maintaining good run time guarantees. Further research has strengthened the theoretical runtime bounds provided by the cover tree (Ram et al., 2010). Our contributions make the cover tree faster in practice.

The cover tree as originally introduced is simpler than related data structures, but it is not simple. The original explanation required an implicit tree with an infinite number of nodes; but a smaller, explicit tree with $O(n)$ nodes actually gets implemented. We refer to this presentation as the original cover tree. In the remainder of this paper we introduce the simplified cover tree and the nearest ancestor cover tree; parallel construction and querying algorithms; and a cache-efficient layout suitable for all three cover trees. We conclude with experiments showing: on standard benchmark datasets we outperform both the original implementation (Beygelzimer et al., 2006) and MLPack’s implementation (Curtin et al., 2013a); on a large bioinformatics dataset, our nearest ancestor tree uses 71% fewer distance comparisons than the original cover tree; and on a large image data set, our parallelization algorithm reduces tree construction time from 3.5 hours to 12 minutes.
2. Simplified cover trees

Definition 1. Our simplified cover tree is any tree where:
(a) each node \( p \) in the tree contains a single data point (also denoted by \( p \)); and (b) the following three invariants are maintained.

1. The leveling invariant. Every node \( p \) has an associated integer \( \text{level}(p) \). For each child \( q \) of \( p \)
   \[ \text{level}(q) = \text{level}(p) - 1. \]

2. The covering invariant. For every node \( p \), define the function \( \text{covdist}(p) = 2^{\text{level}(p)} \). For each child \( q \) of \( p \)
   \[ d(p, q) \leq \text{covdist}(p). \]

3. The separating invariant. For every node \( p \), define the function \( \text{sepdist}(p) = 2^{\text{level}(p) - 1} \). For all distinct children \( q_1 \) and \( q_2 \) of \( p \)
   \[ d(q_1, q_2) > \text{sepdist}(p) \]

Throughout this paper, we will use the functions \( \text{children}(p) \) and \( \text{descendants}(p) \) to refer to the set of nodes that are children or descendants of \( p \) respectively. We also define the function \( \text{maxdist} \) as

\[ \text{maxdist}(p) = \arg \max_{q \in \text{descendants}(p)} d(p, q) \]

In words, this is the greatest distance from \( p \) to any of its descendants. This value is upper bounded by \( 2^{\text{level}(p) + 1} \), and its exact value can be cached within the data structure.¹

In order to query a cover tree (any variant), we use the generic “space tree” framework developed by Curtin et al. (2013). This framework provides fast algorithms for finding the \( k \)-nearest neighbors, points within a specified distance, kernel density estimates, and minimum spanning trees. Each of these algorithms has two variants: a single tree algorithm for querying one point at a time, and a dual tree algorithm for querying many points at once. Our faster cover tree algorithms speed up all of these queries; but for simplicity, in this paper we focus only on the single tree nearest neighbor query. The pseudocode is shown in Algorithm 1.

Algorithm 1 Find nearest neighbor

function \( \text{findNearestNeighbor}(\text{cover tree } p, \text{ query point } x, \text{ nearest neighbor so far } y) \)
1: if \( d(p, x) < d(y, x) \) then
2: \( y \leftarrow p \)
3: for each child \( q \) of \( p \) sorted by distance to \( x \) do
4: if \( d(y, x) > d(y, q) - \text{maxdist}(q) \) then
5: \( y \leftarrow \text{findNearestNeighbor}(q, x, y) \)
6: return \( y \)

Algorithm 2 Simplified cover tree insertion

function \( \text{insert}(\text{cover tree } p, \text{ data point } x) \)
prerequisites: \( d(p, x) \leq \text{covdist}(p) \)
1: if \( d(p, x) > \text{covdist}(p) \) then
2: while \( d(p, x) > 2\text{covdist}(p) \) do
3: Remove any leaf \( q \) from \( p \)
4: \( p' \leftarrow \text{tree with root } q \) and \( p \) as only child
5: \( p \leftarrow p' \)
6: return tree with \( x \) as root and \( p \) as only child
7: return \( \text{insert}_{\text{tree}}(p, x) \)

function \( \text{insert}_{\text{tree}}(\text{cover tree } p, \text{ data point } x) \)
1: for \( q \in \text{children}(p) \) do
2: if \( d(q, x) \leq \text{covdist}(q) \) then
3: \( q' \leftarrow \text{insert}_{\text{tree}}(q, x) \)
4: \( p' \leftarrow p \) with child \( q \) replaced with \( q' \)
5: return \( p' \)
6: return \( p \) with \( x \) added as a child

(\( a \)) any node in the cover tree can have at most \( O(c^4) \) children; (\( b \)) the depth of any node in the cover tree is at most \( O(c^2 \log n) \). These were proven for the original cover tree (Beygelzimer et al., 2006) and the proofs for our simplified cover tree are essentially the same. We can use these two facts to show that the runtime of Algorithm 1 is \( O(c^5 \log n) \) for both the original and simplified cover tree.

Algorithm 2 shows how to insert into the simplified cover tree. It is divided into two cases. In the first case, we cannot insert our data point \( x \) into the tree without violating the covering invariant. So we raise the level of the tree \( p \) by taking any leaf node and using that as the new root. Because \( \text{maxdist}(p) \leq 2\text{covdist}(p) \), we are guaranteed that \( d(p, x) \leq \text{covdist}(x) \), and so we do not violate the covering constraint. In the second case, the \( \text{insert}_{\text{tree}} \) function recursively descends the tree. On each function call, we search through \( \text{children}(p) \) to find a node we can insert into without violating the covering invariant. If we find such a node, we recurse; otherwise, we know we can add \( x \) to \( \text{children}(p) \) without violating the separating invariant. In all cases, exactly one node is added per data point, so the resulting tree will have exactly \( n \) nodes. Since every

¹As in the original cover tree, practical performance is improved on most datasets by redefining \( \text{covdist}(p) = 1.3^{\text{level}(p)} \) and \( \text{sepdist}(p) = 1.3^{\text{level}(p) - 1} \). All of our experiments use this modified definition.
node can have at most $O(c^4)$ children and the depth of the tree is bounded by $O(c^2 \log n)$, the runtime is $O(c^6 \log n)$.

The simplified cover tree has the same runtime bounds as the original cover tree, but it has an improved constant factor, as it needs only $n$ nodes. Fewer nodes reduces both the overhead from traversing the data structure and the number of required distance comparisons. The original cover tree’s nesting invariant dictated these extra nodes. In our definitions, the nesting invariant states that for every node $p$, if $p$ has any children, then $p$ also has itself as a child (this child need not satisfy the leveling invariant). The nesting invariant comes from the presentation of the original cover tree as an infinite data structure, but it does not play a key role in the cover tree’s runtime analysis. Therefore, we can discard it and maintain the runtime guarantees.

Figure 1 shows the reduction in nodes by using the simplified cover tree on benchmark datasets taken from the ML-Pack test suite (Curtin et al., 2013a). Section 6 contains more details on these datasets, and Figure 3 in the same section shows how this reduced node count translates into improved query performance.

3. Nearest ancestor cover trees

In this section, we exploit a similarity between simplified cover trees and binary search trees (BSTs). Insertion into both trees follows the same procedure: Perform a depth first search to find the right location to insert the point. In particular, there is no rebalancing after the insertion. Many alternatives to plain BSTs produce better query times by introducing new invariants. These invariants force the insertion algorithm to rebalance the tree during the insertion step. Our definition of the simplified cover tree makes adding similar invariants easy. We now introduce one possible invariant.

Figure 1. Fraction of nodes required for the simplified cover tree. Fewer nodes means less overhead from traversing the tree and fewer distance comparisons. See Table 1 for information on the datasets.

Definition 2. A nearest ancestor cover tree is a simplified cover tree where every point $p$ has the nearest ancestor invariant: If $q_1$ is an ancestor of $p$ and $q_2$ is a sibling of $q_1$, then

$$d(p, q_1) \leq d(p, q_2)$$

In other words, the nearest ancestor cover tree ensures that for every data point, each of its ancestors is the “best possible” ancestor for it at that level. Figure 2 shows a motivating one dimensional example.

Algorithm 3 shows how to insert a point into a nearest ancestor cover tree. It uses the same insert function as 2, but the helper function insert is slightly modified in two ways (shown with an underline). First, we sort children(p) according to their distance from the data point $x$. This sorting ensures that our newly inserted point will satisfy the nearest ancestor invariant. But this new point $x$ may cause other points to violate the nearest ancestor invariant. In particular, if $x$ has a sibling $q$; $q$ has a descendant $r$; and $d(r, x) < d(r, q)$; then $r$ now violates the nearest ancestor invariant. Our second step is to call rebalance, which finds all these violating data points and moves them underneath $x$.

Most of the work of the rebalance function happens in the helper rebalance, rebalance returns a valid nearest ancestor cover tree and a set of points that still need to be inserted; rebalance just inserts those extra points. rebalance_takes two nearest ancestor cover trees $p$ and $q$ (where $p$ is an ancestor of $q$) and a point $x$. Its goal is to “extract” all points from $q$ that would violate the nearest ancestor invariant if $x$ became a sibling of $p$. It returns three values: a modified version of $q$, a set of points that cannot remain in any point along the path from $p$ to $q$ called the moveset, and a set of points that need to be reinserted somewhere along the path from $p$ to $q$ called the stayset. There are two cases. In the first case, the data point at node $q$ must move. We then filter the descendants of $q$ into the moveset or stayset as appropriate and return null for our
modified \( q \). In the second case, the data point at node \( q \) must stay. We recursively apply \( \text{rebalance} \) to each of \( q \)'s children; we use the results to update the corresponding child, the \( \text{moveset} \) and the \( \text{stayset} \) variables. Finally, we try to reinsert any nodes in \( \text{stayset} \). If \( \text{rebalance} \) was called with \( q \) a child of \( p \), then the return value of \( \text{stayset} \) will be empty; any children that could not be directly reinserted must be in the \( \text{moveset} \).

The \( \text{rebalance} \) function loops over all \( O(c^4) \) children of a node, and the maximum depth of the recursion is \( O(c^2 \log n) \). Therefore the overall runtime is \( O(c^6 \log n) \). It may be called up to \( O(c^4) \) times within \( \text{rebalance} \), so the body of the for loop on line 12 executes \( O(c^{10} \log n) \) times. Unfortunately, we have no bound on the size of \( \text{moveset} \), except to note that it is usually small in practice.

On the datasets in our experiments (see Table 1), the value is usually zero or at worst in the single digits. Figure 3(a) shows that nearest ancestor cover tree construction is not that much slower in practice, and Figure 3(b) shows that this slowdown is overshadowed by the resulting speedup in nearest neighbor queries.

### 4. Parallel cover tree

In this section we discuss parallelism on shared-memory, multiprocessor machines. Querying in parallel is easy. Since the results of neighbor queries for a data point do not depend on other data points, we can: divide the points among the processors; then each processor traverses the tree independently. More difficult is constructing the tree in parallel. Our strategy is to split the data, create one cover tree on each processor, then merge these trees together. Previous work on parallelizing cover trees applied only to the GPU (Kumar & Ramareddy, 2010). Our approach is suitable for any shared-memory multiprocessor machine. We give a detailed description for merging simplified cover trees and discuss at a high level how to extend this procedure to nearest ancestor cover trees.

Algorithm 4 shows the merging procedure. The \( \text{merge} \) function’s main purpose is to satisfy the prerequisites for \( \text{mergeHelper} \), which has two phases. First, we find all the subtrees of \( q \) that can be inserted directly into \( p \) without violating any invariants, and we insert them. Second, we insert the remaining nodes from \( q \) into \( p \) directly via the \( \text{insert} \) function.

The \( \text{mergeHelper} \) function returns a partially merged tree and a set of nodes called the \( \text{leftovers} \) that still need to be inserted into the tree. The first phase uses the for loop starting on line 3 to categorize the children of \( q \) into three disjoint sets. The \( \text{uncovered} \) set contains all of \( q \)'s children that would violate the covering invariant if inserted into \( p \). The \( \text{sepcov} \) set contains all of \( q \)'s children that would not violate the separating or covering invariants when inserted into \( p \). Both of these sets are unused in the second phase of \( \text{mergeHelper} \). Every child of \( q \) that is not inserted into...
the uncovered or sepcov sets gets merged with a suitable node in children(p). This is done by recursively calling the mergeHelper function. Any points that could not be inserted into the results of mergeHelper get added to the leftovers set.

In the second phase of mergeHelper, we insert as many nodes as possible into our merged tree \( p' \). First update the children with the subtrees in sepcov. Then insert the root of \( q \). We know that \( d(p,q) \leq \text{covdist}(p) \), so this insertion is guaranteed not to change the level of \( p' \). Finally, we loop over the elements in leftovers and insert them into \( p' \) only if it would not change the level of \( p' \). Any elements of leftovers that cannot be inserted into \( p' \) get inserted into leftovers' and returned. It is important to do this insertion of leftovers at the lowest level possible (rather than wait until the recursion ends and have the insertion performed in merge) to avoid unnecessary distance computations.

The merge function does not maintain the nearest ancestor invariant. A modified version of merge that calls the rebalance function appropriately could. But for space reasons, we do not provide this modified algorithm. In our experiments below, we use the provided merge function in Algorithm 4 to parallelize both simplified and nearest ancestor tree construction. In practice, this retains the benefits of the nearest ancestor cover tree because the nearest ancestor invariant is violated in only a few places.

Providing explicit bounds on the runtime of merge is difficult. But in practice it is fast. When parallelizing on two processors, approximately 1% of the distance calculations occur within merge. So this is not our bottleneck. Instead, the main bottleneck of parallelism is cache performance. On modern desktop computers, last level cache is shared between all cores on a CPU. Cover tree construction results in many cache misses, and this effect is exaggerated when the tree is constructed in parallel.

### 5. Cache efficiency

One of the biggest sources of overhead in the cover tree is cache misses. Our last improvement is to make cover trees more cache efficient. A simple way to reduce cache misses for tree data structures is to use the van Emde Boas tree layout (Frigo et al., 1999). This layout arranges nodes in memory according to a depth first traversal of the tree. This arrangement creates a cache oblivious data structure. That is, the programmer does not need any special knowledge about the cache sizes to obtain optimal speedup—the van Emde Boas tree layout works efficiently on any cache architecture. This layout has been known for a long time in the data structures community, but it seems unused in machine learning libraries. Frigo (1999) provides a detailed tutorial.

---

**Algorithm 4 Merging cover trees**

```plaintext
function merge(cover tree \( p \), cover tree \( q \))
1: if level(q) > level(p) then
2: swap \( p \) and \( q \)
3: while level(q) < level(p) do
4: move a node from the leaf of \( q \) to the root;
5: this raises the level of \( q \) by 1
6: \( (p,\text{leftovers}) \leftarrow \text{mergeHelper}(p,q) \)
7: for \( r \in \text{leftovers} \) do
8: \( p \leftarrow \text{insert}(p,r) \)
9: return \( p \)

function mergeHelper(cover tree \( p \), cover tree \( q \))
prereqs: level(p) = level(q), \( d(p,q) \leq \text{covdist}(p) \)
1: \( \text{children'} \leftarrow \text{children}(p) \)  // Phase 1
2: \( \text{uncovered,sepcov, leftovers} \leftarrow \emptyset \)
3: for \( r \in \text{children}(q) \) do
4: if \( d(p,r) < \text{covdist}(p) \) then
5: \( \text{foundmatch} \leftarrow \text{false} \)
6: for \( s \in \text{children'} \) do
7: if \( d(s,r) < \text{sepdist}(p) \) then
8: \( (s',\text{leftovers}) \leftarrow \text{mergeHelper}(s,r) \)
9: \( \text{children'} \leftarrow \text{children'} \cup \{s'\} \setminus \{s\} \)
10: \( \text{leftovers} \leftarrow \text{leftovers} \cup \text{leftovers} \)
11: if \( \text{not foundmatch} \) then
12: \( \text{sepcov} \leftarrow \text{sepcov} \cup \{r\} \)
13: else
14: \( \text{uncovered} \leftarrow \text{uncovered} \cup \{r\} \)
15: \( \text{children'} \leftarrow \text{children'} \cup \{r\} \) // Phase 2
16: \( \text{uncovered} \leftarrow \text{uncovered} \cup \{r\} \)
17: \( \text{children'} \leftarrow \text{children'} \cup \text{sepcov} \)
18: \( p' \leftarrow \text{tree rooted at } p \text{ with } \text{children}(p')=\text{children'} \)
19: \( p' \leftarrow \text{insert}(p',q) \)
20: \( \text{leftovers'} \leftarrow \emptyset \)
21: for \( r \in \text{leftovers} \) do
22: if \( d(r,p') \leq \text{covdist}(p') \) then
23: \( p' \leftarrow \text{insert}(p',r) \)
24: else
25: \( \text{leftovers'} \leftarrow \text{leftovers'} \cup \{r\} \)
26: return \( (p',\text{leftovers'} \cup \text{uncovered}) \)
```

Our implementation of the cache oblivious cover tree is static. That is, we first construct the cover tree, then we call a function pack that rearranges the tree in memory. This means we do not get the reduced cache misses while constructing the tree, but only while querying the tree. The pack function is essentially free to run because it requires only a single traversal through the dataset. Figure 4 shows that the van Emde Boas tree layout reduces cache misses by 5 to 20 percent. This results in a reduction of stalled CPU cycles by 2 to 15 percent.
Figure 3. (a) Constructing a nearest ancestor query tree usually takes longer than the original cover tree and the simplified cover tree. (b) Construction plus querying is faster in the nearest ancestor cover tree. On most datasets, this faster query time more than offsets the increased construction cost, giving an overall speedup.

Figure 4. (a) Comparison of our packed nearest ancestor cover tree to our unpacked tree and other implementations, demonstrating better cache performance. (b) A stalled CPU cycle is when the CPU does no work because it must wait for a memory access. Reducing the number of cache misses results in fewer stalled cycles, and so faster run times. We used the Linux perf stat utility to measure the `cache-references`, `cache-misses`, `cycles`, and `stalled-cycles-frontend` hardware counters. `perf stat` uses a sampling strategy with negligible affect on program performance.

Figure 5. Run times on the “all nearest neighbor” procedure for only those datasets that take more than 5 minutes. (a) Tree construction. A single cover tree merge takes about 1% of the computation time; the main reason for the lack of perfect parallel speedup is the increased number of cache misses caused by inserting into multiple trees simultaneously. (b) Comparison on total performance to reference and MLPack implementations. Runtimes in both figures are divided by that of our single processor implementation (shown in parenthesis).
Faster Cover Trees

dataset | num data points | num dimensions
--- | --- | ---
yearpredict | 515345 | 90
twitter | 583250 | 78
tinyImages | 100000 | 384
mnist | 70000 | 784
corel | 68040 | 32
covtype | 581012 | 55
artificial40 | 10000 | 40
faces | 10304 | 20

Table 1. All MLPack benchmark datasets with at least 20 dimensions and 10000 points, arranged in descending order by runtime of all nearest neighbor search.

6. Experiments

We now validate our improvements empirically. Our first experiments use the Euclidean distance on a standard benchmark suite (described in Table 1). Our last experiments use non-Euclidean metrics on data from bioinformatics and computer vision. In each experiment, we use the “all nearest neighbors” experimental setup. That is, we first construct the cover trees on the dataset. Then, for each point in the dataset, we find its nearest neighbor. This is a standard technique for measuring the efficiency of nearest neighbor algorithms.

6.1. Tree-type comparison

Our first experiment compares the performance of the three types of cover trees: original, simplified, and nearest ancestor. We measure the number of distance comparisons required to build the tree on a dataset in Figure 3(a) and the number of distance comparisons required to find each data point’s nearest neighbor in Figure 3(b) using Algorithm 1. Distance comparisons are a good proxy measure of runtime performance because the majority of the algorithm’s runtime is spent computing distances, and it ignores the possible unwanted confounding variable of varying optimization efforts. As expected, the simplified tree typically outperforms the original tree, and the nearest ancestor tree typically outperforms the simplified tree. We reiterate that this reduced need for distance comparisons translates over to all other queries provided by the space tree framework (Curtin et al., 2013b).

6.2. Implementation comparison

We next compare our implementation against two good cover tree implementations currently in widespread use: the reference implementation used in the original paper (Beygelzimer et al., 2006) and MLPack’s implementation (Curtin et al., 2013a). Both of these programs were written in C++ and compiled with g++ 4.4.7 with full optimizations. Our implementation was written in Haskell and compiled with ghc 7.8.4 also with full optimizations.2 All tests were run on an Amazon Web Services c3.8x-large instance with 60 GB of RAM and 32 Intel Xeon E5-2680 CPU cores clocked at 2.80GHz. Half of those cores are hyperthreads, so for simplicity we only parallelize out to 16 cores.

Since the reference implementation and MLPack only come with the Euclidean distance built-in, we only use that metric when comparing the three implementations. Figure 4 shows the cache performance of all three libraries. Figure 5 shows the runtime of all three libraries. Our implementation’s cache performance and parallelization speedup is shown on the nearest ancestor cover tree. Neither the original implementation nor MLPack support parallelization.

6.3. Graph kernels and protein function

An important problem in bioinformatics is to predict the function of a protein based on its 3d structure. State of the art solutions model the protein’s 3d structure as a graph and use support vector machines (with a graph kernel) for prediction. Computing graph kernels is relatively expensive, however, so research has focused on making the graph kernel computation faster (Vishwanathan et al., 2010; Sher- vashidze et al., 2011). Such research makes graph kernels scale to larger graphs, but does not help in the case where there are more graphs. Our contribution is to use cover trees to reduce the number of required kernel computations, letting us scale to more graphs. The largest dataset in previous research contained about 1200 proteins. With our cover tree, we perform nearest neighbor queries on all one hundred thousand proteins currently registered in the Protein Data Bank (Berman et al., 2000).

We use the random walk graph kernel in our experiment. It performs well on protein classification and is conceptually simple. See Vishwanathan et al. (2010) for more details. A naive computation of this kernel takes time $O(v^6)$, where $v$ is the number of vertices in the graph. Vishwanathan et al. present faster methods that take time only $O(v^3)$. While considerably faster, it is still a relatively expensive distance computation.

The Protein Data Bank (Berman et al., 2000) contains information on the 3d primary structure of approximately one hundred thousand proteins. To perform our experiment, we follow a procedure similar to that used by the PROTEIN dataset used in the experiments in Viswanathan et al. This procedure constructs secondary structure graphs from the primary structures in the Protein Data Bank using the tool VLPG (Schäfer et al., 2012). The Protein Data Bank stores the 3d structure of the atoms in the protein in a PDB file.

---

2Our code can be downloaded at http://github.com/mikeizbicki/hlearn#covertree.
Figure 6. The effect on runtime as we increase the number of data points on the bioinformatics data. The relationship is roughly linear, indicating protein graphs have a relatively low intrinsic dimensionality. As expected, the nearest ancestor cover tree performs the best.

From this PDB file, we calculate the protein’s secondary structure using the DSSP tool (Joosten et al., 2011). Then, the tool VLPG (Schafer et al., 2012) generates graphs from the resulting secondary structure. Some PDB files contain information for multiple graphs, and some do not contain enough information to construct a graph. In total, our dataset consists of 250,000 graphs, and a typical graph has between 5-120 nodes and 0.1-3 edges per node. Figure 6 shows the scaling behavior of all three cover trees on this dataset. On all of the data, the total construction and query cost are 29% that of the original cover tree.

6.4. Earth mover’s distance

The Earth Mover’s Distance (EMD) is a distance metric between histograms designed for image classification (Rubner et al., 1998). In our tests, we convert images into three dimensional histograms of the pixel values in LabCIE color space. LabCIE is a color space represents colors in three dimensions. It is similar to the more familiar RGB and CMYK color spaces, but the distances between colors more accurately match what humans perceive color distances to be. We construct the histogram such that each dimension has 8 equally spaced intervals, for a total of 512 bins. We then create a “signature” of the histogram by recording only the 20 largest of the 512 bins.

Previous research on speeding up EMD focused on computing EMD distances faster. The EMD takes a base distance as a parameter. For an arbitrary base distance, EMD requires $O(b^3 \log b)$ time where $b$ is the size of the histogram signature. Faster algorithms exist for specific base metrics. For example, with an $L_1$ base metric the EMD can be computed in time $O(b^2)$ (Ling & Okada, 2007); and if the base metric is a so-called “thresholded metric,” we can get an order of magnitude constant factor speed up (Pele & Werman, 2009). We specifically chose the LabCIE color space because there is no known faster EMD algorithm. It will stress-test our cover tree implementation.

In this experiment, we use the Yahoo! Flickr Creative Commons dataset. The dataset contains 1.5 million images in its training set, and we construct simplified and nearest ancestor cover trees in parallel on this data. Construction times are shown in Table 2. Using the cheap L2 distance with smaller datasets, tree construction happens quickly and so parallelization is less important. But with an expensive distance on this larger dataset, parallel construction makes a big difference.

Table 2. Parallel cover tree construction using the earth movers distance. On this large dataset with an expensive metric, we see better parallel speedup than on the datasets with the cheaper L2 metric. The nearest ancestor cover tree gets super-linear parallel speedup because we are merging with Algorithm 4, which does not attempt to rebalance.

7. Conclusion

We’ve simplified the definition of the cover tree, and introduced the new nearest ancestor invariant that speeds up the cover tree in practice. It is possible that other invariants exist that will balance the tree better, providing even more speed improvements.
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Abstract

A piecewise-constant conditional intensity model (PCIM) is a non-Markovian model of temporal stochastic dependencies in continuous-time event streams. It allows efficient learning and forecasting given complete trajectories. However, no general inference algorithm has been developed for PCIMs. We propose an effective and efficient auxiliary Gibbs sampler for inference in PCIM, based on the idea of thinning for inhomogeneous Poisson processes. The sampler alternates between sampling a finite set of auxiliary virtual events with adaptive rates, and performing an efficient forward-backward pass at discrete times to generate samples. We show that our sampler can successfully perform inference tasks in both Markovian and non-Markovian models, and can be employed in Expectation-Maximization PCIM parameter estimation and structural learning with partially observed data.

1 Introduction

Modeling temporal dependencies in event streams has wide applications. For example, users’ behaviors in online shopping and web searches, social network activities, and machines’ responses in datacenter management can each be viewed as a stream of events over time. Models that can successfully learn the complex dependencies among events (both label and timing) allow targeted online advertising, automatic policy selection in datacenter management, user behavior modeling, or event prediction and dependency understanding in general.

[Gunawardana et al., 2011] proposed the piecewise-constant conditional intensity model (PCIM) which captures the dependencies among the types of events through a set of piecewise-constant conditional intensity functions. A PCIM is represented as a set of decision trees, which allow for efficient model selection. Forecasting via forward sampling is also simple by iteratively sampling next events based on the current history.

However, currently model selection and forecasting for PCIMs is only effective given complete data. When there are missing data, an inference method is needed to answer general queries or be employed in expectation-maximization (EM) algorithms for model selection and parameter learning. Currently, no inference algorithm has been proposed for PCIM that can condition on general evidence.

In this work, we propose the first general inference algorithm for PCIMs, based on the idea of thinning for inhomogeneous Poisson process [Lewis and Shedler, 1979]. This results in an auxiliary Gibbs sampler that alternates between sampling a finite set of virtual event times given the current trajectory, and then sampling a new trajectory given the set of evidences and event times (virtual and actual). Our method is convergent, does not involve approximations like fixed time-discretization, and the samples generated can answer any type of query. We propose an efficient state-vector representation to maintain only necessary information for diverging trajectories, reducing the exponentially increasing sampling complexity to linear in most cases. We show empirically our inference algorithm converges to the true distribution, permits effective query answering, and aids model selection with incomplete data for PCIM models with both Markovian and complex non-Markovian dynamics. We also show the connection between PCIMs and continuous-time Bayesian networks (CTBNs), and compare our method with an existing method on such models.

2 Previous Work

A dynamic Bayesian network (DBN) [Dean and Kanazawa, 1988] models temporal dependencies between variables in discrete time. For systems that evolve asynchronously without a global clock, it is...
often not clear how timestamps should be discretized. Health records, computer server logs, and social networks are examples of asynchronous event data streams. For such systems, too slow a sampling rate would poorly represent the data, while too fast a sampling rate makes learning and inference more costly.

Continuous-time models have drawn attention recently in applications ranging from social networks [Du et al., 2013, Saito et al., 2009, Linderman and Adams, 2014] to genetics [Cohn et al., 2009] to biochemical networks [Golightly and Wilkinson, 2011]. Continuous Time Bayesian Networks (CTBN) [Nodelman et al., 2002] are homogeneous Markovian models of the joint trajectories of discrete finite variables, analogous to DBNs. Non-Markovian continuous models allow the rate of an event to be a function of the process’s history. Poisson Networks [Rajaram et al., 2005] constrain this function to depend only on the counts of the number of events during a finite time window. Poisson cascades [Simma and Jordan, 2010] define the rate function to be the sum of a kernel applied to each historic event, and requires the modeler to choose a parametric form for temporal dependencies.

A PCIM defines the intensity function as decision trees, with internal nodes’ tests mapping time and history to leaves. Each leaf is associated with a constant rate. A PCIM is able to model non-Markovian temporal dependencies, and is an order of magnitude faster to learn than Poisson networks. Applications include modeling supercomputer event logs and forecasting future interests of web search users. While PCIMs have been extended in a number of ways [Parikh et al., 2012, Weiss and Page, 2013], there is no general inference algorithm.

Inference algorithms developed for continuous systems are mainly for Markovian models or specifically designed for a particular application. For CTBNs, there are variational approaches such as expectation propagation [El-Hay et al., 2010] and mean field [Cohn et al., 2009], which do not converge to the true value as computation time increases. Sampling based approaches include importance sampling [Fan et al., 2010] and Gibbs sampling [Rao and Teh, 2011, Rao and Teh, 2013] that converge to the true value. The latter is the current state-of-the-art method designed for general Markov Jump Processes (MJPs) and its extensions (including CTBNs). It uses the idea of uniformization [Grassmann, 1977] for Markov models, similar to thinning [Lewis and Shedler, 1979] for inhomogeneous Poisson processes. We note that our inference method generalizes theirs to non-Markovian models.

3 PCIM Background

Assume events are drawn from a finite label set \( \Lambda \). An event then can be represented by a time-stamp \( t \) and a label \( l \). An event sequence \( x = \{ (t_i, l_i) \}_{i=1}^n \), where \( 0 < t_1 < \ldots < t_n \). We use \( h_i = \{(t_j, l_j) \mid (t_j, l_j) \in x, t_j < t_i \} \) for the history of event \( i \), when it is clear from context which \( x \) is meant. We define the ending time \( t(y) \) of an event sequence \( y \) as the time of the last event in \( y \), so that \( t(h_i) = t_{i-1} \). A conditional intensity model (CIM) is a set of non-negative conditional intensity functions indexed by label \( \{ \lambda_l(t|x; \theta) \}_{l \in \Lambda} \). The data likelihood is

\[
p(x|\theta) = \prod_{l \in \Lambda} \prod_{i=1}^n \lambda_l(t_i|x_i; \theta)^{1_{(1)}(t_i)} e^{-\Lambda_l(t_i|x_i; \theta)} \tag{1}
\]

where \( \Lambda_l(t|h; \theta) = \int_t^\infty \lambda_l(\tau|h; \theta) d\tau \). The indicator function \( 1_{(1)}(t) \) is one if \( t \leq t \) and zero otherwise. \( \lambda_l(t|h; \theta) \) is the expected rate of event \( l \) at time \( t \) given history \( h \) and model parameters \( \theta \). Conditioning on the entire history causes the process to be non-Markovian. The modeling assumptions for a CIM are quite weak, as any distribution for \( x \) in which the timestamps are continuous random variables can be written in this form. Despite the weak assumptions, the per-label conditional factorization allows the modeling of label-specific dependence on past events.

A PCIM is a particular class of CIM that restricts \( \lambda(h) \) to be piecewise constant (as a function of time) for any history, so the integral for \( \Lambda \) breaks down into a finite number of components and forward sampling becomes feasible. A PCIM represents the conditional intensity functions with decision trees. Each internal node in a tree is a binary test of the history, and each leaf contains an intensity. If the tests are piecewise-constant functions of time for any event history, the resulting function \( \lambda(t|h; \theta) \) is piecewise-constant. Examples of admissible tests include

- Was the most recent event of label \( l \)?
- Is the time of the day between 6am and 9am?
- Did an event with label \( l \) happen at least \( n \) times between 5 seconds ago and 2 seconds ago?
- Were the last two events of the same label?

Note some tests are non-Markovian in that they require knowledge of more than just which event was most recent. See Fig. 1 for an example of a PCIM model.

The decision tree for label \( l \) maps the time and history to a
leaf $s \in \Sigma_l$, where $\Sigma_l$ is the set of leaves for $l$. The resulting data likelihood can be simplified:

$$p(x|S, \theta) = \prod_{l \in L} \prod_{s \in \Sigma_l} \lambda_{ls}^{c_s(x)} e^{-\lambda_{ls}d_s(x)}.$$  \hspace{1cm} (2)

$S$ is the PCIM structure represented by the decision trees; the model parameters $\theta$ are rates at the leaves. $c_s(x)$ is the number of times label $l$ occurs in $x$ and is mapped to leaf $s$. $d_s(x)$ is the total duration when the event trajectory for $l$ is mapped to $s$. $c$ and $d$ are the sufficient statistics for calculating data likelihood.

[Gunawardana et al., 2011] showed that given the structure $S$, by using a product of Gamma distributions as a conjugate prior for $\theta$, the marginal likelihood of the data can be given in closed form, and thus parameter estimation can be done in closed form. Furthermore, imposing a structural prior allows a closed form Bayesian score to be used for greedy tree learning.

4 Auxiliary Gibbs Sampling for PCIM

In this section we introduce our new inference algorithm for PCIM, called ThinnedGibbs, based on the idea of thinning for inhomogeneous Poisson processes. We handle incomplete data in which there are intervals of time during which events for particular label(s) are not observed.

4.1 Why Inference in PCIM is Difficult

Filling in partially observed trajectories for PCIM is hard due to the complex dependencies between unobserved events and both past and future events. See Fig. 2 for an example. While the history (the event at $t$) says it is likely that there should be events in the unobserved area (with an expected rate of 2), future evidence (no events in $R$) is contradictory: If there were indeed events in the unobserved area, those events should stimulate events happening in $R$.

Such a phenomenon might suggest existing algorithms such as the forward-filtering-backward-sampling (FFBS) algorithm for discrete-time Markov chains. However, there are two subtleties here: First, we are dealing with non-Markovian models. Second, we are dealing with continuous-time systems, so the number of time steps over which to propagate is infinite.

4.2 Thinning

Thinning [Lewis and Shedler, 1979] can be used to turn a continuous-time process into a discrete-time one, without using a fixed time-slice granularity. We select a rate $\lambda^*$ greater than any in the inhomogeneous Poisson process and sample from a homogeneous process with this rate. To get a sample from the original inhomogeneous process, an event at time $t$ is thinned (dropped) with probability $1 - \lambda(t) / \lambda^*$. The resulting data likelihood can be simplified:

$$p(x|S, \theta) = \prod_{l \in L} \prod_{s \in \Sigma_l} \lambda_{ls}^{c_s(x)} e^{-\lambda_{ls}d_s(x)}.$$  \hspace{1cm} (2)

This process can also be reversed. If given the set of thinned event times (samples from the inhomogeneous process), extra events can be added to a sample from the original constant-rate process by sampling from a Poisson process with rate $\lambda^* - \lambda(t)$. The cycle can then repeat by thinning the new total set of times (ignoring how they were generated). At each cycle, the times (after thinning) are drawn from the original inhomogeneous process. It is this type of cycle we will employ in our sampler.

The difficulty is a PCIM is not an inhomogeneous Poisson process. Its intensity depends on the entire history of events, not just the current time. For thinning, this means that we cannot independently sample whether each event is to be thinned. Furthermore, we wish to sample from the posterior process, conditioned on evidence. All evidence (both past and future) affect the probability of a specific thinning configuration.

4.3 Overview of Our Method

To overcome both of these problems, we extend thinning to an auxiliary Gibbs sampler in the same way that [Rao and Teh, 2011, Rao and Teh, 2013] extended Markovian-model uniformization [Grassmann, 1977] (a specific example of thinning in a Markov process) to a Gibbs sampler. To do this we introduce auxiliary variables representing the events that were dropped. We call these events virtual events.

As a standard Gibbs sampler, our method cycles through each variable in turn. In our case, a variable corresponds to an event label. For event label $l$, let $x_l$ be the sampled event sequence for this label. Let $Y_l$ be all evidence (for $l$ and other labels) and all (currently fixed) samples for other labels. Our goal is to sample from $p(x_l | Y_l)$.

Let $v_l$ be the virtual events (the auxiliary variable) associated with $l$ and $z_l = x_l \cup v_l$ (all event times, virtual and non-virtual). Our method first samples from $p(v_l | x_l, Y_l)$ and then samples from $p(x_l | z_l, Y_l)$. The first step adds virtual events given the non-virtual events are “correct.” The second step treats all events as potential events and drops or
keeps events. The dropped events are removed completely. The kept events, \( x_l \), remain as the new sampled trajectory.

The proof of correctness follows analogously to that of [Rao and Teh, 2013] for Markovian systems. However, the details for sampling from \( p(v_l | x_l, Y_l) \) and \( p(x_l | z_l, Y_l) \) differ. We describe them next.

4.4 Sampling Auxiliary Virtual Events with Adaptive Rates

Sampling from \( p(v_l | x_l, Y_l) \) amounts to adding just the virtual (dropped) events. As the full trajectory \( (x_l) \) for all \( l \) is known, the rate at any time step for a virtual event is independent of any other virtual events. Therefore, the process is an inhomogeneous Poisson process for which the rate at \( t \) is equal to \( \lambda^* - \lambda_l(t|h) \) where \( h \) is fully determined by \( x_l \) and \( Y_l \). Recall that \( \lambda_l(t|h) \) is piecewise-constant in time, so sampling from such an inhomogeneous Poisson process is simple.

The auxiliary rate, \( \lambda^* \), must be strictly greater than the maximum rate possible for irreducibility. We use an auxiliary rate of \( \lambda^* = 2 \max(\lambda(t|h)) \) to sample virtual events in the unobserved intervals. This choice balances timing (better with higher \( \lambda^* \)) and computational complexity (better with lower \( \lambda^* \)).

A naïve way to pick \( \lambda^* \) is to find \( \lambda_{max} \): the maximum rate in the leaves of PCIM, and use \( 2\lambda_{max} \). However, there could be unobserved time intervals with a possible maximum rate much smaller than \( \lambda_{max} \). Using \( \lambda_{max} \) in those regions would generate too many virtual events, most of which will be dropped in the next step leading to computational inefficiency. We therefore use an adaptive strategy.

Our adaptive \( \lambda^*(t|h) \) cannot depend on \( x_l \) (this would break the simplicity of sampling mentioned above). Therefore, we determine \( \lambda^*(t|h) \) by passing \((t,h)\) down the PCIM tree for \( \lambda_l \). At each internal node, if the branch does not depend on \( x_l \), we can directly take one branch. Otherwise, the test is related to the sampled events, and we take the maximum rate of taking both branches. This method results in \( \lambda^*(t|h) \) as a piecewise-constant function of time (for the same reasons that \( \lambda_l(t|h) \) is piecewise-constant).

Consider Fig. 3 as an example. When sampling event \( l = A \) on the interval \([1,5]\), we would not take the left branch at the root (no matter what events for \( A \) have been sampled), but must maximize over the other two leaves (as different \( x_l \) values would result in different leaves). This results in a \( \lambda^* = 4 \) over this interval, which is smaller than 6.

4.5 The Naïve FFBS Algorithm

Once these virtual events are added back in, we take \( z_l \) (the union of virtual events and “real” sampled events) as a sample from the Poisson process with rate \( \lambda^* \) and ignore which

\[
\begin{align*}
\lambda^* &= 4 \\
\lambda^* &= 2 \lambda \ \\
\lambda^* &= 1
\end{align*}
\]

Figure 3: Adaptive auxiliary rate example. When sampling \( A \), the branch to take at the root does not depend on unobserved events for \( A \). If the test is related to the sampled event, we take the maximum rate from both branches. The red arrows indicate the branches to take between time \([1,5]\), and \( \lambda^* = 2 \times 2 \) in that interval, instead of 6.

were originally virtual and which were originally “real.” We then thin this set to get a sample from the conditional marginal over \( l \).

The restriction to consider events only at times in \( z_l \) transforms the continuous-time problem into a discrete one. Given \( z_l \) with \( m \) possible event times \([z_{l,1}, z_{l,2}, \ldots, z_{l,m}]\), let \( b = \{b_i\}_{i=1}^m \) be a set of binary variables, one per event, where \( b_i = 1 \) if event \( i \) is included in \( x_l \) (otherwise \( b_i = 0 \) and the event is not included in \( x_l \)). Thus sampling \( b \) is equivalent to sampling \( x_l \) (\( z_l \) is known) as it specifies which events in \( z_l \) are in \( x_l \). Let \( Y^{i:j} \) be the portion of \( Y \) between times \( z_{l,i} \) and \( z_{l,j} \), and \( b^{i:j} = \{b_i | i \leq k \leq j \} \) We wish to sample \( b \) (and thereby \( x_l \)) from \( p(b | Y) \propto \prod p(Y^{i−1:i} | b_i = 1, Y^{1:i−1})p(Y^{m:∞} | b) \) (3)

where the final \( Y^{m:∞} \) signifies all of the evidence after the last virtual event time \( z_{l,m} \) and can be handled similarly to the other terms.

The most straight-forward method for such sampling considers each possible assignment to \( b \) (of which there are \( 2^m \)). For each interval, we multiply terms from Eq. 3 of the form \( p(Y^{i−1:i} | b_i = 1, Y^{1:i−1})p(Y^{i−1:i} | b_i = 0, Y^{1:i−1}) \)

\[
\begin{align*}
\text{where the first term is the likelihood of the trajectory interval from } z_{l,i−1} \text{ to } z_{l,i} \text{ and the second term is the probability of the event being thinned, given the past history. The first can be computed by tallying the sufficient statistics (counts and durations) and applying Eq. 2. Note that these sufficient statistics take into account } b^{i−1:i} \text{ which specifies events for } l \text{ during the unobserved region(s), and the likelihood must also be calculated for labels } l' \neq l \text{ for which } \lambda_l^*(t|h) \text{ depends on events from } l. \text{ The second term is equal to } \frac{\lambda_l^*(t|h)}{\lambda_l^*(t|h)}, \text{ if } b_i = 1 \text{ and } 1 − \frac{\lambda_l^*(t|h)}{\lambda_l^*(t|h)}, \text{ if } b_i = 0. \text{ The numerator’s dependence on the full history similarly dictates a dependence on } b^{i−1:i}.
\end{align*}
\]
This might be formulated as a naïve FFBS algorithm: To generate one sample, we propagate possible trajectories forward in time, multiplying in Eq. 4 at each inter-event interval to account for the evidence. Every time we see a virtual event, each possible trajectory diverges into two (depending on whether the virtual event is to be thinned or not). By the end, we have all \(2^m\) possible trajectories, each with its probability (Eq. 3). We sample one trajectory as the output, in proportion of the calculated likelihoods. As we explicitly keep all possible trajectories, the sampled trajectory immediately tells us which virtual events are kept, so no actual backward pass is needed.

4.6 An Efficient State-Vector Representation

The naïve FFBS algorithm is clearly not practical, as the number of possible trajectories grows exponentially with the number of auxiliary virtual events \((m)\). We propose a more efficient state-vector representation to only keep the necessary information for each possible trajectory. The idea takes advantage of the structure of the PCIM and leads to state merges, similar to what happens in FFBS for hidden Markov models (HMMs).

The terms in Eq. 4 depend on \(b^{l:i-1}\) only through the tests in the internal nodes of the PCIM trees. Therefore, we do not have to keep track of all of \(b^{l:i-1}\) to calculate these likelihoods, but only the current state of such tests that depend on events with label \(l\). For example, a test that asks “Is the last event of label \(l\)?” only needs to maintain a bit as the indicator. The test “Are there more than 3 events of label \(q\) in the last 5 seconds?” for \(q \neq l\) has no state, as \(b^{l:i-1}\) does not affect its choice. By contrast, a test such as “Is the last event of label \(q\)?” does depend on \(b\), even if \(q \neq l\).

As we propagate forward, we merge \(b^{l:i}\) sequences that result in the same set of states for all internal tests inside the PCIM. See Fig. 4 as a simple example. Though there are 8 possible trajectories, they merge to only 2 states that we can sample from. Similar to FFBS for HMM, we need to maintain the transition probabilities in the forward pass and use them in a backward sampling pass to recover the full trajectory, but such information is also linear.

Note that this conversion to a Markov system for sampling is not possible in the original continuous-time system. Thinning has allows it by randomly selecting a few discrete time points, thereby restricting the possible state space to be finite.

The state space depends on the actual tests in the PCIM model. See Tbl. 1 for the tests we currently support and their state representations. The LastStateTest and StateTest are used to support discrete finite variable systems such as CTBN, as we will use in Sec. 5 and in experiments. Note the EventCountTest was the only supported test in the original PCIM paper. We can see that for tests that only depend on the current time (i.e. TimeTest), the diverging history does not affect them, so no state is needed. For Markovian tests (LastEventTest and LastStateTest), we only need a Boolean variable. For the non-Markovian test (EventCountTest), the number of possible states grows exponentially with the number of virtual events maintained in the queue. This is the best we can do and still be exact. It is much better than growing with the number of all virtual events. However, note that commonly \(\text{log}2 = 0\) and \(n\) is a small number. In this case, the state space size at any point is bounded as \(\binom{m'}{n}\), where \(m'\) is the maximum number of sampled events in any time interval of duration \(\text{log}1\) (which is upper bounded by \(m\)). If \(n = 1\), this is linear in the number of samples generated in during \(\text{log}1\) time units.

As noted above, if the test is not related to the sampled event (for example, in sampling event \(l = A\) with test “are there \(\geq 3\) \(B\) events in the last 5 seconds”), the state of the test is null. This is because the evidence and sampled values for \(B\) (not the current variable for Gibbs sampling) can answer this test without reference to samples of \(l\).

See Alg. 1 for the algorithm description for resampling event \(l\). The complete algorithm iterates this procedure for each event label to get a new sample. The helper function UpdateState(s,b,t) returns the new state given the old state \(s\), the new time \(t\), and whether an event occurs at \(t\) \((b)\). SampProbMap(M) takes a mapping from objects to positive values \((M)\) and randomly returns one of the objects with probability proportional to the associate value. AddtoProbMap(M,o,p) checks to see if \(o\) is in \(M\). If so, it adds \(p\) to the associated probability. Otherwise, it adds the mapping \(o \rightarrow p\) to \(M\).

4.7 Extended Example

Fig. 5 shows an example of resampling the events for label \(A\) on the unobserved interval \([0.8, 3.5)\). On the far left is
Table 1: Tests and their corresponding state representations.

<table>
<thead>
<tr>
<th>Test</th>
<th>Example</th>
<th>State Representation</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>TimeTest</td>
<td>Is the time between 6am and 9am?</td>
<td>Null</td>
<td>independent of ( b )</td>
</tr>
<tr>
<td>LastEventTest</td>
<td>Is the last event A?</td>
<td>Boolean</td>
<td>Markovian</td>
</tr>
<tr>
<td>EventCountTest</td>
<td>Are there ( \geq n ) A event in ([t - lag_1, t - lag_2])?</td>
<td>A queue maintaining all the times of A between ([t - lag_2, t]), and the most recent ( n ) events between ([t - lag_1, t - lag_2]).</td>
<td>Non-Markovian</td>
</tr>
<tr>
<td>LastStateTest</td>
<td>Is the last sublabel of var ( A=0 )?</td>
<td>Boolean</td>
<td>Markovian</td>
</tr>
<tr>
<td>StateTest</td>
<td>Is the current sublabel of var ( A=0 )?</td>
<td>Null</td>
<td>independent of ( b )</td>
</tr>
</tbody>
</table>

![Diagram](image.png)

Figure 5: Extended Example, see Section 4.7

Figure 6: Explicit conversion from a CTBN to a PCIM by using specific tests. Only rates for variable \( A \) shown. The colored arrows and boxes show one-to-one correspondence of a path in the tree and an entry in the rate matrix of CTBN. Diagonal elements in the CTBN are redundant and do not need to be represented in the PCIM.

5 Representing CTBNs as PCIMs

A non-Markovian PCIM is more general than the Markovian CTBN model. We can, therefore, represent a CTBN using a PCIM. In this way, we can extend PCIMs and we can compare our PCIM method with existing methods for CTBNs.

We associate a PCIM label with each CTBN variable. We also augment the notion of a PCIM label to include a sublabel. For each CTBN variable, its PCIM label has one sublabel for each state of the CTBN variable. Therefore, a
Algorithm 1 Resampling event $l$

**input:** The previous trajectory $(x_l, Y_l)$

**output:** The newly sampled $x'_l$

1: for each unobserved interval for $l$ do
2: Find piecewise constant $\lambda^*(t|h)$ using $Y_l$
3: Find piecewise constant $\lambda(t|h)$ using $x_l, Y_l$
4: Sample virtual events $v_l$ with rate $\lambda^*(t|h) - \lambda(t|h)$
5: Let $z_l = x_l \cup v_l$, $m = |z_l|$, and $s_0$ be the initial state
6: AddtoProbMap($S_0, s_0, 1.0$)
7: for $i \leftarrow 1$ to $m$ do
8: for each $(l_{i-1}, \cdot) \rightarrow p$ in $S_{i-1}$ do
9: $p_{\text{keep}} = p(E_{i-1}; b_i = 1 | s_{i-1}, E_{i-1})$
10: $p_{\text{drop}} = p(E_{i-1}; b_i = 0 | s_{i-1}, E_{i-1})$
11: $s_{i}^{\text{keep}} \leftarrow \text{UpdateState}(s_{i-1}, \text{true}, z_{i,i})$
12: $s_{i}^{\text{drop}} \leftarrow \text{UpdateState}(s_{i-1}, \text{false}, z_{i,i})$
13: AddtoProbMap($S_i, (s_{i}^{\text{keep}}, z_{i,i}), p \times p_{\text{keep}}$)
14: AddtoProbMap($S_i, (s_{i}^{\text{drop}}, \emptyset), p \times p_{\text{drop}}$)
15: AddtoProbMap($T_i(s_{i}^{\text{keep}}, (s_{i-1}, z_{i,i}), p \times p_{\text{keep}}$)
16: AddtoProbMap($T_i(s_{i}^{\text{drop}}, (s_{i-1}, \emptyset), p \times p_{\text{drop}}$)
17: Update $S_m$ by propagating until ending time
18: $x'_l \leftarrow \emptyset$ and $(s_{m}, t) \leftarrow \text{SampProbMap}(S_m)$
19: if $t \not= 0$ then $x'_l \leftarrow x'_l \cup \{t\}$
20: for $i \leftarrow m - 1$ to $1$ do
21: $(s'_i, t) \leftarrow \text{SampProbMap}(T_i+1(s_{i+1}))$
22: if $t \not= 0$ then $x'_l \leftarrow x'_l \cup \{t\}$
23: return $x'_l$

PCIM event with label $X$ and sublabel $x$ corresponds to a transition of the CTBN variable $X$ from its previous value to the value $x$. The PCIM trees’ tests can also check the sublabel associated with the possible event.

We augment the auxiliary Gibbs sampler to not only sample which virtual events are kept, but also which sublabel is associated with each. This involves modifying the $b_i$ variables from the previous section to be multi-valued. Otherwise, the algorithm proceeds the same way.

The last two tests in Tbl. 1 are explicitly for this type of sublabelled event model. We can use them to turn a conditional intensity matrix from the CTBN into a PCIM tree. Fig. 6 shows the conversion of the “twonode” model.

6 Experiments

We implement our method as part of an open source code base, and all the code and data will be publicly available.

We perform two sets of experiments to validate our method. First we perform inference with our method on both Markovian and non-Markovian models, and compare the result with the ground-truth statistics. For both we show our result converges to the correct result. Ours is the first that can successfully perform inference tasks on non-Markovian PCIMs. For the second set of experiments, we use ThinnedGibbs in EM for both parameter estimation and structural learning for a non-Markovian PCIM. Our inference algorithm can indeed help producing models that achieve higher data likelihood on holdout test data than several baseline methods.

6.1 Verification on the Ising Model

We first evaluate our method, ThinnedGibbs, on a network with Ising model dynamics. The Ising model is a well-known interaction model with applications in many fields including statistical mechanics, genetics, and neuroscience. This is a Markovian model and has been tested by several existing inference methods designed for CTBNs.

Using this model, we generate a directed toroid network structure with cycles following [El-Hay et al., 2010]. Nodes can take values $-1$ and $1$, and follow their parents’ states according to a coupling strength parameter ($\beta$). A rate parameter ($\tau$) determines how fast nodes toggle between states. We test with $\beta = 0.5$ and $\tau = 2$. The net-
Figure 9: Non-Markovian PCIM and evidence. The ending time is 5.

work and the evidence patterns are shown in Fig. 7. The nodes are not observed between $t = 0$ and $t = 1$. We query the marginal distribution of nodes at $t = 0.5$ and measure the sum of the KL-divergences of all marginals against the ground truth. We compare with the state-of-the-art CTBN Auxiliary Gibbs method [Rao and Teh, 2013]. Other existing methods either produce similar or worse results [Celikkaya and Shelton, 2014]. We vary the sample size between 50 and 5000, and set the burn-in period to be 10% of this value. We run the experiments for 100 times, and plot the means and standard deviations.

Results in Fig. 8 verify that our inference method indeed produces results that converge to the true distribution. Our method reduces to that of [Rao and Teh, 2013] in this Markovian model. Differences between the two lines are due to slightly different initializations of the Gibbs Markov chain and not significant.

6.2 Verification on a Non-Markovian Model

We further verify our method on a much more challenging non-Markovian PCIM (Fig. 9). This model contains several non-Markovian EventCountTests. We have observations for event $A$ at $t = 0.4, 0.6, 1.8, 4.7$ and for event $B$ at $t = 0.1, 0.2, 3.4, 3.6, 3.7$. Event $A$ is not observed on $[2.0, 4.0]$ and event $B$ is not observed on $[1.0, 3.0]$.

In produce ground truth, we discretized time and converted the system to a Markovian system. Note that because the time since the last $A$ event is part of the state, as the discretization becomes finer, the state space increases. For this small example, this approach is just barely feasible. We continued to refine the discretization until the answer stabilized. The ground-truth expected total number of $A$ events between $[0, 5]$ is 22.3206 and the expected total number of $B$ events is 11.6161. That is, there are about 18.32 $A$ events and 6.62 $B$ events in the unobserved areas. Note that if the evidence is changed to have no events these numbers drop to 1.6089 and 8.6866 respectively and if the evidence after the unobserved intervals is ignored the expectations are 22.7183 and 6.8344 respectively. Therefore the evidence (both before and after the unobserved intervals) is important to incorporate in inference.

We compare our inference method to the exact values, again varying the sample size between 50 and 5000 and setting the burn-in period to be 10% of this value. We ran the experiments 100 times and report the mean and standard deviation of the two expectations. Our sampler has very small bias and therefore the average values match the true value almost exactly. The variance decreases as expected, demonstrating the consistent nature of our method. See Fig. 10. We are not aware of existing methods that can perform inference on this type of model to which we could compare.

6.3 Parameter Estimation and Structural Learning

We further test ThinnedGibbs by using it in EM, for both parameter estimation (given the tree structure, estimate the rates in the leaves), and structural learning (learn both the structure and rates). We use Monte Carlo EM that iterates between two steps: First, given a model we generate samples conditioned on evidence with ThinnedGibbs. Second, given the samples, we treat them as complete trajectories and perform parameter estimation and structural learning, which is efficient for PCIM. We initialize the model from the partial trajectories, assuming no events occur in the unobserved intervals. EM terminates when the parameters of PCIMs in two consecutive iterations are stable (all rates change less than 10% from the previous ones), or the num-
number of training samples.

Figure 11: Parameter estimation. Testing log-likelihood as a function of the number of training samples.

Figure 12: Structure and parameter estimation. Testing log-likelihood as a function of the number of training examples.

We use the model in Fig. 1 and generate complete trajectories for time range [0, 10]. We vary the number of training samples (5, 10, 15, and 20) and use a fixed set of 100 trajectories as the testing data. For each training size, we use the same the training data for all algorithms and runs. We randomly generate an unobserved interval with length $0.6 \times T$ for both event labels. For each training sample, ThinnedGibbs fills it in to generate a new sample after burning in 10 steps. For each configuration, we run ThinnedGibbs for 5 times. We measure the data likelihood of the holdout testing data on the learned models.

For parameter estimation, we compare with the true model that generated the data, the model learned with only partial data in which we assume no events happened during unseen intervals (Partial Data), and a model learned with complete training data (Complete Data). The results are summarized in Fig. 11. We can see that the model learned by EM algorithm using ThinnedGibbs can indeed produce significantly higher testing likelihood than using only partial data. Of course, we do not do as well as if none of the data had been hidden (Complete Data).

If learning the structure, there is one other possibility: We could use the original fast PCIM learning method, but indicate (by new event labels) when an unobserved interval starts and stops. We augment the bank of possible decisions to include testing if each pseudo-events have occurred most recently. In this way, the PCIM directly models the process that obscures the data. Of course, at test time, branches modeling such unobserved times are not used. Such model should serve as a better baseline than learning from partially observed data, because it can potentially learn unobserved patterns and only use the dependencies in the observed intervals for a better model. We call this model EMUP (explicit modeling of unobserved patterns).

For structure learning, we fix the bank of possible PCIM tests as EventCountTests with $(l, n, lag_1, lag_2) \in \{(A, B) \times \{1, 2\} \times \{2, 3, 4, 5, 6\} \times \{0, 1, 2\} \text{ (omitting tests for which } lag_1 \leq lag_2\}$). For EMUP we also allow testing if currently in unobserved interval. The results are summarized in Fig. 12. We can see that EMUP does outperform models using only partial data. However, Structural EM with ThinnedGibbs still performs better. The performance gain is less than that in the parameter estimation task, probably because there are more local optimals for structural EM, especially with fewer training examples.

7 Discussion and Future Work

We proposed the first effective inference algorithm, ThinnedGibbs, for PCIM. Our auxiliary Gibbs sampling method effectively transforms a continuous-time problem into a discrete one. Our state-vector representation of diverging trajectories takes advantage of state merges and reduces complexity from exponential to linear for most cases. We build the connection between PCIM and CTBN, and show our method generalizes the state-of-art inference method for CTBN models. In experiments we validate our idea on non-Markovian PCIMs, which is the first to do so.

Our method converges to the exact conditional distribution. If the true state of the model indeed grows exponentially, the complexity of ThinnedGibbs follows. We believe this technique could also be applied to other non-Markovian processes. The challenge lies in computing the forward-pass likelihoods when the rate function is not piecewise-constant.
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Social Grouping for Multi-target Tracking and Head Pose Estimation in Video
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Abstract—Many computer vision tasks are more difficult when tackled without contextual information. For example, in multi-camera tracking, pedestrians may look very different in different cameras with varying pose and lighting conditions. Similarly, head direction estimation in high-angle surveillance video in which human head images are low resolution is challenging. Even humans can have trouble without contextual information. In this work, we couple novel contextual information, social grouping, with two important computer vision tasks: multi-target tracking and head pose/direction estimation in surveillance video. These three components are modeled in a probabilistic formulation and we provide effective solvers. We show that social grouping effectively helps to mitigate visual ambiguities in multi-camera tracking and head pose estimation. We further notice that in single-camera multi-target tracking, social grouping provides a natural high-order association cue that avoids existing complex algorithms for high-order track association. In experiments, we demonstrate improvements with our model over models without social grouping context and several state-of-art approaches on a number of publicly available datasets on tracking, head pose estimation, and group discovery.

Index Terms—Multi-target tracking, multi-camera tracking, head pose estimation, social grouping, video analysis, context.

1 Introduction

It is difficult to achieve satisfactory results purely by using visual information for many computer vision tasks due to the inherent visual ambiguities in real-world images and videos. Take multi-camera tracking as an example. Pedestrians may look quite different under cameras with varying conditions. Another example is head pose estimation in high-angle surveillance video. (We focus on yaw angle estimation in such scenarios.) Human head images are usually of low resolution, which makes visual evidence unreliable (see Fig. 1). Thus, contextual information is needed for these tasks.

We introduce social grouping as one such context. Sociology research [29] shows that in natural scenes up to 70% of people walk in groups, possessing similar trajectories, speed, and destinations. These factors should help to disambiguate confusing tracking decisions in both single-camera (similar trajectories and speed) and multi-camera tracking (similar destinations). For example, in multi-camera tracking, the tracker usually finds it difficult to decide linking or splitting two detections, since one person usually looks quite different in two cameras. However, if the two detections are accompanied by another person, linking is preferred. It is also intuitively clear that when people form groups, their head directions are correlated, as they tend to look at each other or the same area of interest.

In this work, we provide a probabilistic framework with effective solvers to utilize social grouping for visual tracking and head pose estimation. The joint optimization of tracking and social grouping is modeled as a constrained nonlinear optimization problem, which results in steps involving standard fast procedures. Head pose estimation in groups is modeled as a graph labeling problem using a conditional random field (CRF) that allows exact convex learning and inference, with tractability supported by sociology research. The generality of our social grouping model makes it applicable to most existing tracklet linking and head pose estimation frameworks.

Our experiments show that social context can help in multi-target tracking and head pose estimation on real-world datasets. Of particular interest, social grouping provides a natural high-order cue for the single-camera multi-target tracking problem, while existing approaches usually depend on complex solvers to go beyond single-order association. Furthermore, social grouping is also an output of the complete system. Our model produces results that are comparative to or better than state-of-art methods on benchmark datasets (see Tbl. 1) on all three tasks (tracking, head pose estimation, and group discovery), though our model employs only simple motion and visual features.

Preliminary pieces of this work described the coupling of social grouping with single-camera [36] and multi-camera tracking [37]. In this paper, we also include head pose estimation and provide a unified view. In addition, we provide more comprehensive experimental results, including group discovery performance.

2 Related Work

Head pose estimation, group discovery, and especially multi-target tracking, have been extensively researched in the computer vision community. We focus on the literature that is most related to our work.
Fig. 1: (Left) Social grouping behavior not only generally exists in one scene, but also usually persists (with the same group members) across wide areas. (Right) Given head images alone, it is sometimes difficult for human beings to correctly identify head pose directions in challenging scenarios. Social context provides strong evidence for this difficult problem.

Fig. 2: (Left) Motion dependency problem for order-one association methods [48]: though \( \tau_1 - \tau_2 \) and \( \tau_2 - \tau_3 \) can be reasonably pairwise linked, the full trajectory is not probable. (Middle, Right) Social context from \( \tau_4 \) gives strong evidence to disambiguate the dependency among tracks, indicating \( \tau_1 - \tau_2 - \tau_3 \) is probable (middle) or not (right).

**Single-camera multi-target tracking.** Multi-target tracking is a key step in many computer vision tasks, including visual surveillance, activity recognition, and scene understanding. Time-critical approaches usually use particle filtering algorithms for state estimation [51]. However, it is very difficult for such systems to handle long-term occlusions and detection failures. Thus recently, data association-based tracking (DAT, also known as the tracklet-linking problem) has dominated the research community. With the help of state-of-art tracklet extraction methods such as human detector approaches [25], researchers look at extended time periods and link conservatively extracted tracklets (short tracks) to recover full tracks. Many focus on how to obtain more reliable linking probabilities between tracklets [25][23][21]. To effectively infer the best matching given the affinity measurements among tracklets, different optimization methods such as the Hungarian algorithm [25][41], K-shortest path [4], MWIS [5], set-cover [46], min-cost flow [6], approximate dynamic programming [34], and continuous energy minimization [28] have been proposed. Some of them are shown to be equivalent to each other [19]. Importantly, these methods are mostly order-one methods, meaning that they optimize only pairwise similarities. This might lead to global inconsistencies. One typical problem is the motion dependency problem described in Fig. 2.

Yang et al. [48] employ a CRF model to mitigate the motion dependency problem for single tracks. Butt and Collins [6] use a relaxation to the min-cost network flow framework to explore higher-order smoothness constraints such as constant velocity. These models involve complex solvers and still possess limitations as they only address the motion dependency problem for single tracks: As shown in Fig. 2, the likelihood of one track with sudden motion change might depend on whether it is accompanied by a group member with a similar trajectory. Our model, on the other hand, models such scenarios by design, can be built upon simple solvers, and naturally helps higher-order tracking when coupling with social grouping information (modeled as a global spatial-temporal clustering procedure).

**Multi-camera multi-target tracking.** Multi-camera systems are ubiquitous, and a reliable multi-camera tracking system allows wide-area scene understanding. Researchers typically employ spatial-temporal and appearance cues to handover targets across cameras. For spatial-temporal information, Javed et al. [20] use a Parzen window density estimator to jointly model the inter-camera travel time intervals, locations of exit/entrances, and velocities of objects. Makris et al. [26] propose an unsupervised learning method to validate the camera network model. In terms of appearance similarity, Javed et al. [20] show that the Brightness Transfer Function (BTF) between cameras lies in a low dimensional subspace and proposes a method to learn them with labeled correspondences. A cumulative brightness transfer function (CBTF) is proposed by Prosser et al. [35] for mapping color between cameras using sparse training set. Kuo et al. [22] use Multiple Instance Learning (MIL) to learn a discriminative appearance affinity model online. The work by Orazio et al. [15] evaluates several BTFs and shows that they demonstrate similar behaviors and limitations. Our work, on the other hand, is the first to explore social grouping for the multi-camera tracking problem, which is more robust to changes in camera characteristics, viewpoints, and illumination conditions.

**Head pose estimation.** Head pose and gaze estimation is a long-studied area in computer vision and human computer interaction (HCI). It enables various applications such as human attention tracking and area or object of focus detection [27][1]. Most work focuses on head image classification where images possess reasonable resolutions and face landmarks are visible. Murphy-Chutorian and Trivedi [30] give an excellent review on diverse approaches towards this problem. Recent advances in this area include using part-based model [53]. In this work, we focus on head pose estimation in the common high-angle surveil-
lance video, also known as head direction estimation [10] and coarse gaze estimation [3]. Compared to traditional pose estimation work, the visual features of head images are usually very weak considering their small sizes, thus methods requiring face landmarks are not applicable. This problem is usually modeled as a regression problem (though discretized classes sometimes serve as an intermediate step, due to the ease of dealing with discrete labels over real-valued angles [10] [38]). Our work follows this approach, where angle difference between prediction and annotation, instead of classification accuracy, is measured, because of the difficulty of accurate class labeling [13] and the contiguity of nearby classes/angles in the feature space. Most work still focuses on feature extraction and estimation based on head images alone: Robertson and Reid [38] explore skin color feature. Tosato et al. [44] explore covariance features. The histogram of gradient (HoG) [12] is popular recently [3][10]. Support Vector Machine (SVM), SVM Regressor, Neural Networks, Decision Trees, and Nearest Neighbor classifiers are among classifiers/regressors applied [44][38][31]. The recent representative work by Bendfold and Reid [3] employs structured learning, proposing a CRF for head pose estimation. Chamveha et al. [9] employ spectral clustering for scene adaptation. Chen and Odobez [10] couple head direction estimation with body pose in a general kernel learning framework. However, all these existing work only consider individuals. We consider general social tendency and repellence beyond individuals.

Group discovery. Social discovery has also drawn much attention in the computer vision community recently [47][18][8][40]. Ge et al. [18] infer social groups given a tracking result. By contrast, we perform grouping and tracking jointly. Chamveha et al. [8] use attention cue to help discovering groups, while we perform grouping first to aid head pose estimation. This is because we note that in challenging scenarios, head pose estimation can be more difficult than group discovery (Ge et al. [18] also note that trajectory information alone is enough to yield substantial agreement with human for the grouping task).

Socially-aware computer vision. Social context has been explored in a number of computer vision problems. For tracking, Pirsiavash et al. [32] proposed a more effective dynamic model based on social information, Pirsiavash et al. [33] and Yamaguchi et al. [47] infer grouping for better trajectory prediction and behavior prediction respectively. Bazzani et al. [2] focuses on tracking groups and Chen et al. [11] considers local group consistency. Ours is the first to consider social grouping context for the data association-based multi-target tracking and head pose estimation problem.

3 Social Grouping for Multi-target Tracking and Head Pose Estimation

We first introduce our notation and the probabilistic formulation of utilizing social grouping for multi-target tracking and head pose estimation as two maximum a posteriori (MAP) problems.

3.1 Notation

The input of our system is a set of \( n \) tracklets (possibly including false alarms) \( \tau = \{ \tau_1, \tau_2, \ldots, \tau_n \} \) within a time interval \([0, T]\), extracted by methods described in Sec. 6.2. Each tracklet \( \tau_i \) is a sequence of short descriptions of a single target across the time interval \([t_{i^{start}}, t_{i^{finish}}]\). Such descriptions include the position and size of target (for the tracking problem), and the position and size of the pedestrian head (for the head pose estimation problem). In particular we let \( a_i(t) \) be the camera (discrete camera labels) and \( l_i(t) \) be the position (discrete pixel coordinates in the image) of \( \tau_i \) at time \( t \). We abuse \( l_i(t) \) to denote both pedestrian and head positions.

The task of multi-target tracking is to determine which tracklets correspond to the same target, which can be represented as a binary correspondence matrix \( \phi \):

\[
\phi_{i,j} = \begin{cases} 
1 & \text{if tracklet } j \text{ immediately follows tracklet } i, \\
0 & \text{otherwise},
\end{cases}
\]

with the added constraints that \( \sum_j \phi_{i,j} = 1 \) and \( \sum_i \phi_{i,j} = 1 \), indicating each tracklet should only follow and be followed by one other tracklet (except for the first and last tracklets of each track, addressed by virtual starting and ending tracklets in Sec. 4.4.1). We let \( \Phi \) be the set of valid correspondence matrices.

For social grouping evaluation, we model it as a clustering problem and assume people form \( K \) groups, where \( K \) is unknown. Within each group, there is a group mean trajectory (a sequence of image coordinates) \( \bar{G}_k \), with \( G = \{ G_1, G_2, \ldots, G_K \} \). \( \psi \) denotes a binary social grouping assignment matrix:

\[
\psi_{i,k} = \begin{cases} 
1 & \text{if tracklet } i \text{ is assigned to group } k, \\
0 & \text{otherwise}.
\end{cases}
\]

Again there is an added constraint that \( \sum_k \psi_{i,k} = 1 \) and we let \( \Psi \) be the set of valid social grouping matrices.

For group head pose estimation, we will process each group independently at every time point so we drop the time stamp here. Let \( C \) denote the number of individuals in a group, \( Y_c \) denote the head directions of everyone in the group, \( \Upsilon \) denote the head directions of all head images in the scene, \( X \) denote any existing unary evidence for individuals (such as image values or walking direction; there are \( M \) such features), and \( L \) denote the pedestrians’ head locations. Let \( y_j \) and \( l_j \) be the head direction and location of the \( j \)th person, and \( x_i^j \) be the \( i \)th unary evidence for the \( j \)th person. Thus \( Y = \{ y_1, \ldots, y_C \} \), \( L = \{ l_1, \ldots, l_C \} \), \( X^i = \{ x_{i1}^1, \ldots, x_{iC}^C \} \), and \( X = \{ X^1, \ldots, X^M \} \). Information of \( X \) and \( L \) can be extracted from tracklet descriptions.

3.2 The Probabilistic Model Formulation

The inference of tracking, group discovery, and head pose estimation given inputs can be modeled as two maximum a posteriori (MAP) problems:

\[
(\phi^*, \psi^*, G^*) = \arg \max_{\phi \in \Phi, \psi \in \Psi, G} P(\phi, \psi, G | \tau)
\]
and

\[ \Upsilon^* = \arg \max \sum_{\tau} P(\Upsilon|\phi, \psi, G, \tau). \]  

(4)

In our work, the input to the second problem is the output of the first problem. Thus a single forward filtering of these two steps would output all desired information (tracking, group discovery, head pose estimation).

4 COUPLING SOCIAL GROUPING WITH MULTI-TARGET TRACKING

We model the first MAP problem, \( P(\phi, \psi, G|\tau) \), as

\[ P(\phi, \psi, G|\tau) \propto P(\phi, \psi, G, \tau) = P(G|\phi) P(\tau|\psi, G) P(\phi|\tau, \psi, G) = P(G|\phi) P(\tau|\psi, G) P(\phi|\tau, \psi), \]  

(5)

assuming group trajectories do not affect tracklet linking given grouping assignments. Next we explain each component of this model and the optimization algorithm.

4.1 Social Grouping as K-means Clustering

\( P(\tau|\psi, G) \) is the data likelihood function of the probabilistic interpretation of clustering algorithms such as K-means clustering. We have

\[ P(\tau|\psi, G) \propto \prod_{i,k|\psi_{ik}=1} P(\tau_i|G_k), \]  

(6)

assuming trajectories for each individual are independent from each other given group mean trajectories (a similar assumption is made in general K-means clustering). \( P(\tau_i|G_k) \) is the likelihood that tracklet \( i \) comes from group \( k \), which we decompose across time as

\[ P(\tau_i|G_k) = \prod_{t=\text{\text{start}}}^{\text{\text{finish}}} P(\tau_i|G_k) P(l_i(t)|a_i(t), G_k). \]  

(7)

\( P(a_i(t)|G_k) \) is the probability that group \( k \) appears at camera \( a_i(t) \), a parameter of the model for group \( k \) which we denote as \( b_{k,a}(t) \). \( P(l_i(t)|a_i(t), G_k) \) is the probability that at time \( t \), a member of the group in camera \( a_i(t) \) will appear at position \( l_i(t) \), which we model as a Gaussian centered around the mean \( u_{k,a}(t) \), the position for group \( k \) in camera \( a \) at time \( t \), also a parameter of the model for group \( k \). We use a fixed variance for all such Gaussians.

Notice that here we provide a general formulation for the multi-camera scenario. When it is the single-camera case, Eq. 7 can be significantly simplified (\( P(a_i(t)|G_k) \) can be dropped).

4.2 Socially Constrained Multi-target Tracking

\( P(\phi|\tau, \psi) \) measures the probability of tracklet linking (or track handover in the multi-camera case) given the social group information. Compared to traditional tracking methods, this adds a group constraint that if two tracklets are linked (they are the same person), they belong to the same group (one group per person): \( P(\phi|\tau, \psi, G, \tau) = \prod_{i,j|\psi_{ij}=1} \prod_{t=\text{\text{start}}}^{\text{\text{finish}}} P(\tau_i|\tau_j) \times P(l_i(t)|l_j(t)) \) if \( \forall k, \psi_{ik} = \psi_{jk}, \) otherwise.

(8)

where \( P(\tau_i) \) is the likelihood of \( \tau_i \) being an initial tracklet, and \( P(\tau_j) \) the likelihood of \( \tau_j \) being the last tracklet. \( P(\tau_i|\tau_j) \) is the likelihood that tracklet \( j \) is the first instance following tracklet \( i \). These probabilities are the affinity model; any standard cues from the literature can be used (see Sec. 6.3).

4.3 A Simple Social Group Model

We model the probability of social groups as

\[ P(G) \propto e^{-\kappa|G|}, \]  

(9)

penalizing large numbers of social groups to avoid overfitting (such as placing each person in a separate group). Note that other heuristics are also applicable. Our choice is intuitive and results in a simple linear penalty in the optimization space, with its effectiveness validated in experiments.

4.4 Joint Optimization of Social Grouping and Multi-target Tracking

This section introduces the joint optimization of tracking and social grouping (\( P(G) \), \( P(\tau|\psi, G) \), and \( P(\phi|\tau, \psi) \) in Eq. 5) as a constrained nonlinear optimization framework, which we call SGB (Social Grouping Behavior) algorithm.

We first reformulate the joint optimization of social grouping and multi-target tracking in the negative log space and achieve clean formulations. Then we introduce an effective optimization framework that can result in simple existing methods.

4.4.1 Optimization Reformulation

We perform the joint optimization of tracking and social grouping in the negative log-likelihood space (a minimization problem). Ignoring an additive constant from the proportionality in Eq. 9,

\[ -\ln P(G) = \kappa|G|. \]  

(10)

This term is in charge of selecting the number of groups and serves as the outer loop of optimization. Ignoring a similar additive constant, for \( P(\tau|\psi, G) \) (Eq. 6), we have

\[ -\ln P(\tau|\psi, G) = \sum_{i,k|\psi_{ik}=1} D(\tau_i, G_k) = \sum_{i,k|\psi_{ik}=1} \sum_{t=\text{\text{start}}}^{\text{\text{finish}}} -\alpha \ln b_{k,a_i(t)}(t) + \beta |l_i(t) - u_{k,a_i(t)}(t)|^2 \]  

(11)

from Eq. 7 where \( \alpha \) and \( \beta \) are weights relating to the variance of the Gaussian. For simplicity, we define \( D(\tau_i, G_k) \)
to be the “distance” of tracklet \( i \) from group \( k \) as above. In the single-camera case, the distribution \( b_{k,a}(t) \) is degenerate and drops out of the equation.

\[
P(\phi|\tau, \psi) \quad \text{(Eq. 8)}
\]

can be transformed to an assignment problem by defining a \( 2n \times 2n \) tracklet linking matrix

\[
H = \begin{pmatrix}
H_{\text{link}}^{\text{init}} & H_{\text{term}}^{\text{term}} \\
H_{\text{init}}^{\text{link}} & H_{\text{init}}^{\text{term}} & \infty & \cdots & \infty
\end{pmatrix}
\]

(12)

with

\[
H_{\text{link}}^{\text{init}} = -\ln P_{\text{link}}(i, j), 
H_{\text{link}}^{\text{term}} = -\ln P_{\text{term}}(\tau_i), 
H_{\text{term}}^{\text{term}} = -\ln P_{\text{term}}(\tau_i) \text{ and infinity (}-\ln 0\text{) elsewhere (including all diagonal elements).}
\]

The virtual tracklets are introduced to handle track initializations and terminations. Eq. 8 is 0 if any assignments violate the constraint that linked tracklets must be in the same social group. Therefore, if we add this as a constraint: \( \forall i, j, k \phi_{i,j}(\psi_{i,k} - \psi_{j,k}) = 0 \), the resulting equation can be written in terms of \( H \):

\[
-\ln P(\phi|\tau, \psi) = \sum_{i,j} \phi_{i,j} H_{i,j}
\]

Our optimization’s outer loop tries different numbers of social groups \( (P(G)) \). Inside (optimizing \( P(\tau, \psi|G) \) and \( P(\phi|\tau, \psi) \)), we can drop Eq. 10 and minimize the sum of Eq. 13 and Eq. 11 with the above constraint:

\[
\min_{\phi, \psi} \sum_{i,j} \phi_{i,j} H_{i,j} + \sum_{i,k} \psi_{i,k} D(\tau_i, G_k)
\]

s.t. \( \forall i, j, k \phi_{i,j}(\psi_{i,k} - \psi_{j,k}) = 0 \).

We call Eq. 14 the primal problem.

### 4.4.2 A Two-stage Alternating Minimization Algorithm

We use a two-stage iterative alternative optimization algorithm to solve the constrained nonlinear optimization problem in Eq. 14. The Lagrangian is

\[
L(\phi, \psi, G, \mu) = \sum_{i,j} \phi_{i,j} H_{i,j} + \sum_{i,k} \psi_{i,k} D(\tau_i, G_k) + \sum_{i,j,k} \mu_{i,j,k}(\psi_{i,k} - \psi_{j,k})
\]

(15)

where the \( \mu \)s are the Lagrange multipliers. The dual of this problem is

\[
\max_{\mu} q(\mu)
\]

where

\[
q(\mu) = \min_{\phi, \psi} L(\phi, \psi, G, \mu).
\]

The resulting correspondence \( \phi \) of the optimization is the output of the method. For a fixed \( \mu \), let

\[
(\phi^\mu, \psi^\mu, G^\mu) = \arg \min_{\phi, \psi} L(\phi, \psi, G, \mu).
\]

To solve Eq. 16, we use a quasi-Newton strategy with limited-memory BFGS updates and Wolfe line search conditions guided by the subgradient [39]:

\[
\frac{\partial q}{\partial \mu_{i,j,k}} = \phi^\mu_{i,j}(\psi^\mu_{i,k} - \psi^\mu_{j,k}).
\]

(18)

To calculate the subgradient, we use a two-stage block-coordinate-minimization algorithm to solve Eq. 17. The first stage minimizes over \( \phi \) (the tracklet correspondence result) from Eq. 15 with \( \psi \) and \( G \) fixed:

\[
\phi^\mu = \arg \min_{\phi \in \Phi} \sum_{i,j} \phi_{i,j}[H_{i,j} + \sum_k \mu_{i,j,k}(\psi_{i,k} - \psi_{j,k})].
\]

(19)

This amounts to adding a penalty term to the matrix scores (compare with Eq. 13). So Eq. 19 is a standard assignment problem and can be efficiently solved by the Hungarian algorithm (or any algorithm designed for tracklet linking).

The second stage minimizes Eq. 15 over \( \psi \) and \( G \), with \( \phi \) fixed: (\( \psi^\mu, G^\mu \) =

\[
\arg \min_{\psi \in \Psi, G} \sum_{i,k} \psi_{i,k}[D(\tau_i, G_k) + \sum_j (\mu_{i,j,k}(\psi_{i,j} - \psi_{j,k})].
\]

(20)

This amounts to a standard K-means clustering problem. If the “centers,” \( G \), are fixed, the assignments, \( \psi \), are made to minimize the augmented distance. When the assignments are fixed, the centers can be placed to minimize their distances to the captured points. Several initial group assignments are tried, as \( K \)-means converges to local minimum.

The output of the one with the minimum value for Eq. 16 for one specific \( |G| \) is maintained. At the end, we add the linear penalty of \( |G| \) indicated by Eq. 10 and the outer loop (over \( |G| \)) selects the solution with the minimal negative log-likelihood score. See Alg. 1 for details.

Our method can be viewed as approximate max-product on the graph \( G - \psi = \phi \) (in which the constraint forms the potential between \( \psi \) and \( \phi \)). Direct variable elimination does not work, as it would require transmitting the potential between \( \psi \) and \( \phi \).

### Algorithm 1: SGB Algorithm

---

**Data:** Tracklet set \( \tau \)

**Result:** Tracking \( \phi_{\text{Final}}, \text{Grouping} \psi_{\text{Final}} \)

1. for \( K \leftarrow 1 \) to \( K_m \) do
2.   for \( i \leftarrow 1 \) to \( N \) do
3.     \( \mu \leftarrow 0, \phi^{K,i} \leftarrow 0 \)
4.     initialize \( \psi^{K,i} \) and \( G^{K,i} \) randomly
5.   while Not local maximum for Eq. 16 do
6.     \( \mu \leftarrow \) subgradient ascent: Eqs. 17 and 18
7.     while \( \phi^{K,i} \) or \( \psi^{K,i} \) changes do
8.       Update \( \phi^{K,i} \): Eq. 19
9.       while \( \psi^{K,i} \) changes do
10.      Update \( \psi^{K,i} \): Eq. 20
11.      Update \( G^{K,i} \) according to \( \psi^{K,i} \):
12.     Cost_{K,i} ← primal cost \( (\phi^{K,i}, \psi^{K,i}, G^{K,i}) \):
13.     \( K^*, i^* \leftarrow \arg \min_{K,i} \text{Cost}_{K,i} + \beta K \)
14.     \( \phi_{\text{Final}} \leftarrow \phi^{K^*, i^*}, \psi_{\text{Final}} \leftarrow \psi^{K^*, i^*} \)

---
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5 Socially-aware Head Pose Estimation

This section introduces the estimation of head poses given grouping information and tracking result \( P(\mathbf{T} | \phi, \psi, G) \). We formulate this problem as inference in a Conditional Random Field (CRF), discuss how we build the social interaction factor, and provide exact convex learning inference procedures.

5.1 A Conditional Random Field Formulation

\( P(\mathbf{T} | \phi, \psi, G, \tau) \) is the probability of head pose labeling the video. In this work, we model the head poses of a group as a generative graph labeling\(^1\) problem for each group at each time instance:

\[
P(\mathbf{T} | \phi, \psi, G, \tau) = P(\mathbf{T} | \phi, \psi, \tau) = \prod_k P(Y_k | X_k, L_k),
\]

assuming group mean trajectories do not affect head pose estimation given grouping assignments. Concentrating on a single group (one \( P(Y_k | X_k, L_k) \) term), we drop the \( k \) subscript. By assuming a uniform prior on head poses, each evidence source is independent given the head pose, and each unary evidence \( x \) only depends on the person’s head pose \( y \), we have

\[
P(Y | X, L) = \frac{1}{Z} P(Y, L) \prod_i \prod_j P(y_j | x_j),
\]

with \( Z \) being a normalization constant. We model pairwise social tendencies in the group for \( P(Y, L) \). This problem can be modeled as a CRF as shown in Fig. 3. By using a log-linear model and ignoring the normalization constant, we get:

\[
\ln P(Y | X, L) \propto \sum_i \langle w_1, \Lambda_1(X^i, Y) \rangle + \langle w_2, \Lambda_2(Y, L) \rangle = \langle w, \Lambda(X, Y, L) \rangle,
\]

where

\[
\Lambda_1(X^i, Y) = \sum_j \lambda_1(x_j, y_j),
\]

and

\[
\Lambda_2(Y, L) = \sum_{j_1 \prec j_2} \lambda_2(y_{j_1}, y_{j_2}, l_{j_1}, l_{j_2}).
\]

\( \prec \) is an ordering: we enumerate all unique pairs in a group. The subscript in \( \lambda_2 \) denotes a pairwise term. \( \lambda_2(\cdot) \) is the feature vector for a pair of people that jointly models head pose labeling \( Y \) and locations \( L \), with details described in Sec. 5.2. \( w_2 \) is the weight vector for these features, and \( \langle \cdot, \cdot \rangle \) is the dot product. Evidence from unary factors (i.e. \( \lambda_1 \) and \( \lambda_3 \)) is represented similarly. \( \Lambda(X, Y, L) \) is the feature vector composed of features from \( \Lambda_2 \) and \( \Lambda_1 \) for all \( i \) (from 1 to \( M \)). \( w \) is a vector of parameters to be estimated (composed of the weights from \( w_2 \) and \( w_1 \) for all \( i \)). This formulation allows exact convex learning and inference.

\( \exp \), \( \langle \cdot, \cdot \rangle \), \( \sum \) and \( \langle \cdot, \cdot \rangle \) denote exponential, dot product, and summation, respectively.

\( \beta \) is the absolute angle difference. Given social groups, we collect such angle differences from only 200 pedestrian pairs from training data (the model data), identify two modes by thresholding velocity (a dataset dependent parameter in pixel/frames similar to that in Chamveha et al. [9]), and build the histograms shown in Fig. 5.

The resulting histograms are intuitive: (1) As shown in Fig. 5 (left), when people walk, they tend to look in the same direction (where they are heading generally or where an object of interest is), but there is more social attraction than divergence, as people tend to make eye contact with each other. We choose to model it with two exponential distributions on both sides of zero degrees. (2) As shown in Fig. 5 (right), when people are relatively stationary, they tend to look directly at each other (angle difference around +180 degree), or be attracted to common objects of interest.

\( E \)
The dynamical interaction feature and static interaction feature (of training) is
\[
\frac{1}{N} \sum_{m=1}^{N} \ln \sum_{Y} \left( \frac{P(Y|X^{(m)}, L^{(m)})}{P(Y^{(m)}|X^{(m)}, L^{(m)})} e^{l(Y^{(m)}, Y)} \right) + \frac{\gamma}{2} \|w\|^2, \tag{29}
\]
where \(l(\cdot; \cdot)\) is the loss function for a group:
\[
l(Y^{(m)}; Y) = \sum_{j} l'(y_j^{(m)}; y_j). \tag{30}
\]
Eq. 31 is convex with gradient
\[
\gamma w - \frac{1}{N} \sum_{k=1}^{N} \sum_{Y} \frac{\Gamma(k)(Y) \Gamma(k(Y))}{\sum_{Y} \Gamma(k(Y))} \left( \Lambda(k(Y)) - \Lambda^{(m)}(Y) \right). \tag{33}
\]
Since the objective function and gradient are explicit, minimization can be done exactly with any convex programming package, and we again use the one from Schmidt [39].

The complexity is \(O(Q^C)\), where \(Q\) is the number of quantized head pose directions and \(C\) is the number of people in a group. Sociology research [29] shows that in natural scenes, people generally form groups of fewer than 6 people. This is also validated in the dataset we use. If the scene is really crowded (such as a Marathon event), large groups can be divided into smaller ones, or our model is not suitable since social interaction can be quite noisy in such cases. Running time is discussed in Sec. 7.5.

5.4 Head Pose Estimation Inference
Given model parameters (feature weights learned in the previous section), we perform head pose estimation inference by outputting
\[
\max_{Y} \langle w, \Lambda(X, Y, L) \rangle, \tag{34}
\]
which is the maximization of the log of \( P(Y|X, L) \).

We use a brute-force approach to try all combinations of head directions for exact inference. The complexity is the same as learning, with tractability discussed above.

6 Details on Lower-level Tasks

Our framework is general in that it can be built upon different choices of lower-level components, such as tracklet extraction methods, features to build the tracklet affinity matrix, and unary features used for head pose estimation. We give details of our choices for implementation.

6.1 Parameter Estimation for Tracking

Parameters for tracking and group discovery include the feature weights for tracking, and \( \kappa \) for group number selection. They are estimated by a coarse grid search in the first time window in each dataset, and are fixed afterwards. In practice, feature weights are first selected for tracking without social grouping. Then \( \kappa \) is selected by a simple binary search after adding the social grouping term.

6.2 Tracklet Extraction

Our framework only requires the tracklet extraction method employed to be reliable (commonly assumed in the literature). Namely there should be few within tracklet identity switches. In order to perform comparative experimental evaluation, when tracklets from authors of published work are available, we use them. Otherwise we build our tracklet extraction framework based on human detection responses, combining nearest neighbor association and temporal extrapolation to extract conservative tracklets. Given detection responses, we link detection response pairs only at consecutive frames which have very similar color, size and position. Additionally, the newly added detection must be similar to the first detection in the tracklet, thus avoiding within-tracklet ID switches caused by gradual changes. We find this simple strategy produces almost zero ID switches within tracklets and good recall performance.

6.3 Basic Affinity Model

Social grouping behavior regularizes the tracking solution and alleviates the need for a highly tuned affinity model. However, the basic affinity model must produce reasonable measurements, \( H_{i,j} \). For both single-camera and multi-camera tracking, we build the basic affinity model using appearance (app) cues and spatial-temporal (st, usually referred as motion in single-camera tracking) cues:

\[
- \ln P_{\text{link}}(i,j) = - \ln p_{i,j}^{\text{app}} - \ln p_{i,j}^{\text{st}}.
\]

For single-camera tracking, we use the Bhattacharyya distance between the average color histograms within the tracklets [41]. We employ the HSV color space and get a 24-element feature vector after concatenating 8 bins for each channel. The motion model is a simple linear motion smoothness measure [25].

For multi-camera tracking, we use the BTF model and the Parzen window technique for spatial-temporal information in Javed et al. [20]. \( P_{\text{init}}(T_i) \) and \( P_{\text{term}}(T_i) \) are set to be a single constant (from training) for simplicity. There is also the time constraint that tracklet linking is only possible when tracklet \( j \) takes place later than tracklet \( i \) and within a maximum allowed frame gap \( t_{max} \).

6.4 Spatial-temporal K-means Clustering

We describe how to implement the two steps of K-means clustering: group update (with group assignments given) and tracklet assignment (with group parameters given).

Recall that we modeled the group mean trajectory for \( G_k \) as, at each time \( t \), a distribution over which camera a member of the group appears in, \( b_{k,a}(t) \), and a mean position within each camera \( a \) that a group member would appear, \( u_{k,a}(t) \). Track assignment (finding \( \psi \) given a fixed \( G \)) is simple: for each tracklet \( \tau_i \), compute \( D(\tau_i, G_k) \) from Eq. 11 for each group \( G_k \) and select the one that minimizes the negative log-likelihood.

For the update of \( G_k \) with the assignment \( \psi \) fixed, we must find the parameter assignments to \( b_{k,a} \) and \( u_{k,a} \) that maximize the likelihood. The log-likelihood is a sum across time, so the maximization can be done independently at each time point. \( b_{k,a}(t) \) is a multinomial parameter and therefore its maximum likelihood estimate is proportional to the number of tracklets that are assigned to group \( k \) at time \( t \) in camera \( a \).

\[
u_{k,a}(t) = \text{conditional mean for group } k \text{ at time } t \text{ in camera } a.
\]

Therefore, its maximum likelihood parameter is the average position of all tracks assigned to group \( k \) at time \( t \) in camera \( a \). If at any point there are no tracklets for group \( k \) and camera \( a \), we use linear interpolation or extrapolation to generate a mean. If no tracklets in camera \( a \) are ever assigned to group \( k \), we place \( u_{k,a}(t) \) in the middle of the image for all \( t \).

6.5 Unary Terms in CRF

Features from existing work can be used to construct unary features in our head pose estimation framework. We use two unary features. First, walking direction is shown to be effective in some datasets. As proposed by Benfold and Reid [3] and validated in our work, head pose direction is distributed approximately as a Gaussian with the walking direction as the mean. Thus in our negative log-likelihood framework, the unary feature of walking direction is

\[
\lambda^{\text{walking}}_1(y_j, x_j^{\text{walking}}) = (y_j - x_j^{\text{walking}})^2. \tag{36}
\]

We also build a two-level HoG vector to model visual features of head images, following Chen and Odobez [10]. Then we train a multi-class SVM with probability estimates [45]. Besides predicting labels, this allows us to estimate the probability of a visual vector belonging to each class. In this way, we have

\[
\lambda^{\text{HoG}}_1(y_j, x_j^{\text{HoG}}) = -\log P(y_j|x_j^{\text{HoG}}). \tag{37}
\]

where \( -\log P(y_j|x_j^{\text{HoG}}) \) can be directly obtained from the output of an SVM classifier with probability estimates.
### 7 Experiment

We conduct comparative experiments with recent related methods on publicly available datasets for tracking, head pose estimation, and group discovery. Experimental results clearly show the benefits of utilizing social grouping context. The datasets we use is summarized in Tbl. 1

#### 7.1 Single-camera Tracking Evaluation

We first evaluate how modeling social grouping behavior helps to improve single-camera multi-person tracking on the CAVIAR Test Case Scenarios dataset [7]. We use the videos selected by Song et al. [41], consisting of 12,308 frames for about 500 seconds. We retrieve tracklets from the same authors and use the same evaluation metrics by Li et al. [25]: the number of ground truth trajectories (GT), mostly tracked trajectories (MT), mostly lost trajectories (ML), fragments (Frag), ID switches (IDS), and recall and precision for detections. A comparison with several published results under the same configuration is shown in Tbl. 2. Our basic affinity model achieves reasonable results, while better results than competing methods can be achieved by employing our social grouping model with the simple affinity model.

Fig. 6 shows representative cases of the strong grouping information that allows us to improve tracking performance.

We further compare our model on the popular PETS 2009 and TUD-Stadtmitte datasets against a number of state-of-the-art methods using the same evaluation metrics. We obtained the publicly available detection results, ground truth data, and automatic evaluation tool from the authors of [50]. In addition to the former metrics, we also report the false alarm rate (FAF) for detections, and partially tracked trajectory ratio (PT) from the evaluation tool. In Tbl. 3 and Tbl. 4 we can see that our model outperforms several state-of-the-art methods, even though our model is built upon a simple basic affinity model. On the other hand, competing methods either solve complex optimization problems (Milan et al. [28] introduce six types of jumps in the optimization space) or build sophisticated affinity models (Kuo and Nevatia [21] use appearance features from the person identification literature). Of particular interest, for the PETS 2009 dataset, pedestrians were asked to travel across the scene multiple times. Even in such a scenario, they formed groups and made social interactions, which is utilized by our model to help tracking. An example is shown in Fig. 8.

#### 7.2 Multi-camera Tracking Evaluation

We test our method using two sets of videos in the publicly available VideoWeb dataset [14]. We choose Cam27, Cam20, Cam36 and part of Cam21 (indexed by 1–4) to establish the desired non-overlapping topology, shown in Fig. 7. Multi-camera tracking in this setting is very challenging for the following reasons. (1) We use 4 cameras, unlike most prior work that use 2–3. (2) This is an outdoor dataset with a cluttered environment and severe within-camera illumination change, which makes traditional methods that establish one single transformation between each camera pairs, such as BTFs, much less reliable. (3) Since this dataset is mainly designed for complex real-world activity recognition, there exist heavy interactions among individuals, unlike “designed” tracking datasets (for example the one in the work of Javed et al. [20]).

We compare our proposed multi-camera social grouping behavior tracking (MulSGB) to directly using the Bhattacharyya distance between RGB color histograms, Parzen window estimation for spatial-temporal information and the original color histogram for appearance (Parzen Window) and the BTF plus Parzen window estimation framework (Parzen Window + BTF) in the work of Javed et al. [20].

We gather 9 videos using all 4 cameras and 4 videos with camera 1–3. We use 5 videos from the first set for training and all the other videos for testing (note the second set of videos contains a subset of cameras of the first set so no additional training is needed). All other videos in the dataset either had no inter-camera motion or were missing data for more cameras. The data used have roughly 40,000 frames (25fps) for each of the four cameras for training and 80,000 frames for each camera for testing. For detection, we use a state-of-art pedestrian detector [17] to get detection responses and generate reliable intra-camera tracks using our introduced single-camera tracking framework. The same set of tracks are used for all comparing methods. We hand-labeled ground truth and measure the percentage of correctly linked pairs for the eight testing scenes (which consist of 244 single-camera tracks in total). Fig. 9 and Fig. 10 shows the results for each set of videos.

We have the following observations. (1) Given the poor color histogram result, especially for the four-camera

---

**TABLE 1: Datasets used for each task in the experiments.**

<table>
<thead>
<tr>
<th>Task</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-target Tracking</td>
<td>PETS 2009, CAVIAR, TUD</td>
</tr>
<tr>
<td>Multi-camera Tracking</td>
<td>VideoWeb</td>
</tr>
<tr>
<td>Head Pose Estimation</td>
<td>PETS 2009, CAVIAR, TownCentre</td>
</tr>
<tr>
<td>Group Discovery</td>
<td>PETS 2009, PSUHub, TownCentre</td>
</tr>
</tbody>
</table>

**TABLE 2: Comparison of the tracking result on the CAVIAR dataset: 75 ground truth (GT) tracks.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Proc.</th>
<th>MT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle filter</td>
<td>55.7%</td>
<td>60.4%</td>
<td>53.3%</td>
<td>10.7%</td>
<td>15</td>
<td>19</td>
</tr>
<tr>
<td>Basic affinity</td>
<td>81.1%</td>
<td>82.7%</td>
<td>77.3%</td>
<td>6.7%</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>MCMC[41]</td>
<td>84.5%</td>
<td>90.7%</td>
<td>84.0%</td>
<td>4.0%</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>SBM[52]</td>
<td>-</td>
<td>95.3%</td>
<td>88.0%</td>
<td>2.6%</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Our SGB</td>
<td>90.1%</td>
<td>95.1%</td>
<td>88.0%</td>
<td>2.6%</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

---

**Fig. 7: Topology of the cameras in the experiments.**
(a) Even under heavy occlusions and interactions, the usual identity switch of 2 and 10 is avoided.

(b) Long-term tracking of the couple (20, 21) is possible under challenging conditions: small target, illumination change (frame 510), and false detection (frame 1245).

Fig. 6: Some representative tracking results for CAVIAR dataset.

Though there are heavy interactions between 10 and 15, social context from 2 helps to recover an ID switch.

Fig. 8: One representative tracking result for PETS dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>KSP [4]</td>
<td>83.8%</td>
<td>96.3%</td>
<td>0.160</td>
<td>23</td>
<td>73.9%</td>
<td>17.4%</td>
<td>8.7%</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>Energy Minimization</td>
<td>92.4%</td>
<td>98.4%</td>
<td>0.070</td>
<td>23</td>
<td>91.3%</td>
<td>4.4%</td>
<td>4.4%</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Online CRF [50]</td>
<td>93.0%</td>
<td>95.3%</td>
<td>0.268</td>
<td>19</td>
<td>89.5%</td>
<td>10.5%</td>
<td>0.0%</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>Nonlinear Motion [49]</td>
<td>91.8%</td>
<td>90.0%</td>
<td>0.053</td>
<td>19</td>
<td>89.5%</td>
<td>10.5%</td>
<td>0.0%</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Our SGB model</td>
<td>97.2%</td>
<td>98.5%</td>
<td>0.077</td>
<td>19</td>
<td>94.7%</td>
<td>3.3%</td>
<td>0.0%</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

TABLE 4: Comparison of the tracking result on the TUD-Stadtmitte dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>KSP [4]</td>
<td>63.1%</td>
<td>79.2%</td>
<td>0.650</td>
<td>9</td>
<td>11.1%</td>
<td>77.8%</td>
<td>11.1%</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Energy Minimization</td>
<td>84.7%</td>
<td>86.7%</td>
<td>0.510</td>
<td>9</td>
<td>77.8%</td>
<td>22.2%</td>
<td>0.0%</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>PRIMPT [21]</td>
<td>81.0%</td>
<td>99.5%</td>
<td>0.028</td>
<td>10</td>
<td>60.0%</td>
<td>30.0%</td>
<td>0.0%</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Online CRF [50]</td>
<td>87.0%</td>
<td>96.7%</td>
<td>0.184</td>
<td>10</td>
<td>70.0%</td>
<td>30.0%</td>
<td>0.0%</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Our SGB model</td>
<td>95.2%</td>
<td>98.5%</td>
<td>0.085</td>
<td>10</td>
<td>90.0%</td>
<td>10.0%</td>
<td>0.0%</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 9: Percentage of correctly linked pairs on the four video sequences with four cameras. The videos consist of 27, 5, 5 and 23 (60 in total) ground truth linked pairs respectively.

Fig. 10: Percentage of correctly linked pairs on the four video sequences with three cameras. The videos consist of 17, 24, 9 and 14 (64 in total) ground truth linked pairs respectively.
Fig. 11: Example tracking result with our model, where G indicates group number. Because people form groups and show proximity to group members, social grouping provides powerful contextual information to improve multi-camera tracking. Other methods tend to identify a new person (Frame 6295 target 1) and output an identity switch (target 3 and 5) on this sequence, because traditional evidences are unreliable.

7.3 Head Pose Estimation Evaluation

We evaluate how social interaction improves head pose estimation in challenging videos, using the TownCentre dataset [3], CAVIAR, and PETS 2009. We use mean absolute angle difference (MAAD) stated in degrees as the evaluation metric, as is commonly done in related work. We quantized head pose into 32 directions, which is finer than most existing work (such as 8 directions [10][38]). This helps alleviating errors from coarse quantization when comparing angles. Competing methods that require discretization use the same setting.

We compare our method with models using visual features only (HoGSVM) and walking direction only (Walking). We also compare our method with a model with both visual and motion features. We call this model the BR (Benfold and Reid) setting [3]. Our implemented BR baseline does not incorporate temporal information. However, the resulting CRF can be solved exactly. We feel these two factors largely compensate each other as we get comparable results as those by Benfold and Reid [3]. Temporal information might be incorporated in our framework if approximate inference algorithms were applied. We also compare with two state-of-the-art methods: Orozco et al. [31] build a mean image for each class and represent each image as a distance map to these references. We use our own implementation with KL-Divergence as the distance measure (best reported measure in the paper). Tosato et al. [44] design a new visual feature and have publicly available implementation. Note that the small-sized head images make the comparison to landmark detection based work (e.g. [53]) impossible.

We use head images from people that are not in groups to train the multi-class SVM. Note we only report results for people identified in groups. For people that are not identified in groups, our model would output exactly the same result by using individual features alone. For the TownCentre dataset, about 30% of the people are identified in groups. For PETS 2009, over 40% of the people are in social groups. For the CAVIAR dataset over 60% are in groups.

We first use the TownCentre dataset to test our proposed method. This dataset has been used in several recent papers. It involves people traveling in a shopping mall. Though this dataset is treated as high-resolution video in the tracking literature, head images are small due to the high camera angle. We use the result of head tracking from Benfold and Reid [3] and use our spatial-temporal clustering procedure in Sec. 6.4 to determine groups. We manually label head directions for every 15 frames. Due to annotation differences, the angle differences are not directly comparable. But the performance we get from our BR setting baseline implementation is comparable to that of Benfold and Reid [3], which reports an MAAD of 23.90.

We gather 270 pairs of head images for this dataset. Whenever training is involved, 100 pairs are used for training and the others are used for testing. Since camera parameters are available for this dataset, we evaluate performance on the ground-plane. The results for different methods are shown in Tbl. 5.

As stated by Benfold and Reid [3], we also observe that walking direction provides a very good baseline in this dataset since most people are walking in the shopping setting (demonstrating the difficulty of the dataset), the overall performance is good, as our MulSGB model indeed improves tracking performance over competing methods.

(2) The example in Fig. 11 shows a representative example where social grouping helps tracking, while other methods fail under this challenging sequence. (3) Since our social grouping model serves as a regularizer, the basic affinity model upon which we built social grouping model is sometimes a bottleneck. For example, we observe no improvement upon the baseline model for two sequences in Fig. 10. We observed that in such cases, although the optimization usually heads toward a good solution, it could not recover wrong links since the basic model provides very unlikely handover possibility between the correct pairs. For example, when the illumination condition changes between the testing set and training set, the learned BTF may even hurt the performance comparing to pure color histogram comparison, as is the case for video1 in Fig. 10.

Table 5: Comparison of the head pose estimation results on the TownCentre, CAVIAR and PETS 2009 dataset. Numbers are reported on MAAD.

<table>
<thead>
<tr>
<th>Method</th>
<th>TownCentre</th>
<th>CAVIAR</th>
<th>PETS</th>
</tr>
</thead>
<tbody>
<tr>
<td>HoGSVM</td>
<td>31.20</td>
<td>28.80</td>
<td>32.64</td>
</tr>
<tr>
<td>Walking</td>
<td>23.89</td>
<td>72.01</td>
<td>58.28</td>
</tr>
<tr>
<td>DisMap [31]</td>
<td>33.12</td>
<td>30.20</td>
<td>31.54</td>
</tr>
<tr>
<td>WARCO [44]</td>
<td>31.12</td>
<td>25.70</td>
<td>28.65</td>
</tr>
<tr>
<td>BR Setting [3]</td>
<td>22.87</td>
<td>27.00</td>
<td>31.85</td>
</tr>
<tr>
<td>Ours</td>
<td>21.83</td>
<td>24.65</td>
<td>28.78</td>
</tr>
</tbody>
</table>
(a) Our model provides finer head direction estimate even when walking direction is reliable.

(b) Our model helps to correct head direction estimations in social groups with multiple people.

Fig. 12: Representative head direction estimation results for TownCentre. Red lines indicate human-labeled head direction.

Walking HoG HoG+Walking Social+HoG+Walking

(a) Our model corrects head direction for small head images as people interact.

(b) One case that our model is not able to fully recover false estimations.

Fig. 13: Some representative head direction estimation result for CAVIAR dataset.

We also compare performances on the CAVIAR dataset and PETS 2009 dataset. We annotate 5 video sequences in CAVIAR and the entire PETS dataset at every 5 frames for head locations and head direction manually to focus on head pose estimation. For CAVIAR we gather 241 pairs of data, 100 of which are used for training and the others for testing. For PETS we gather 194 pairs of data and use half of them for training. Note for these two datasets we directly assign person ID and group ID based on our tracking model. That is, we do not assume ground truth identity or group member labeling and we evaluate head pose estimation performance in the complete system.

Compared to the TownCentre dataset, head images in these two datasets are of lower resolutions but possess lower variance because there are fewer people. CAVIAR involves more people standing still; the static mode of our social interaction model is more frequently activated and walking directions can be very noisy. People in PETS also show more freedom while walking so walking direction is again not as reliable as that in TownCentre. For these two datasets, we evaluate performance on the image plane.

We summarize the results in Tbl. 5. The performance gains by incorporating social context are more significant on these two datasets. They are much larger than the gain from combining the two non-social information sources (comparing to using walking direction alone.) This is because walking direction is often no longer a reliable feature and visual features are still weak. Yet, when people are relatively static, they tend to make more social contacts so our model helps more. Also, when walking, pedestrians’ head direction severely deviates from walking direction,
such deviations are usually motivated by group members or objects of interest, which is modeled in our formulation. We note that the reference-set based approach [31] does not perform very well due to its classification (instead of regression) formulation and the sparsity of training data. Our model performs comparatively with or better than the state-of-the-art method [44]. Some examples are shown in Fig. 13. We also show a case where our social model is not able to recover from false head pose estimations: Fig. 13(b). This is because our social model can be viewed as a regularizer, and it will not help much when the baseline model provides very bad evidence (for example, assigning very low probability to the true label).

7.4 Group Discovery Evaluation

Group discovery is provided by the group assignment matrix of our model. The simple spatial-temporal clustering approach is robust as a global consistency measure, while existing methods typically use features such as velocity, which can be unreliable with noisy detections or standing-still people. We show that our group discovery component can produce reasonable result compared to other designed approaches. The fact that our group discovery model is coupled with the tracking process (while other methods typically assume and are built upon perfect tracking result) makes our grouping approach more practical. When trajectories are available, the spatial-temporal clustering approach can be directly applied. We evaluate both cases.

Following Ge et al. [18], we use the following evaluation method: Each pedestrian is coded into one of two categories: alone or in a group. This is called the dichotomous coding scheme. A trichotomous coding scheme classifies each pedestrian into alone, in a group of two, or in a group of three or more. Match rate indicates the percentage of persons that are classified correctly. Furthermore, to test the statistical significance of the agreement between the human annotations and the output of the algorithm, Cohen’s Kappa test [24] is used. Kappa score ranges from −1 to 1, and Landis and Koch [24] characterize values smaller than 0 as indicating no agreement and (0, 0.2] as slight, (0.2, 0.4] as fair, (0.4, 0.6] as moderate, (0.6, 0.8] as substantial, and (0.8, 1] as almost perfect agreement.

Since we are not aware of group discovery results or annotations on the datasets we conduct tracking experiments on, or any available implementations of relating work, we are not able to conduct comparative experiments on these datasets. We thus annotate grouping in the PETS 2009 dataset. We show a general framework of coupling the novel social model with tracking makes it trivial to parallelize for each run. For head pose estimation, we achieve an accuracy of 78.2% while they report 81.8%. The results are comparable and their method is based on the ground truth trajectories.

We further test our spatial-temporal clustering method against Ge et al. [18] on their publicly available PSUHub dataset and compare with their results. The dataset provides 2476 pedestrian trajectories in 177 time windows without images. We show the results in Tbl. 6.

We achieve comparative matching rates to a method designed solely for group discovery. Our model is inferior in terms of Kappa test, but we still get moderate agreement with ground truth. Note that our model is very simple to implement with only one parameter (weight for group size penalization, which is fixed across each dataset), while we are aware of at least four free parameters in Ge et al. [18]. Also, our method tends to group strangers that follow common path. Such pragmatic social groups still help tracking and head pose estimation. (Strangers may still follow common path, look at where they are heading to, or look at common object of interest.) Furthermore, the coupling of our clustering method with tracking makes it more practical when full trajectories are not available.

7.5 Running Time

We use a standard desktop and all our code is implemented in Matlab without specific optimization or parallelization. For the tracking problem, given tracklets and the affinity matrix \( H \), the running time of our optimization depends on the implementation of the second-order gradient based method and scales with the number of tracklets. For the datasets in this paper, it takes 1 to 10 seconds to converge to a local maximum for each run on a time window. Though multiple runs with different random initializations are necessary to find a better optimum, our optimization is trivial to parallelize for each run. For head pose estimation, our implementation for training takes about one minute to converge to the global optimum with 100 pairs of data. Testing typically takes fewer than 5 seconds to finish (since no gradient descent is involved). Group discovery given full trajectories takes less than one second for each time window for the PSUHub dataset.

8 Conclusion

We show a general framework of coupling the novel social grouping context with important computer vision tasks including multi-target tracking and head pose estimation. Certain sub-components in our framework are naturally coupled and thus can be joint optimized. We then provide

<table>
<thead>
<tr>
<th></th>
<th>Match Rate</th>
<th>( \kappa )</th>
</tr>
</thead>
<tbody>
<tr>
<td>dichotomous [18]</td>
<td>84%</td>
<td>0.74</td>
</tr>
<tr>
<td>trichotomous [18]</td>
<td>75%</td>
<td>0.63</td>
</tr>
<tr>
<td>dichotomous [ours]</td>
<td>83%</td>
<td>0.58</td>
</tr>
<tr>
<td>trichotomous [ours]</td>
<td>76%</td>
<td>0.49</td>
</tr>
</tbody>
</table>
effective solvers for those components based on nonlinear optimization and conditional random field. We conduct extensive experiments to show that social grouping context helps tracking and head pose estimation. Our social grouping model alone can also produce reasonable results.
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Abstract

Electronic Health Records (EHRs) consist of sparse, noisy, incomplete, heterogeneous and unevenly sampled clinical data of patients. They include physiological signals, lab test results, procedural events, clinical notes. Such data can be treated as a temporal stream of events of varied types occurring at irregularly spaced time points. We focus on modeling the temporal dependencies that arise due to the types, timings, and values of different events in such data. We model the event streams, including vital signs, laboratory results contained in two different datasets (MIMIC III — Medical Information Mart for Intensive Care clinical database — and data extracted from EHRs of patients in a tertiary pediatric intensive care unit) using a piecewise-constant conditional intensity model (PCIM), a type of marked point process. Our experiments capture meaningful temporal dependencies and show improvement in hospital mortality prediction over traditional ICU scoring systems.

1. Introduction

Electronic Health Records (EHRs) contain detailed records of patients symptoms, demographics, outcomes, and other encounter information. In this paper, we concentrate on records from stays in intensive care units (ICUs), because they provide an intense, well monitored, and (relatively) short duration episodes. These attributes allow for the collection of large number of patient trajectories with definite outcomes. We expect many of the modeling lessons learned in this setting to be transferable to other areas of patients’ medical records.

We view the EHR data of a patient as a timeline of events happening throughout the patient’s stay in the ICU, where an event for an individual patient is a new measurement.
of a particular physiological variable, a new lab test, a dosage of a particular drug, or a procedure performed, started, or stopped. The measurements associated with such events are indicative of patient states and the subject of constant monitoring from clinicians. But, the temporal dynamics of the stream of events carry extra information for event forecasting and understanding severity of illness. For example, abnormal values for blood pressure could indicate critical states of a patient, but a higher measurement rate could also indicate high degree of urgency. Higher values of a certain physiological variable could instigate the clinicians to order a particular lab test. High values of that lab result could result in ordering of a related lab result, or initiate the dosage of a particular drug. These complex temporal dependencies that arise due to time, value, and types of different events throughout the timeline of a patient’s stay in an ICU could be vital in understanding the temporal dynamics of the patient’s state (e.g., severity of illness). These sort of data are not missing-at-random (or, more accurately, “measured-at-random”).

One challenge in modeling medical data is the irregular arrival of different events. Not only are the temporal patterns of measurements indicative of the patients’ conditions, but those patterns do not correspond to regular sampling intervals and are dependent on the previous history. Therefore, in this paper we model the timing information in the continuous-time domain. As a result, no fixed sampling rate had to be chosen. Also, the heterogeneous nature of the data requires a model that can capture temporal dependencies between events of varied types. These properties of the complex EHR data stream has led to our choice of using a non-Markovian marked point process model named PCIM (Gunawardana et al., 2011).

Our general goal is to explore how modeling the temporal dynamics of the raw EHR data stream in continuous time domain could facilitate certain critical decision making tasks performed in an ICU. To achieve that goal, we have performed mortality prediction in the ICU using the first 24 hours of ICU data from two different datasets, including the publicly available MIMIC-III database (Johnson et al., 2016).

Severity of Illness (SOI) assessment and mortality modeling is a broad area of research in health informatics. SOI and mortality scores are used to predict patient outcome and often used as the principal measures of quality-of-care comparison among ICUs and stratification for clinical trials. Scoring systems like SAPS-I (Simplified Acute Physiology Score) (Le Gall et al., 1984), SAPS-II (Le Gall et al., 1993), PIM2 (Pediatric Index of Mortality) (Slater et al., 2003), and PRISM3 (Pollack et al., 1996) are the accepted current practices in ICU acuity scoring, but are based on static snapshots of certain clinical variables over a patient’s stay in the ICU and ignore the rapidly evolving temporal dynamics of the clinical variables. Several works in the literature have focused on boosting the predictive power of such scoring systems using rich clinical information present in an EHR such as, clinical notes (Ghassemi et al., 2014; Lehman et al., 2012). While the temporal dynamics of the topics derived from the notes using traditional topic modeling techniques are useful (Jo et al., 2015; Ghassemi et al., 2015) for patient risk assessment, the temporal information present in patient trajectories of raw vital signs or lab measurements has not been extensively studied. We conclude that temporal modeling of clinical variables including vital signs and lab tests can complement the standard scoring systems and improve mortality prediction performance.

In this paper we make the following contributions.
• We model the temporal dependency in streams of measurement data using piecewise-constant conditional intensity models (PCIMs).
• For modeling the measurement values we extend the PCIM model to allow marks that contain continuous-values, in addition to the discrete-valued labels.
• From the learned models, we assign risk scores to each patient trajectory with vital signs and lab tests and use these as inputs to a feedforward neural network (Hornik et al., 1989) to predict mortality.

2. Methods

As the data are irregularly sampled, we modeled the timings of the measurements in the continuous-time domain. We discuss the marked point process models used in the next subsection.

Outside of health care, temporal event sequences has been studied in other areas including genetics (Friedman et al., 2000), data center management (Oliner and Stearley, 2007), neuroscience (Truccolo et al., 2005), and web search query logs. Event streams can be modeled in either discrete or continuous time. Discrete time approaches, such as Hidden Markov Models (HMMs) (Rabiner, 1989; Leonard E. Baum, 1966) and Dynamic Bayesian Networks (DBNs) (Dean and Kanazawa, 1988), require discretizing event times to a fixed sampling rate. The irregular sampling property of the EHR data makes the discrete approach less appealing. Recent approaches in modeling continuous time processes include Continuous Time Bayesian Networks (CTBNs) (Nodelman et al., 2002), Continuous Time Noisy-Or (CT-NOR) (Simma et al., 2012), Poisson Cascades (Simma and Jordan, 2012), Poisson Networks (Rajaram et al., 2005; Truccolo et al., 2005), and piecewise-constant conditional intensity models (PCIMs) (Gunawardana et al., 2011). We chose the last, PCIM, which is a class of marked point process, due to its flexible representation of the rate function as a decision tree. This promotes an interpretable and concise representation of the temporal dependencies.

2.1 Piecewise-Constant Conditional Intensity Model

Assume events are drawn from a finite label set $L$, representing the different event types. An event can then be represented by a pair: a time stamp $t$ and a label $l \in L$. An event sequence $x$ is $\{(t_i, l_i)\}_{i=1}^n$, where $0 < t_1 < \ldots < t_n$. We use $h_i = \{(t_j, l_j)| (t_j, l_j) \in x, t_j < t_i\}$ for the history of event $i$. Let $t(y)$ for an event sequence $y$ be the time of the last event in $y$, such that $t(h_i) = t_{i-1}$.

A conditional intensity function $\lambda(t|x)$ associated with a temporal point process is the expected instantaneous rate at which events are expected to occur at time $t$ given the history before $t$. A conditional intensity model (CIM) is a set of such non-negative conditional intensity functions indexed by the labels $\{\lambda_l(t|x, \theta)\}_{l \in L}$. The likelihood of event sequence $x$ can then be written as

$$ p(x|\theta) = \prod_{l \in L} \prod_{i=1}^n \lambda_l(t_i|h_i; \theta) 1(t_i) e^{-\Lambda_l(t_i|h_i;\theta)}, \quad (1) $$
where \( \Lambda_l(t|h; \theta) = \int_t^t(h) \lambda_l(\tau|h; \theta) d\tau \). If \( l' = l \), the indicator function \( 1_l(l') \) is one, and it is zero otherwise. \( \lambda_l(t|h; \theta) \) is the expected rate of event \( l \) at time \( t \) given \( h \) and model parameters \( \theta \). As it is conditional on the entire history, the process is non-Markovian.

A PCIM is a class of CIM where the conditional intensity function is a piecewise-constant function of time for any history. For each label \( l \), a local structure \( S_l \) specifies regions in the timeline, where the conditional intensity function is constant and local parameters for each label \( \theta_l \) represent the values of the intensity function in those regions. Formally, PCIMs are composed of local structures \( S_l = (\Sigma_l, \sigma_l(t, x)) \) and local parameters \( \theta_l = \{\lambda_{ls}\}_{s \in \Sigma_l} \).

The basis state functions or the test functions need to be carefully chosen to control the capacity of the resulting model. One of the approaches is to index the functions based on predefined time windows and thresholds. Some examples are

- Is the time of day between 6am and 9am?
- Is the number of events with the label B in the past half an hour greater than a threshold?
- Was the most recent event of label A?

The piecewise-constant assumption allows for efficient inference and learning of the model. Gunawardana et al. (2011) showed that the marginal likelihood of an event sequence \( x \) can be computed in closed form given the structure \( S \) using a product of gamma distributions as a conjugate prior for \( \theta \). For learning the decision trees greedily, imposing a structural prior allows a closed form Bayesian score to be computed. Given a structure, the rates associated with the states (leaves) can be selected using maximum a posteriori or maximum likelihood estimation.

2.2 Extending PCIM

In the previous sections, we have represented an event sequence as a sequence of pairs, where each pair consists of the time stamp and label representing the time and type of a particular event. For EHR data, we take the label to be the type of measurement (pulse, for example). However, these events also have associated values (the heart rate measurement,

\[
p(x|S, \theta) = \prod_{l \in L} \prod_{s \in \Sigma_l} \lambda_{ls}^{c_{ls}(x)} e^{-\lambda_{ls}d_{ls}(x)},
\]

where \( S = \{S_l\}_{l \in L} \), \( \theta = \{\theta_l\}_{l \in L} \). \( c \) and \( d \) are the sufficient statistics for likelihood calculation. \( c_{ls}(x) \) is the total number of events of label \( l \) occurring in \( x \) that map to state \( s \), and \( d_{ls}(x) \) is the total duration when the trajectory for \( l \) is mapped to \( s \). An example of a PCIM model is given in Figure 1.
Figure 1: Top: Example decision trees representing a PCIM for two labels A and B. From Gunawardana et al. (2011). Bottom: Example trajectory and the corresponding piecewise-constant assignment of time to states (leaves of the PCIMs).

for example). In this paper, we have focused only on events with numerical values. However, we expect our modeling lessons to be transferable to other forms of event data including clinical notes which can be represented in numerical format, such as topic proportions.

Incorporating the values, an event is now a triple: a time stamp $t$, a label $l \in L$ and the value of the event $v \in \mathbb{R}$. The notation for an event sequence $x$ then becomes $\{(t_i, l_i, v_i)\}_{i=1}^n$, where $0 < t_1 < \ldots < t_n$. We have extended the original PCIM model to model the values in each state $s \in \Sigma_l$. We impose a Gaussian distribution $\frac{1}{\sigma_{ls} \sqrt{2\pi}} e^{-\frac{1}{2 \sigma_{ls}^2} (v - \mu_{ls})^2}$ on the value $v$ associated with an event from a particular state $s$, represented by a leaf in the decision tree. The parameter set $\theta_l$ is now $\{\lambda_{ls}, \mu_{ls}, \sigma_{ls}\}_{s \in \Sigma_l}$, and, after incorporating the product of Gaussians with the product of the exponential distributions in Equation 3, the likelihood is

$$p(x|S_l, \theta_l) = \prod_{s \in \Sigma_l} \Lambda_{ls} c_{ls}(x) e^{-\lambda_{ls} d_{ls}(x)} , \quad (3)$$

where

$$\Lambda_{ls} = \left( \frac{1}{\sigma_{ls} \sqrt{2\pi}} \right) c_{ls}(x) e^{-\frac{1}{2 \sigma_{ls}^2} (u_{ls}(x) - \mu_{ls})^2} \right). \quad (4)$$

Here, $u_{ls}(x) = \sum_{v \leftarrow s} v^2$, $m_{ls}(x) = \sum_{v \leftarrow s} v$ are the sufficient statistics where $v \leftarrow s$ indicates that $v$ is the value of an event of the portion of $x$ that has been mapped to state $s$. We add a normal-gamma distribution as the (independent) prior over each $\mu_{ls}$-$\sigma_{ls}$ pair of parameters.
to allow for closed-form Bayesian scores for structure learning via the greedy tree-growing
algorithm.

3. Cohorts

Mortality modeling is often performed among heterogeneous population of patients to com-
pare quality of care between different ICUs. To demonstrate the generality of our proposed
modeling approach, we focus on two different cohorts, a cohort of pediatric patients in a
tertiary PICU and a cohort of adult patients.

3.1 Cohort 1

We used data from the EHR archive of PICU at Children’s Hospital Los Angeles (CHLA),
which consists of 11684 patient episodes, collected over a period of 10 years. It includes
demographics, outcomes, PIM2 and PRISM3 scores, and times and value for measurements
of vital signs, interventions, drugs, and lab tests.

3.2 Cohort 2

We also conducted our experiments on the publicly available MIMIC-III database which
integrates de-identified clinical data of patients admitted to the Beth Israel Deaconess Med-
cial Center in Boston between 2001 and 2012. We removed patients younger than 18 years
old to focus on adult patients in an ICU. The dataset includes vital signs, laboratory results,
medications, charted observations, clinical notes.

4. Experiments

To show the effectiveness of our proposed temporal dependency modeling approach, we
conducted experiments to predict in-hospital mortality based on the first 24 hours of clinical
data for both the cohorts. The pre-processing step involves aggregating multiple related
variables and normalization. Next, using a hold-out validation set, we select the final set of
variables to be included in the PCIM models, based on the univariate performance of each
variable. The final set of variables correspond to the set of event types or the label set \( L \).
Critical components of the models, such as the basis state functions, were also chosen using
the validation set. Next, we learned two separate sets of PCIM models on the training set for
the two classes of patients: patients who died in hospital and those who survived. Finally,
we obtain a severity of illness score from the two sets of models using the log odds ratio and
use this score as a mortality predictor. Details for each of the steps in our experimental
process are explained in the following subsections.

4.1 Data Pre-Processing and Experimental Setup

For both datasets, some of the most commonly used clinical variables used in ICU scoring
systems (PRISM3, SAPS-I, SAPS-II) were used to compose the primary sets of variables
to perform our experiments. For the MIMIC-III dataset, we aggregated multiple related
variables into one using a publicly available codebase\(^1\). The same codebase was also used to extract patient mortality outcomes, SAPS-I, SAPS-II score, and measurements for the first 24 hours. The data of Cohort 1 were similarly mapped.

For the cohort of pediatric patients, we normalized the values of age-dependent variables, such as heart rate, dividing by the median value among healthy children of the same age range and sex, according to published tables (Fleming et al., 2011). Then, we performed z-score normalization for all variables and removed data falling outside of \(\pm 4\) standard deviations from the mean of each variable. For adult patients there is relatively low variability on variables across different age groups and therefore we performed only z-score normalization.

The two class labels are “death” and “survival.” We take the former to be the positive class. For both datasets, we randomly perform a (65-15-20) training-validation-test split. The validation set was used for hyper-parameter tuning and selection of the set of binary tests (both type and parameters). In order to make comparisons with PIM2 and PRISM3, we ran our final experiments for Cohort 1 on patient episodes with both PIM2 and PRISM3 scores reported in the dataset (PRISM3 scores of 0 were dropped). This resulted in a final dataset containing 4601 patient episodes (mortality rate 6.2%). Constructing only the test set with patient episodes having both scores reported would have introduced bias. For MIMIC-III, the final dataset included 34971 patient episodes corresponding to the first ICU and hospital stay of the patient (in hospital mortality rate 11.67%).

4.2 Choice of Binary Tests

The base binary tests available for internal nodes for the PCIM are listed in Table 1. The tests for checking whether the total number of measurements within some time interval is greater than a particular threshold \((\tau)\) is to allow the model to capture the burstiness in measurements of certain vital signs and lab tests. These tests allow modeling of self-excitation (burstiness) and self-suppression. We also introduce a test to check whether the number of measurements with value \(\geq \tau\) is greater than a particular threshold \((\tau)\) within a particular time interval. This allows the rate of subsequent events to depend on the values of previous events (e.g. measurements with extreme values of a particular variable causing more events of the same or a different variable in near future).

The full bank of binary tests are chosen by selecting the parameters from pre-determined sets of values. In particular, “past \(t\) hours” uses \(t \in \{1/60, 1/12, 1/4, 1/2, 1, 24\}\); “value \(\geq \tau\)” uses \(\tau \in \{-3.0, -2.5, -2, -1.5, 1.5, 2, 2.5, 3.0\} \times \text{std. dev.} + \text{mean}\); “number of measurements \(\geq \tau\)” uses \(\tau \in \{0, 1, 5, 10, 20, 30, 50\}\); and “current time is within a particular interval of the day” uses range of one of “within \(\delta t\) minutes of the top of the hour,” where \(\delta t \in \{1, 2, 5, 15\}\) or within the first \(t\) hours of the day where \(t \in \{1, 2, 3, \ldots, 24\}\).

4.3 Severity of Illness Score computation

Denote the set of models learned for the “died” class as \(M_{\text{death}}\) and the set for the “survived” class as \(M_{\text{survive}}\). Both sets include PCIM models learned on the measurement timings and values of the selected variables. While each PCIM tree models the rate for one particular

\(^1\) https://github.com/MIT-LCP/mimic-code
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number of measurements of variable $X$ in past $t$ hours is $\geq \tau$
number of measurements of variable $X$ in past $t$ hours with value $\geq \tau'$ is $\geq \tau$
current time $t$ is within a particular interval within the day

Table 1: Binary Tests for learning PCIM. $X$ denotes any measurement variable and $\tau$ and $\tau'$ are each one of a set of thresholds.

variable, the binary tests in the tree can look at all available variables (both vitals and labs) to capture the temporal dependencies with other variables. If the corresponding PCIM trees for a particular variable $v$ in the two sets $M_{\text{death}}$ and $M_{\text{survive}}$ are denoted by $m_{vd}$ and $m_{vs}$ respectively then, the SOI score corresponding to variable $v$ for patient with event sequence $x$ is calculated by the log-odds: $\log \frac{p(m_{vd}|x)}{p(m_{vs}|x)}$. These individual SOI scores for each variable can be summed up to form a single SOI score or can be used as inputs along with other features to a final classifier model.

4.4 Full Severity Score

We use a feedforward neural network as the final classifier using the computed severity of illness scores (as above) and other features. For MIMIC-III, the static features include age, gender, minimum Glasgow Coma Scale, minimum ratio of partial pressure arterial oxygen and fraction of inspired oxygen, total urine output, co-morbidity, and reception of ventilation, all collected in the first 24 hours. For the CHLA dataset, we used PIM2 score as a feature.

For both datasets, we use a feedforward architecture with 3 hidden layers with 256 hidden units each. Number of hidden layers and number of hidden units were selected based on performance on validation data. A dropout (Srivastava et al., 2014) rate of 0.5 was used for each hidden layer. All the models were trained with the Adam optimization method (Kingma and Ba, 2014) using early stopping. We used the Keras Deep Learning Library (Chollet et al., 2015) for our implementations.

4.5 Baselines

For evaluating the predictive performance of our approach, we compare with PIM2 and PRISM3 scores for cohort 1, and SAPS-I and SAPS-II scores for cohort 2.

5. Results and Discussion

In this section, we present a comparative evaluation of our method with the standard ICU scoring systems. Statistical significance of the difference between the ROC curves presented was measured using MedCalc statistical software\(^2\) (DeLong et al., 1988).

Figure 2(a) shows the comparison of ROC curves for PIM2, PRISM3, and SOI scores computed from PCIM models. SOI scores computed from the learned PCIM models outperform standard scoring system baselines, PIM2 and PRISM3 ($p(\text{PCIM} \sim \text{PRISM3}) < 0.024$ and $p(\text{PCIM} \sim \text{PIM2}) = 0.146$). The reason for relatively higher p-values is highly

\(^2\) https://www.medcalc.org
Figure 2: Comparison of all methods for in hospital mortality prediction

Figure 3: Comparison of all methods for the scoring of labs and vitals variables in MIMIC-III
likely to be caused by the small test set size of the Cohort 1. PCIM models do not directly incorporate information such as admission baseline features which capture how ill a child was at the time of admission. PIM2 is largely based on such features calculated within two hours of admission and outperforms PRISM3 in our experiments on the holdout testset. Best performance is achieved when PIM2 is combined with the SOI score obtained from the PCIM models by adding PIM2 as an extra feature to the feedforward net.

ROC curves for SAPS-I, SAPS-II, and SOI scores computed from PCIM models on the MIMIC-III dataset are presented in Figure 2(b). Similar to the CHLA dataset, pre-admission and in-ICU information, such as ventilation and comorbidity were not directly incorporated in the PCIM models. When added to our method (again, as features to the feedforward net), we outperform both SAPS-I and SAPS-II with statistical significance (AUROC difference has $p < 0.0001$).

For MIMIC-III, Figure 3 shows the ROC curves using only labs or only vital signs. Scores computed from the four vital variables significantly outperform (AUROC, $p < 0.0001$) the isolated vitals scores of both SAPS-I and SAPS-II, computed using certain ranges of values, Figure 3(b). The area under the ROC curve difference computed only using the lab variables is similarly statistically significant ($p(\text{PCIM} \sim \text{SAPS-I}) < 0.0001$ and $p(\text{PCIM} \sim \text{SAPS-II}) = 0.0001$), Figure 3(a).

6. Differences with existing Recurrent Neural Network based Methods

While existing RNN based approaches (Lipton et al., 2015; Aczon et al., 2017; Harutyunyan et al., 2017; Lipton et al., 2016; Che et al., 2016) can capture the temporal trend of the values of the variables, our proposed methodology also takes into account the rate of events by directly modeling the generation of a new event of a particular type with respect to previous events’ values, timings, and types. One particular advantage to directly model the event generation process in continuous time domain is to avoid discrete window-based aggregation and any form of data imputation. Discrete time approaches usually assume the data are “missing at random,” which does not always hold for irregularly sampled data. This can lead to reduced variability of more frequently measured signals. Imputing normal values for missing data loses the distinction between a truly normal and a missing measurement. Additionally, forward and back filling imputation strategies discard information about the timings of the measurements. Other advantages of our method are the model interpretability, added flexibility of model selection through the choice of basis state functions, and applicability in small to intermediate datasets, where neural network based methods might be an overkill and prone to overfitting. We would like to explore connections between recurrent neural networks and marked point process (Xiao et al., 2017; Du et al., 2016) in our future work to extract the advantages of both methods simultaneously.

7. Related Works

Standard ICU scoring systems developed for pediatric (e.g. PIM2, PRISM3) and adult (e.g. SAPS-I, SAPS-II) ICU units rely on scoring a patient based on a range of values of particular physiological variables recorded within the first 24 hours, in addition to information such as pre-ICU procedures, admission category and in-ICU ventilation data. However, they
labeled ignore the temporal nature of the data and are often susceptible to missing values. These scores are good for early detection of severe illness and are excellent benchmarking tools for determining ICU performance.

Recent work has focused on extracting more meaningful features from sources like clinical notes, which is ignored in traditional ICU scoring systems. Both Lehman et al. (2012) and Ghassemi et al. (2014) used non-parametric topic modeling techniques, hierarchical Dirichlet process and latent Dirichlet allocation (LDA) respectively, for learning the latent topic structure of nursing notes, which improves mortality prediction performance over SAPS-I and SAPS-II. Ghassemi et al. (2015) used multi-task Gaussian process (MTGP) models to model irregularly sampled clinical data and new clinical notes for acuity forecasting. Their approach shows that hyperparameters learned from MTGP models capturing the temporal change in topic membership of notes recorded for a particular patient can improve mortality prediction performance, if combined with SAPS-I and latent topic features. Jo et al. (2015) proposed a model combining LDA and Hidden Markov Models (HMMs) to capture the temporal dynamics of underlying patient states from the clinical notes and improve long term mortality prediction.

Lipton et al. (2015) used Long Short Term Memory Recurrent Neural Networks (LSTM-RNNs) in disease phenotyping. However, they employed a discrete (hourly) time window based approach and imputed values in missing windows using either forward or back-filling strategy. In a subsequent work (Lipton et al., 2016), better performance was achieved using binary indicator variables for the time windows with missing values, however it still relied upon a window based scheme. Aczon et al. (2017) developed a dynamic mortality risk prediction model using LSTM-RNNs in pediatric ICU data. They didn’t resample the data at any fixed sampling rate, however depended upon zero or forward imputation for the values of variables, which had no recorded value at a particular time-point where at least one variable was recorded for a particular patient. Che et al. (2016) proposed a model based on Gated Recurrent Units (GRUs) with trainable decays to capture the temporal structure of the missing values. The AUROC achieved on the MIMIC-III dataset (19714 admission records) with 24 hours of data is 0.78821. The feature set however, consisted of 91 extra variables in addition to the 8 lab variables used separately in one of our experiments, achieving an AUROC of 0.76486. None of these works however, focused on capturing the intensities of events of varied types and their dependence on previous history across the timeline of a patient stay.

Marlin et al. (2012) focused on unsupervised learning from time series data collected from a pediatric ICU. While their approach shows non-uniformities among patients across different clusters extracted, their approach also employs a discrete time window and ignores measurement timings. Joshi and Szolovits (2012) modeled patient acuity using an unsupervised learning approach, radial domain folding, which in an organ specific manner, learns lower dimensional abstractions from routinely generated physiological data. Logistic regression models trained on the learned RDF layers outperform SAPS-II scoring system in mortality prediction. Weiss and Page (2013) used a forest-based point process model (an extension of the PCIM) to predict future onset of myocardial infarctions. Based on the rates learned from event history, rates of future events are forecast. Their approach shows the strength of continuous time models in medical data, however doesn’t address the temporal modeling of routinely measured physiological signals. Saria et al. (2010) focused
on a non-parametric Bayesian method for data analysis in continuous time series including health care data, based on topic models.

8. Conclusion

Our contribution has been to demonstrate the efficacy of directly modeling the continuous-time temporal dependencies of discrete events recorded in an EHR. Our results indicate that a severity of illness score computed using our proposed modeling technique improves the performance of hospital mortality prediction.

One of the limitations of our approach is the use of a generative model for the task of classification, using the log-odds calculated from the representative models for the two class labels, learned separately. However, careful choice of the basis state functions from a validation set resulted in significant discrimination between learned models of the two classes and improved prediction performance. Discriminative training might better accentuate the temporal differences between the two classes. This is left as a future work.

Our method provided features to a feedforward neural network. We added other static measurements as features to the feedforward net. These could have also been added as possible values for binary tests in the PCIM model. This, particularly in conjunction with discriminative PCIM training, might work better as a classifier. We also focused only on nine variables for MIMIC-III because those are used in SAPS-II. The model might also be improved with an more expansive variable set. For the Cohort 1 data, we used more variables and saw a larger improvement. In one case, this was not statistically significant; we expect this is because of the relatively smaller sample size.
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Appendix: Final Variables

<table>
<thead>
<tr>
<th>Best motor response (GCS)</th>
<th>Best verbal response (GCS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glasgow coma scale total</td>
<td>Eye opening response (GCS)</td>
</tr>
<tr>
<td>Capillary refill rate (sec)</td>
<td>Diastolic blood pressure non-invasive (mmHg)</td>
</tr>
<tr>
<td>Systolic blood pressure invasive (mmHg)</td>
<td>Systolic blood pressure non-invasive (mmHg)</td>
</tr>
<tr>
<td>Pulse oximetry percentage</td>
<td>Heart rate (bpm)</td>
</tr>
<tr>
<td>Respiratory rate (bpm)</td>
<td>EtCO2 (mmHg)</td>
</tr>
<tr>
<td>Left pupillary response</td>
<td>Right pupillary response</td>
</tr>
<tr>
<td>Temperature (C)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Vital Signs (Cohort 1: CHLA)

<table>
<thead>
<tr>
<th>ABG Base excess (mEq/L)</th>
<th>ABG PCO2 (mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABG pH</td>
<td>Albumin level (g/dL)</td>
</tr>
<tr>
<td>BUN (mg/dL)</td>
<td>Bicarbonate serum (mEq/L)</td>
</tr>
<tr>
<td>Bilirubin total (mg/dL)</td>
<td>CBG PCO2 (mmHg)</td>
</tr>
<tr>
<td>CBG pH</td>
<td>Calcium ionized (mg/dL)</td>
</tr>
<tr>
<td>Calcium total (mg/dL)</td>
<td>Chloride (mEq/L)</td>
</tr>
<tr>
<td>Glucose (mg/dL)</td>
<td>P/F ratio</td>
</tr>
<tr>
<td>PT</td>
<td>PTT</td>
</tr>
<tr>
<td>Platelet count (K/uL)</td>
<td>Potassium serum (mEq/L)</td>
</tr>
<tr>
<td>Sodium serum (mEq/L)</td>
<td>VBG Base excess (mEq/L)</td>
</tr>
<tr>
<td>VBG PCO2 (mmHg)</td>
<td>VBG pH</td>
</tr>
<tr>
<td>White blood cell count (K/uL)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Labs (Cohort 1: CHLA)

<table>
<thead>
<tr>
<th>Bicarbonate</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUN</td>
</tr>
<tr>
<td>Sodium</td>
</tr>
<tr>
<td>Potassium</td>
</tr>
<tr>
<td>WBC</td>
</tr>
<tr>
<td>Heart Rate</td>
</tr>
<tr>
<td>Respiratory Rate</td>
</tr>
<tr>
<td>Systolic Blood Pressure</td>
</tr>
<tr>
<td>Temperature(C)</td>
</tr>
</tbody>
</table>

Table 4: Labs and Vital Signs (Cohort 2: MIMIC-III)
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Abstract—We propose a novel approach towards event detection in real-world continuous video sequences. The method 1) is able to model arbitrary-order non-Markovian dependencies in videos to mitigate local visual ambiguities, 2) conducts simultaneous event segmentation and labeling, and 3) is time-window free. The idea is to represent a video as an event stream of both high-level semantic events and low-level video observations. In training, we learn a point process model called piecewise-constant conditional intensity model (PCIM) that is able to capture complex non-Markovian dependencies in the event streams. In testing, event detection can be modeled as the inference of high-level semantic events, given low-level image observations. We develop the first inference algorithm for PCIM and show it samples exactly from the posterior distribution. We then evaluate the video event detection task on real-world video sequences. Our model not only provides competitive results on the video event segmentation and labeling task, but also provides benefits including being interpretable and efficient.

Index Terms—video event detection, event segmentation and labeling, video understanding, dependency modeling, video grammar, point process.

I. INTRODUCTION

EVENT detection systems aim at identifying and localizing the classes of the events present in a video, such as a person sitting down, independently of the background. It is a key step towards real-world video understanding and has applications such as video indexing, video retrieval, and anomaly detection [33]. The large corpus of literature [34] usually model video event detection as a classification or labeling problem. Given coherent constituent parts from video segmentation in the temporal domain, a feature vector can be generated for each segment and serves as input for a discriminative classifier [18]. Another popular approach involves generating segmentation candidates via sliding windows and perform analysis at multiple temporal scales [20] [2].

However, video segmentation is an unsolved computer vision problem, and sliding windows approaches can be expensive. Also, visual ambiguity is unavoidable in real-world videos. By only looking at local visual features (either from a segmented clip or a time window), events of the same label might look quite different (when performed by different characters, or if the event has intrinsic intra-class variance), and events of different labels might look similar (for example, “punching” and “shaking hands” both consist of putting one’s arm forward, see Fig. 1).

Contextual information could help to disambiguate, and we focus on modeling temporal context in this work. For example, if followed by the “person running” or “person falling down” events, we should be more certain that the event before is “punching”, instead of “shaking hand”.

We propose a new approach to explore temporal dependencies among events and visual observations in video: In training, given both observed low-level events (local visual features) and annotated high-level semantic events, we can build a point process model to learn complex dependencies in video event streams. In testing, the detection of high-level events can be modeled as an inference problem, given the observed low-level events. See Fig. 2 for an illustration of an event stream representation of video. This modeling approach allows us to leverage the machine learning and statistics literature on dependency modeling in point process.

We use a state-of-art point process model, called a piecewise-constant conditional intensity model (PCIM) [17]. PCIM captures the dependencies among the types of events through a set of piecewise-constant conditional intensity functions. A PCIM is represented as a set of decision trees (see Fig. 3 for an example), which provide model interpretability and allow for efficient model selection. In training, by applying PCIM learning on annotated videos, PCIM is able to learn the complex dependencies in the (annotated) video event streams, with the extra benefit of providing a meaningful video grammar.

In testing, the video event detection task we are interested in requires an inference algorithm for PCIM. An inference algorithm allows localizing and labeling high-level semantic events given only low-level visual observations in unannotated testing videos. An exact inference algorithm is able to take advantage of the rich dependencies learned in training, thus mitigating local visual ambiguities in video event detection. Also, inference in point process provides both time and label of inferred events, allowing automatic simultaneous event segmentation and labeling, without the need of sliding windows. However, no inference algorithm has been proposed for
PCIM that can condition on evidence (visual observations). Correctly filling in incomplete event streams from a PCIM is challenging, due to the complex non-Markovian dependencies between past and future evidence.

In this paper, we propose the first general inference algorithm for PCIMs, based on thinning for inhomogeneous Poisson process [26]. This inference algorithm can be used in the video event detection task, as well as any other tasks using PCIMs. Our formulation is an auxiliary Gibbs sampler that alternates between sampling a finite set of virtual event times given the current trajectory, and then sampling a new trajectory given the set of evidences and event times (virtual and actual). Our method is convergent, does not involve approximations like fixed time-discretization, and the samples generated can answer any type of query. We propose an efficient state-vector representation to maintain only the necessary information for diverging trajectories, reducing the exponentially increasing sampling complexity to linear in most cases. We show empirically our inference algorithm converges to the true distribution and permits effective query answering for PCIM models with both Markovian and complex non-Markovian dynamics.

We apply the PCIM inference algorithm to the video event detection task and show competitive results over state-of-arts on real-world long continuous videos. Our modeling approach is able to learn complex temporal dependencies in video, and exploit these dependencies to mitigate local visual ambiguities in event detection. The major contributions of our work are:

- A novel approach for video event segmentation and labeling via inference in point process, which does not rely on video pre-segmentation or sliding windows;
- The use of a PCIM to learn complex dependencies in video and provide meaningful video grammars; and
- The first exact inference algorithm for PCIMs that can be used for event detection and other tasks. [35] described a preliminary piece of this inference algorithm.

A. Related Work

We first describe related work in machine learning that models temporal dependencies. A dynamic Bayesian network (DBN) [10] models temporal dependencies between variables in discrete time. Continuous-time models have drawn attention recently in applications ranging from social networks [11][13] to genetics [8] to biochemical networks [15]. Continuous Time Bayesian Networks (CTBN) [29] are homogeneous Markovian models of the joint trajectories of discrete finite variables, analogous to DBNs. Non-Markovian continuous models allow the rate of an event to be a function of the process’s history. Poisson Networks [36] constrain this function to depend only on the counts of the number of events during a finite time window. Hawkes processes [19] define the rate to be the sum of a kernel applied to each historic event, requiring the modeller to choose the form for the kernel.

A PCIM defines the intensity function as a decision tree, with internal nodes’ tests mapping time and history to leaves. Each leaf is associated with a constant rate. A PCIM is able to model non-Markovian temporal dependencies, and is an order of magnitude faster to learn than Poisson networks. Successful applications include modeling supercomputer event logs and forecasting future interests of web search users [17]. While PCIMs have drawn attention recently [31][44] and have potential usage in a wide variety applications, there is no general inference algorithm.

Inference algorithms developed for continuous systems are mainly for Markovian models (or specifically designed for a particular application). For CTBNs, there are variational approaches such as expectation propagation [12] and mean field [8], which do not converge to the true value as computation time increases. Sampling based approaches include importance sampling [14] and Gibbs sampling [37][38] that converge to the true value. The latter is the current state-of-the-art method designed for general Markov Jump Processes (MJP) and its extensions (including CTBNs). It uses the idea of uniformization [16] for Markov models, similar to thinning [26] for inhomogeneous Poisson processes. We note that our inference method for PCIM generalizes theirs to non-Markovian models.

Modeling temporal dependencies in general event streams...
has wide applications. For example, users’ behaviors in online shopping [45] and web searches [27], as well as electronic health records [44] can all be viewed as a stream of events over time. Event streams in video is a specific case of general event streams.

To identify and recognize events or actions in video, computer vision researchers mainly focused on the classification or labeling problem given pre-segmented video clips [34]. Feature representations used in the literature are generated using local features such as Space Time Interest Points (STIP) [24], Dense Trajectories [41], Fisher Vectors [32], and more recently, deep learned representations [18] [21] [42] [47], among many others. Some work explore contextual information and temporal structure within complex video events [1] [40] [48] [23], largely motivated by the popular TRECVID MED challenge [30]. Our model learns dependencies both within and among high-level events, and can also be applied to the complex event detection task.

However, real-world videos are continuous, and the task of video segmentation is an unsolved problem [9]. Also, most existing methods entail shot boundary detection, i.e., the segmentation of a video into continuously imaged (usually in terms of motion) temporal segments, which rarely maps to individual high-level events [5]. Recently, some work tries to address the problem of simultaneous video segmentation and labeling [20] [7] [6]. These methods mostly use the time-consuming sliding window approaches, which process each segment independently at multiple time scales. Post-processing such as duration priors and non-max suppression is required [6]. It is very difficult for these approaches to handle local visual ambiguities in real-world videos, since each event/video segment is processed independently from the others. High-level contexts at video level, such as temporal dependencies, have rarely been explored.

Some work explores Markovian dependencies among events [22], which is limited for real-world videos with complex dependencies. [50] models dependencies among events in a video based on Conditional Random Fields (CRF). However, it can only explore dependencies up to some fixed order (chosen manually), and the computation becomes infeasible when the order of dependency specified increases. Also, it assumes a long video has been segmented before doing dependency modeling. Recently, recurrent Neural Network (RNN) based methods are drawing more attention [46]. They focus more on sequence dependency modeling, instead of temporal modeling. Temporal modeling using PCIM has the advantage of being able to easily model cases such as ”someone enters the office around 8am everyday”, regardless of (potentially unbounded number of) events happened in between. Explicitly modeling time can also be beneficial in real-world videos with timestamps (such as videos from surveillance cameras). It is also easier for humans to interpret and generate rules from the decision tree representation of PCIM. Furthermore, RNN based approaches tend to be training data hungry. Our idea of using event stream models explicitly address temporal dependencies in the continuous-time domain and is the first to do so, to the best of our knowledge.

II. BACKGROUND ON PCIM

We first briefly review the background on Piecewise-constant conditional intensity model (PCIM).

Assume events are drawn from a finite label set $L$. An event then can be represented by a time-stamp $t$ and a label $l$. An event sequence $x = \{(t_i, l_i)\}_{i=1}^n$, where $0 < t_1 < \ldots < t_n$. We use $h_i = \{(t_j, l_j) \mid (t_j, l_j) \in x, t_j < t_i\}$ for the history of event $i$, when it is clear from context which $x$ is meant. We define the ending time $t(y)$ of an event sequence $y$ as the time of the last event in $y$, so that $t(h_i) = t_{i-1}$. A conditional intensity model (CIM) is a set of non-negative conditional intensity functions indexed by label $\{\lambda_l(t|x; \theta)\}_{l=1}^L$. The data likelihood is

$$p(x|\theta) = \prod_{l \in L} \prod_{i=1}^n \lambda_l(t_i|h_i; \theta) \mathbb{1}(l_i) e^{-\Lambda_l(t_i|h_i; \theta)}$$

where $\Lambda_l(t|h; \theta) = \int_{t-\lambda(h)}^t \lambda_l(\tau|h; \theta) d\tau$. The indicator function $\mathbb{1}(l')$ is one if $l' = l$ and zero otherwise. $\lambda_l(t|h; \theta)$ is the expected rate of event $l$ at time $t$ given history $h$ and model parameters $\theta$. Conditioning on the entire history causes the process to be non-Markovian. The modeling assumptions for a CIM are quite weak, as any distribution for $x$ in which the timestamps are continuous random variables can be written in this form. Despite the weak assumptions, the per-label conditional factorization allows the modeling of label-specific dependence on past events.

A PCIM is a particular class of CIM that restricts $\lambda(h)$ to be piecewise constant (as a function of time) for any history, so the integral for $\Lambda$ breaks down into a finite number of components and forward sampling becomes feasible. A PCIM represents the conditional intensity functions as decision trees. Each internal node in a tree is a binary test of the history, and each leaf contains an intensity. If the tests are piecewise-constant functions of time for any event history, the resulting function $\lambda(t|h)$ is piecewise-constant. Examples of admissible tests include

- Was the most recent event of label $l$?
- Is the time of the day between 6am and 9am?
- Did an event with label $l$ happen at least $n$ times between 5 seconds ago and 2 seconds ago?
- Were the last two events of the same label?

Note some tests are non-Markovian in that they require knowledge of more than just which event was most recent. See Fig. 3 for an example of a PCIM model.

The decision tree for label $l$ maps the time and history to a leaf $s \in \Sigma_l$, where $\Sigma_l$ is the set of leaves for $l$. The resulting data likelihood can be simplified:

$$p(x|S, \theta) = \prod_{l \in L} \prod_{s \in \Sigma_l} \lambda_{ls}^{c_l(x)} e^{-\lambda_{ls} d_{ls}(x)}.$$  (2)

$S$ is the PCIM structure represented by the decision trees; the model parameters $\theta$ are rates at the leaves. $c_{ls}(x)$ is the number of times label $l$ occurs in $x$ and is mapped to leaf $s$. $d_{ls}(x)$ is the total duration when the event trajectory for $l$ is mapped to $s$. Together, $c$ and $d$ are the sufficient statistics for calculating the likelihood.
Fig. 3: Decision tree representing $S$ and $\theta$ for events of labels $A$ and $B$. Note the dependency among event labels (the rate of $B$ depends on $A$). [17]

[17] showed that given the structure $S$, by using a product of Gamma distributions as a conjugate prior for $\theta$, the marginal likelihood of the data can be given in closed form, and thus parameter estimation can be done in closed form. The prior density is given by

$$p(\lambda_{ls}|\alpha_{ls}, \beta_{ls}) = \frac{\beta_{ls}^{\alpha_{ls}}}{\Gamma(\alpha_{ls})} \lambda_{ls}^{\alpha_{ls}-1} e^{-\beta_{ls} \lambda_{ls}},$$

and the posterior density is given by

$$p(\lambda_{ls}|\alpha_{ls}, \beta_{ls}, x) = p(\lambda_{ls}|c_{ls}(x), \beta_{ls} + d_{ls}(x)).$$

Assuming the prior over the model parameters $\theta$ is a product of such priors, the marginal likelihood of data is

$$p(x|S) = \prod_{l \in L} \prod_{s \in \Sigma_{l}} \gamma_{ls}(x),$$

with

$$\gamma_{ls}(x) = \frac{\beta_{ls}^{\alpha_{ls}}}{\Gamma(\alpha_{ls})} \frac{\Gamma(\alpha_{ls} + c_{ls}(x))}{\Gamma(\beta_{ls} + d_{ls}(x))} (\frac{\alpha_{ls} + c_{ls}(x)}{\beta_{ls} + d_{ls}(x)}).$$

Then the authors choose to use a simple point estimate $E[\lambda_{ls}|x]$ for the rate, which is $\frac{\alpha_{ls} + c_{ls}(x)}{\beta_{ls} + d_{ls}(x)}$.

Furthermore, imposing a structural prior allows a closed form Bayesian score to be used for greedy tree learning. The local structure $S_{l}$ can be chosen independently for each $l$ by using a factored structural prior

$$p(S) \propto \prod_{l \in L} \prod_{s \in \Sigma_{l}} \kappa_{ls},$$

and the prior and the marginal likelihood that also factor over $l$. Given the current structure $S_{l}$ (initialized as a single root), a new structure $S_{l}'$ is considered by choosing a leaf $s$ and expand it with a test to get a set of new leaves $\{s_{1}, \cdots, s_{m}\}$. The gain in the posterior of the structure is

$$\frac{p(S_{l}'|x)}{p(S_{l}|x)} = \frac{\kappa_{ls_{1}}\gamma_{ls_{1}}(x) \cdots \kappa_{ls_{m}}\gamma_{ls_{m}}(x)}{\kappa_{ls}\gamma_{ls}(x)}.$$

The new structure with the largest gain is chosen if the gain is larger than 1.

III. EVENT DETECTION IN VIDEO AS INFERENCE IN POINT PROCESS

We apply PCIM to event localization and labeling in video. We first show how to represent videos as event streams. A PCIM can be learned from training videos, represented by event streams, to encode nonlinear temporal dependencies between high-level events and low-level observations. In testing, an inference algorithm can be used to infer high-level events given low-level visual observations. This framework is among the first to encode temporal context for the event detection in long continuous video task.

A. Representation

Assume there are $M$ high-level events in a video dataset, each of which is an event with high-level semantics, such as “a person sitting down” and “a person working on a laptop”. We generate $2M$ event labels to be used in PCIM: $\{s_{1}, \ldots, s_{M}\}$ and $\{e_{1}, \ldots, e_{M}\}$. $s_{i}$ indicates the starting of a high-level event type $i$ and $e_{i}$ indicates the ending of a high-level event type $i$. These are the event types that are labeled in training and to be inferred in testing.

Given a video, we divide it into segments of fixed length, and a feature vector is generated for each of the segments. This step is flexible, any existing video descriptors might be applied here. Then we learn a dictionary (e.g. using $K$-means clustering), so that each segment can be assigned to one visual word in $\{w_{1}, \ldots, w_{K}\}$ and a time (we use the middle time of each segment in the video). Together with the starting and ending of high-level events, we have an event stream representation of a video. See Fig. 4 for an example.

![Event stream representation](image)

**Fig. 4:** An illustration of an event stream representation for video. Low-level observations are represented as regularly spaced events from a dictionary (the $w(i)$). $s_{1}$ and $e_{1}$ indicate the starting and ending of “entering room”. $s_{3}$ and $e_{3}$ indicate the starting and ending of “sitting down”.

There are several benefits for this representation: First, by using fixed-length segment, we do not assume semantic video pre-segmentation. Second, the usage of starting and ending of high-level events enables automatic temporal localization and labeling. Note that even though the low-level visual words are regularly sampled, each word is sparse across the timeline, which is suitable for a continuous-time model.

B. Training

Given an event stream representation of video, training can be done by directly feeding the training data into the PCIM learning algorithm. The resulted PCIM encodes temporal dependencies between both high-level events and low-level visual observations. There are three types of dependencies a PCIM can learn:

- **Dependency between high-level events.** Global dependencies between high-level events can be modeled, which helps to
mitigate visual ambiguities by utilizing temporal context. For example, after a person working on laptop, the probability of a person standing up should be higher than the person sitting down. PCIM is also able to learn the dependency between $s$ and $e$ for each high-level events, which encodes the temporal range distribution of each event type.

**Dependency between high-level and low-level events.** This type of dependency can be treated as local dependency. Certain low-level observations indicate the appearance of high-level events, or as a generative model, the high-level events “cause” low-level features. In testing, low-level visual words are observed, and are responsible for proposing high-level events.

**Dependency between low-level events.** This kind of dependency provides interesting information about how low-level observations can be correlated from a video grammar perspective. But for the event detection problem, it is not very useful as in testing all low-level observations are observed.

### C. Testing as Inference

Given a PCIM learned from training data, we can model the problem of event detection in video as the inference of high-level events, given low-level observations. In other words, all the $w$s are observed, while the $s$ and $e$s are completely unobserved. We can then apply our new inference algorithm, ThinnedGibbs, detailed in Sec. IV, to infer the starting and ending times of the high-level events. See Fig. 5 and Fig. 6 for an illustration.

![Fig. 5: In testing, the low-level events are fully observed, while the high-level events are not observed (in parentheses).](image)

![Fig. 6: After running inference, each sample would fill in the unobserved intervals for high-level events, which indicate their starting and ending times.](image)

### IV. Auxiliary Gibbs Sampling for PCIM

In this section we introduce our new inference algorithm for PCIM, called ThinnedGibbs, based on the idea of **thinning** for inhomogeneous Poisson processes. We handle incomplete data in which there are intervals of time during which events for particular label(s) are not observed.

![Fig. 7: A simple PCIM with a partially observed trajectory. The vertical solid arrow indicates an evidence event. Areas between parentheses are unobserved. History alone indicates there should be events filled in, while the future (no events in $R$) provides contradictory evidence.](image)

**A. Why Inference in PCIM is Difficult**

Filling in partially observed trajectories for PCIM is hard due to the complex dependencies between unobserved events and both past and future events. See Fig. 7 for an example. While the history (the event at $t$) says it is likely that there should be events in the unobserved area (with an expected rate of 2), future evidence (no events in $R$) is contradictory: If there were indeed events in the unobserved area, those events should stimulate events happening in $R$.

Such a phenomenon might suggest existing algorithms such as the forward-filtering-backward-sampling (FFBS) algorithm for discrete-time Markov chains. However, there are two subtleties here: First, we are dealing with non-Markovian models. Second, we are dealing with continuous-time systems, so the number of time steps over which to propagate is infinite.

**B. Thinning**

Thinning [26] can be used to turn a continuous-time process into a discrete-time one, without using a fixed time-slice granularity. We select a rate $\lambda^*$ greater than any in the inhomogeneous Poisson process and sample from a homogeneous process with this rate. To get a sample from the original inhomogeneous process, an event at time $t$ is thinned (dropped) with probability $1 - \frac{\lambda(t)}{\lambda^*}$.

This process can also be reversed. Given the set of thinned event times (from the inhomogeneous process), the extra events can be added by sampling from a Poisson process with rate $\lambda^* - \lambda(t)$. The cycle can then repeat by thinning the new total set of times. At each cycle, the times (after thinning) are drawn from the original inhomogeneous process. We will use this type of cycle in our sampler.

The difficulty is that a PCIM is not an inhomogeneous Poisson process. The intensity depends on the entire history of events, not just the current time. For thinning, this means that we cannot independently sample whether each event is to be thinned. Furthermore, we wish to sample from the posterior, conditioned on evidence. All evidence (both past and future) affect the probability of a specific thinning configuration.

**C. Overview of Our Inference Method**

To overcome both of these problems, we extend thinning to an auxiliary Gibbs sampler in the same way that [37], [38] extended Markovian-model uniformization [16] (a specific example of thinning in a Markov process) to a Gibbs sampler.
To do this we introduce auxiliary variables representing the events that were dropped. We call these events virtual events.

As a standard Gibbs sampler, our method cycles through each variable in turn. In our case, a variable corresponds to an event label. For event label \( l \), let \( x_l \) be the sampled event sequence for this label. Let \( Y_l \) be all evidence (for \( l \) and other labels) and all (currently fixed) samples for other labels. Our goal is to sample from \( p(x_l | Y_l) \).

Let \( v_l \) be the virtual events (the auxiliary variable) associated with \( l \) and \( z_l = x_l \cup v_l \) (all event times virtual and non-virtual). Our method first samples from \( p(v_l | x_l, Y_l) \) and then samples from \( p(x_l | z_l, Y_l) \). The first step adds virtual events given the non-virtual events are “correct.” The second step treats all events as potential events and drops or keeps events. The dropped events are removed completely. The kept events, \( x_l \), remain as the new sampled trajectory for label \( l \).

The proof of correctness follows analogously to that of [38] for Markovian systems. But, the details for sampling from \( p(v_l | x_l, Y_l) \) and \( p(x_l | z_l, Y_l) \) differ. We describe them next.

### D. Sampling Auxiliary Virtual Events with Adaptive Rates

Sampling from \( p(v_l | x_l, Y_l) \) amounts to adding just the virtual (dropped) events. As the full trajectory \( (x_l) \) is known, the rate at any time step for a virtual event is independent of any other virtual events. Therefore, the process is an inhomogeneous Poisson process for which the rate at \( t \) is equal to \( \lambda^*_{l(t|h)} \) where \( h \) is fully determined by \( x_l \) and \( Y_l \).

Recall that \( \lambda^*_l(t|h) \) is piecewise-constant in \( t \), so sampling from such an inhomogeneous Poisson process is simple.

The auxiliary rate, \( \lambda^* \), must be strictly greater than the maximum rate possible for irreducibility. We use an auxiliary rate of \( \lambda^* = 2 \max(\lambda(t|h)) \) to sample virtual events in the unobserved intervals. This choice trades off well between mixing time and computational complexity in the experiments.

A naïve way to pick \( \lambda^* \) is to find \( \lambda_{\text{max}} \); the maximum rate in the leaves of PCIM, and use \( 2\lambda_{\text{max}} \). However, there could be unobserved time intervals with a possible maximum rate much smaller than \( \lambda_{\text{max}} \). Using \( \lambda_{\text{max}} \) in those regions would generate too many virtual events, most of which will be dropped in the next step leading to computational inefficiency. We therefore use an adaptive strategy.

Our adaptive \( \lambda^*(t|h) \) cannot depend on \( x_l \) (this would break the simplicity of sampling mentioned above). Therefore, we determine \( \lambda^*(t|h) \) by passing \((t,h)\) down the PCIM tree for \( \lambda_l \). At each internal node, if the branch does not depend on \( x_l \), we can directly take one branch. Otherwise, the test is related to the sampled events, and we take the maximum rate of taking both branches. This method results in \( \lambda^*(t|h) \) as a piecewise-constant function of time (for the same reasons that \( \lambda_l(t|h) \) is piecewise-constant).

Consider Fig. 8 as an example. When sampling event \( l = A \) on the interval \([1, 5] \), we would not take the left branch at the root (no matter what events for \( A \) have been sampled), but must maximize over the other two leaves (as different \( x_l \) values would result in different leaves). This results in a \( \lambda^* = 4 \) over this interval, which is smaller than 6.

![Fig. 8: Adaptive auxiliary rate example. When sampling A, the branch to take at the root does not depend on unobserved events for A. If the test is related to the sampled event, we take the maximum rate from both branches. The red arrows indicate the branches to take between time [1, 5], and \( \lambda^* = 2 \times 2 \) in that interval, instead of 6.](image)

### E. The Naïve FFBS Algorithm

Once these virtual events are added back in, we take \( z_l \) (the union of virtual and “real” sampled events) as a sample from the Poisson process with rate \( \lambda^* \), ignoring which were originally virtual and which were originally “real.” We then use this set to get a sample from the conditional marginal over \( l \).

The restriction to consider events only at times in \( z_l \) transforms the continuous-time problem into a discrete one. Given \( z_l \) with \( m \) possible event times \( (z_l1, z_l2, \ldots, z_lm) \), let \( b = \{b_i\}_{i=1}^m \) be a set of binary variables, one per event, where \( b_i = 1 \) if event \( i \) is included in \( z_l \) (otherwise, \( b_i = 0 \) and the event is not included in \( z_l \)).

Thus sampling \( b \) is equivalent to sampling \( x_l \) (\( z_l \) is known) as it specifies which events in \( z_l \) are in \( x_l \). Let \( Y_{l(i)}^j \) be the portion of \( Y_l \) between times \( z_{l,i} \) and \( z_{l,i+j} \), and \( b_{i,j} = \{b_k | i \leq k \leq j \} \). We wish to sample \( b \) (and thereby \( x_l \)) from

\[
p(b | Y) \propto \left( \prod_i p(Y_l^{i-1:i}, b_i | b^{i:i-1}, Y_l^{i:i-1}) \right) p(Y_l^{m:m} | b) \tag{9}
\]

where the final \( Y_l^{m:m} \) signifies all of the evidence after the last virtual event time \( z_{l,m} \) and can be handled similarly to the other terms.

The most straightforward method for such sampling considers each possible assignment to \( b \) (of which there are \( 2^m \)). For each interval, we multiply terms from Eq. 9 of the form

\[
p(Y_l^{i-1:i} | b_i | b^{i:i-1}, Y_l^{i:i-1}) = p(Y_l^{i-1:i} | b^{i:i-1}, Y_l^{i:i-1})p(b_i | b^{i:i-1}, Y_l^{i:i}) \tag{10}
\]

where the first term is the likelihood of the trajectory interval from \( z_{l,i-1} \) to \( z_{l,i} \) and the second term is the probability of the event being thinned, given the past history. The first can be computed by tallying the sufficient statistics (counts and durations) and applying Eq. 2. Note that these sufficient statistics take into account \( b^{i:i-1} \) which specifies events for \( l \) during the unobserved region(s), and the likelihood must also be calculated for labels \( l' \neq l \) for which \( \lambda^*_l(t|h) \) depends on events from \( l \). The second term is equal to \( \frac{\lambda^*_l(t|h)}{\lambda^*_l(t|h)} \) if \( b_i = 1 \) (and \( 1 - \frac{\lambda^*_l(t|h)}{\lambda^*_l(t|h)} \) if \( b_i = 0 \)).
This might be formulated as a naïve FFBS algorithm: To generate one sample, we propagate possible trajectories forward in time, multiplying in Eq. 10 at each inter-event interval to account for the evidence. Every time we see a virtual event, each possible trajectory diverges into two (depending on whether the virtual event is to be thinned or not). By the end, we have all $2^m$ possible trajectories, each with its probability (Eq. 9). We sample one trajectory as the output, in proportion to the calculated likelihoods. As we explicitly keep all possible trajectories, the sampled trajectory immediately tells us which virtual events are kept, so no actual backward pass is needed.

F. An Efficient State-Vector Representation

The naïve FFBS algorithm is not practical, as the number of possible trajectories grows exponentially with the number of auxiliary virtual events, $m$. We propose a more efficient state-vector representation to only keep the necessary information for each possible trajectory. The idea takes advantage of the structure of the PCIM and leads to state merges, similar to what happens in FFBS for hidden Markov models (HMMs).

The terms in Eq. 10 depend on $b^{l;i−1}$ only through the tests in the internal nodes of the PCIM trees. Therefore, we do not have to keep track of all of $b^{l;i−1}$ to calculate these likelihoods, but only the current state of such tests that depend on events with label $l$. For example, a test that asks “Is the last event of label $l$?” only needs to maintain a bit as the indicator. The test “Are there more than 3 events of label $q$ in the last 5 seconds?” for $q \neq l$ has no state, as $b^{l;i−1}$ does not affect its choice. By contrast, a test such as “Is the last event of label $q$?” does depend on $b$, even if $q \neq l$.

As we propagate forward, we merge $b^{l;i}$ sequences that result in the same set of states for all internal tests inside the PCIM. See Fig. 9 as a simple example. Though there are 8 possible trajectories, they merge to only 2 states that we can sample from. Similar to the FFBS for an HMM, we need to maintain the transition probabilities in the forward pass and use them in a backward sampling pass to recover the full trajectory, but such information is also linear.

Note that this conversion to a Markov system for sampling is not possible in the original continuous-time system. Thinning allowed this by randomly selecting a few discrete time points and thereby restricting the possible state space to be finite.

The state space depends on the actual tests in the PCIM model. See Tbl. 1 for the tests we currently support and their state representations. The LastStateTest and StateTest are used to support discrete finite variable systems, such as a CTBN. We can see that for tests that only depend on the current time (i.e. TimeTest), the diverging history does not affect them, so no state is needed. For Markovian tests (LastEventTest and LastStateTest), we only need a Boolean variable. For the non-Markovian test (EventCountTest), the number of possible states does grow exponentially with the number of virtual events maintained in the queue. This is the best we can do and still be exact. It is much better than growing with the number of all virtual events. However, note that commonly $\log 2 = 0$ and $n$ is small. In this case, the state space size at any point is bounded as $(m')^n$, where $m'$ is the maximum number of sampled events in any time interval of duration $\log 1$ (which is upper bounded by $m$). If $n$ is 1, this is linear in the number of samples generated in during $\log 1$ time units.

As noted above, if the test is not related to the sampled event (for example, we are sampling event $l = A$ and the test is “are there $\geq 3$ B events in the last 5 seconds?”), the state of the test is set to null. This is because the evidence and sampled values for $B$ (which is not the current variable for Gibbs sampling) can answer this test without reference to samples for $l$.

See Alg. 1 for the algorithm description for resampling event $l$. The complete algorithm iterates this procedure for each event label to get a new sample. The helper function UpdateState(s,b,t) returns the new state given the old state (s), the new time (t), and whether an event occurs at t (b). SamplProbMap(M) takes a mapping from objects to positive values (M) and randomly returns one of the objects with probability proportional to the associated value. AddtoProbMap(M,o,p) checks to see if o is in M. If so, it adds p to the associated probability. Otherwise, it adds the mapping $o \rightarrow p$ to M.

G. Extended Example

Fig. 10 shows an example of resampling the events for label $A$ on the unobserved interval $[0.8,3.5]$. On the far left is the PCIM rate tree for event $A$. Box (a) shows the sample from previous iteration (single event at 2.3). Dashed lines and $\lambda$ show the piecewise-constant intensity function given the sample. Box (b) shows the sampling of virtual events. For this case $\lambda^* = 3$ for all time, $\lambda^* - \lambda$ is the rate for virtual events. The algorithm samples from this process, resulting in two virtual events (dashed). In box (c) all events become potential events. The state of the root test is a queue of recent events. The state of the other test is Boolean (whether $A$ is more recent). On the bottom is the lattice of joint states over time. Solid arrows indicate $b_i = 1$ (the event is kept). Dash arrows indicate $b_i = 0$ (the event is dropped). Each arrow’s weight is as per Eq. 10. The probability of a node is the sum over all paths to the node of the product of the weights on the path (calculated by dynamic programming). In box (d) a single
TABLE I: Tests and their corresponding state representations.

<table>
<thead>
<tr>
<th>Test</th>
<th>Example</th>
<th>State Representation</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>TimeTest</td>
<td>Is the time between 6am and 9am?</td>
<td>Null</td>
<td>independent of b</td>
</tr>
<tr>
<td>LastEventTest</td>
<td>Is the last event of type A?</td>
<td>Boolean</td>
<td>Markovian</td>
</tr>
<tr>
<td>EventCountTest</td>
<td>Are there ≥ n events of type A in [t − lag1, t − lag2]?</td>
<td>A queue maintaining all the times of A between [t − lag2, t], and the most recent n events between [t − lag1, t − lag2].</td>
<td>Non-Markovian</td>
</tr>
<tr>
<td>LastStateTest</td>
<td>Is the last sublabel of var A = 0?</td>
<td>Boolean</td>
<td>Markovian</td>
</tr>
<tr>
<td>StateTest</td>
<td>Is the current sublabel of var A = 0?</td>
<td>Null</td>
<td>independent of b</td>
</tr>
</tbody>
</table>

Fig. 10: Extended Example, see Section IV-G

Fig. 11: The toroid network and observed patterns [12].

path is sampled with backward sampling, shown in bold. This path corresponds to keeping the first and last virtual events and dropping the middle one.

V. EXPERIMENTS

A. ThinnedGibbs Validation

We perform inference with our method on both Markovian and non-Markovian models, and compare the result with the ground-truth statistics. For both we show our result converges to the correct result. Ours is the first that can successfully perform inference tasks for non-Markovian PCIMs.

1) Verification on the Ising Model: We first evaluate our method, ThinnedGibbs, on a network with Ising model dynamics. The Ising model is a well-known interaction model with applications in many fields including statistical mechanics, genetics, and neuroscience [8]. The model is Markovian and has been tested by several prior inference methods for CTBNs.

Using this model, we generate a directed toroid network structure with cycles following [12]. Nodes can take values −1 and 1, and follow their parents’ states according to a coupling strength parameter (β). A rate parameter (τ) determines how fast nodes toggle between states. We test with β = 0.5 and τ = 2. The network and the evidence patterns are shown in Fig. 11. The network starts from a deterministic state: at t = 0 variables 1 – 5 are +1 and 6 – 9 are −1. At t = 1, variable 1 – 3 have switched to −1, 4 – 5 remain +1, and 6 – 9 have switched to +1. The nodes are not observed between t = 0 and t = 1. We query the marginal distribution of nodes at t = 0.5 and measure the sum of the KL-divergences of all marginals against the ground truth. We compare with the state-of-the-art CTBN Auxiliary Gibbs method [38]. Other existing methods...
Algorithm 1: Resampling event \( l \)

input: The previous trajectory \((x_i, Y_i)\)

output: The newly sampled \( x_i \)

d for each unobserved interval \( l \) d
  \[
  \begin{align*}
  \text{Find piecewise constant } \lambda^*(t|h) \text{ using } Y_i \\
  \text{Find piecewise constant } \lambda(t|h) \text{ using } x_i, Y_i \\
  \text{Sample virtual events } v_t \text{ with rate } \lambda^*(t|h) - \lambda(t|h) \\
  \end{align*}
  \]
  Let \( z_i = x_i \cup v_t \), \( m = |z_i| \), and \( s_0 \) be the initial state
  \[ \text{AddtoProbMap}(S_0, s_0, 1.0) \]
  \[
  \text{for } i \leftarrow 1 \text{ to } m \\
  \begin{align*}
  \text{for each } \{(s_{i-1}, \cdot) \rightarrow p\} \text{ in } S_{i-1} \text{ do} \\
  \quad p_{\text{keep}} = p(E_{i-1}, b_{i} = 1 \mid s_{i-1}, E_{i-1}) \\
  \quad p_{\text{drop}} = p(E_{i-1}, b_{i} = 0 \mid s_{i-1}, E_{i-1}) \\
  \quad s_{i}^{\text{keep}} \leftarrow \text{UpdateState}(s_{i-1}, \text{true}, z_{i}, i) \\
  \quad s_{i}^{\text{drop}} \leftarrow \text{UpdateState}(s_{i-1}, \text{false}, z_{i}, i) \\
  \quad \text{AddtoProbMap}(S_i(s_{i}^{\text{keep}}, z_{i}), s_{i}^{\text{keep}} 	imes p_{\text{keep}}) \\
  \quad \text{AddtoProbMap}(S_i(s_{i}^{\text{drop}}, \emptyset), s_{i}^{\text{drop}} 	imes p_{\text{drop}}) \\
  \quad \text{AddtoProbMap}(T_i(s_{i}^{\text{keep}}, \emptyset), s_{i}^{\text{keep}} 	imes p_{\text{keep}}) \\
  \quad \text{AddtoProbMap}(T_i(s_{i}^{\text{drop}}, \emptyset), s_{i}^{\text{drop}} 	imes p_{\text{drop}})
  \end{align*}
  \]

Update \( S_m \) by propagating until ending time \( x_i \leftarrow \emptyset \) and \( (s_{m}, t) \leftarrow \text{SampProbMap}(S_m) \)

if \( t \neq \emptyset \) then
  \[
  x_i \leftarrow x_i \cup \{t\}
  \]

for \( i \leftarrow m - 1 \text{ to } 1 \) d
  \[
  \begin{align*}
  \text{if } t \neq \emptyset \text{ then} \\
  \quad x_i \leftarrow x_i \cup \{t\}
  \end{align*}
  \]

return \( x_i \)

either produce similar or worse results [3]. For example, the mean field variational approach [8] produce error that is above the error range of the methods we use. We vary the sample size between 50 and 5000, and set the burn-in period to be 10% of this value. We run the experiments 100 times, and plot the means and standard deviations.

Results in Fig. 12 verify that our inference method indeed produces results that converge to the true distribution. Our method reduces to that of [38] in this Markovian model. Differences between the two lines are due to slightly different initializations of the Gibbs Markov chain and not significant.

2) Verification on a Non-Markovian Model: We further verify our method on a more challenging non-Markovian PCIM (Fig. 13). This model contains several non-Markovian EventCountTests. We have observations for event \( A \) at \( t = 0.4, 0.6, 1.8, 4.7 \) and for event \( B \) at \( t = 0.1, 0.2, 3.4, 3.6, 3.7 \). Event \( A \) is not observed on \([2.0, 4.0]\) and event \( B \) is not observed on \([1.0, 3.0]\).

In produce ground truth, we discretized time and converted the system to a Markovian system. Note that because the time since the last \( A \) event is part of the state, as the discretization becomes finer, the state space increases. For this small example, this approach is just barely feasible. We continued to refine the discretization until the answer stabilized. The ground-truth expected total number of \( A \) events between \([0,5]\) is 22,3206 and the expected total number of \( B \) events is 11,6161. That is, there are about 18.32 \( A \) events and 6.62

\[
\begin{align*}
\lambda_A & \quad \lambda_B \\
\text{Are there } \geq 1 \text{ } \lambda_A \text{ events in } [t-0.5,t]? \\
\text{Are the most recent event label } \lambda_B? \\
\text{Is the most recent event label } \lambda_A? \\
\end{align*}
\]

Fig. 13: Non-Markovian PCIM and evidence. End time is 5.

Fig. 14: Number of samples versus the inferred expected number of events. The horizontal axis is on a log scale.

\( B \) events in the unobserved areas. Note that if the evidence is changed to have no events these numbers drop to 1.6089 and 8.6866 respectively and if the evidence after the unobserved intervals is ignored the expectations are 22.7183 and 8.6344 respectively. Therefore the evidence (both before and after the unobserved intervals) is important to incorporate in inference.

We compare our inference method to the exact values, again varying the sample size between 50 and 5000 and setting the burn-in period to be 10% of this value. We ran the experiments 100 times and report the mean and standard deviation of the two expectations. Our sampler has very small bias and therefore the average values match the true value almost exactly. The variance decreases as expected, demonstrating the consistent nature of our method. See Fig. 14. We are not aware of existing methods that can perform inference on this type of model to which we could compare.

B. Experiments on Event Detection

We tested our proposed event detection approach on three challenging datasets: Hollywood [25], UCLA office [39], and PKU-MMD [28]. The Hollywood dataset is a human action dataset from movies, the UCLA dataset is from a video camera
TABLE II: Comparison of the event detection result on the Hollywood dataset. In each cell, the first number is precision and the second number is recall. Seg means the method requires video pre-segmentation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AnswerPhone</td>
<td>0.62/0.30</td>
<td>0.64/0.32</td>
<td>0.64/0.43</td>
<td>0.62/0.50</td>
</tr>
<tr>
<td>HugPerson</td>
<td>0.46/0.29</td>
<td>0.46/0.29</td>
<td>0.51/0.33</td>
<td>0.43/0.35</td>
</tr>
<tr>
<td>Kiss</td>
<td>0.39/0.46</td>
<td>0.40/0.48</td>
<td>0.44/0.59</td>
<td>0.43/0.55</td>
</tr>
<tr>
<td>SitDown</td>
<td>0.36/0.35</td>
<td>0.36/0.36</td>
<td>0.39/0.38</td>
<td>0.41/0.40</td>
</tr>
<tr>
<td>Overall</td>
<td>0.45/0.34</td>
<td>0.47/0.36</td>
<td>0.50/0.42</td>
<td>0.48/0.45</td>
</tr>
</tbody>
</table>

recording students’ daily activities in an office, and the PKU-MMD dataset is a recent large-scale benchmark dataset for continuous multi-modal human action understanding.

1) Evaluation on Hollywood Dataset: The Hollywood dataset focuses on realistic human actions including AnswerPhone, Kiss, SitDown, HugPerson, StandUp, HandShake, SitUp, and GetOutCar. This dataset has two disjoint subsets with 219 video samples in the training set and 211 in the test set. We follow [7] for the experimental setting: we only focus on the first four classes to be recognized. Since the dataset contains only pre-segmented clips, new video clips of longer durations are created with enforced temporal relationships. 1-order dependency (such as SitDown-AnswerPhone) and 2-order dependency (such as HugPerson-Kiss-SitDown) are inserted. 40 such video samples were formed (see more details in [7]). To generate the visual sequences, we use mean pooling of STIP features to generate a feature vector for each 20-frame video segment, then use k-means (k is fixed to 200 for this dataset) to assign a label to each of the segment. For PCIM structure learning, we fix the bank of possible PCIM tests as EventCountTests (see Tbl. I) with \( n, lag1, lag2 \in \{1, 2, 3\} \times \{2, 3, 4, 5, 6\} \times \{0, 1, 2\} \) (omitting tests for which \( lag1 \leq lag2 \)) and LastEvenTest for all high-level and low-level event labels. We show some meaningful learned dependencies in Tbl. IV. For each run, we set the burn-in period to be 100 samples, and report the average performance of the next 20 samples.

We compare with methods that require pre-segmentation (linear SVM and [20]), as well as state-of-art method that does simultaneous segmentation and labeling ([7]). Note that results reported with pre-segmentation is biased since video segmentation is very challenging itself (for this dataset, we directly use the segments before concatenation). We perform 5-fold cross validation and the results averaged across 5 runs are reported in Tbl. II.

Our approach shows competitive performance when comparing with state-of-art methods. Though SVM and Hoai[20] are already reported on segmented videos, they still have worse performance due to the local visual ambiguities in this challenging dataset. Methods considering temporal context (SSM[7] and ours) are able to produce better results. Our approach is able to learn from the enforced temporal constraints and generate more reliable event candidates, leading to a better overall recall. Also, SSM[7] relies on training classifiers and doing inference at multiple scales and is more computationally expensive. During inference, for each video, our method generates 20 samples in less than a second, while the running time of our SSM implementation based on LibSVM[4] is in the order of minutes.

2) Evaluation on UCLA Office Dataset: The UCLA office dataset consists of 3 videos of a total length of 32 minutes, in which actors perform 10 kinds of actions in an office setting. See Tbl. III for the high-level events types and their ID numbers. (We also use mean pooling of STIP features [24] generated for each segment, but other methods are applicable.)

We perform 3-fold cross validation, using 2 videos for training and 1 video for testing. We use 20 frames as the segment length and 30 for the dictionary size \( (K) \). For PCIM structural learning and sample size, we use the same setting as in the Hollywood dataset. PCIM is able to learn 3 major kinds of meaningful dependencies that are useful for the event localization and labeling task. We show some examples in Tbl. IV. It is the combination of these rules that encodes complex dependencies in video.

We compare with state-of-art method that require pre-segmentation [50]. This method also considers temporal dependencies in a Conditional Random Field framework. Due to the complexity of inference, this method can only encode dependencies up to a fixed order. Pre-segmentation of dataset is highly nontrivial and we notice it requires manual intervention. Thus we used the segmented data from the authors of [50]. We also compare with an SVM-based approach that classifies the video segments into one of the ten high-level events plus the null event. After classification, consecutive segments of the same labels are merged to one event. This method also relaxes the necessity of video pre-segmentation, but only considers local visual evidences.

We report the results in Tbl. V. Comparing with the Hollywood dataset, this dataset contains real-world continuous videos with natural high-order temporal dependencies. SVM-based approaches can produce reasonable overall result for this dataset. For this dataset, certain dimensions in the feature

TABLE III: High-level Event Types in the UCLA Office Datasets.

<table>
<thead>
<tr>
<th>ID</th>
<th>Event Type</th>
<th>ID</th>
<th>Event Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Enter Room</td>
<td>2</td>
<td>Exit Room</td>
</tr>
<tr>
<td>3</td>
<td>Sit Down</td>
<td>4</td>
<td>Stand Up</td>
</tr>
<tr>
<td>5</td>
<td>Work on Laptop</td>
<td>6</td>
<td>Work on Paper</td>
</tr>
<tr>
<td>7</td>
<td>Throw Trash</td>
<td>8</td>
<td>Pour Drink</td>
</tr>
<tr>
<td>9</td>
<td>Pick Phone</td>
<td>10</td>
<td>Place Phone Down</td>
</tr>
</tbody>
</table>

TABLE IV: Examples of meaningful structures learned by PCIM on the Hollywood and UCLA datasets. Time unit used is 20 frames.

<table>
<thead>
<tr>
<th>Structure Learned</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>if ( e_3 ) in ( { t = 1, t } )</td>
<td>The ending of “SitDown” stimulates “AnswerPhone”. (Hollywood)</td>
</tr>
<tr>
<td>rate of ( s_1 = 0.67 )</td>
<td>Visual words in specific order stimulate “Kiss”. (Hollywood)</td>
</tr>
<tr>
<td>if ( w_{17} ) is last event and ( w_{12} ) in ( { t = 1, t } )</td>
<td>This encodes the distribution of “sit down”. (UCLA)</td>
</tr>
<tr>
<td>rate of ( s_2 = 0.33 )</td>
<td>The starting of “work on laptop” tends to generate ( w_3 ). (UCLA)</td>
</tr>
<tr>
<td>if ( w_3 ) in ( { t = 2, t } )</td>
<td>The ending of “work on laptop” stimulates “stand up”. (UCLA)</td>
</tr>
</tbody>
</table>

TABLE V: Performance of the next 20 samples.

<table>
<thead>
<tr>
<th>ID</th>
<th>Event Type</th>
<th>ID</th>
<th>Event Type</th>
<th>Seg</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Event Type</td>
<td>2</td>
<td>Event Type</td>
<td>SVM(seg)</td>
<td>Hoai[20][seg]</td>
</tr>
<tr>
<td>3</td>
<td>Sit Down</td>
<td>4</td>
<td>Stand Up</td>
<td>0.36/0.35</td>
<td>0.36/0.36</td>
</tr>
<tr>
<td>5</td>
<td>Work on Laptop</td>
<td>6</td>
<td>Work on Paper</td>
<td>0.45/0.34</td>
<td>0.47/0.36</td>
</tr>
</tbody>
</table>
vector are salient. For example, the extracted features contain location information that is salient for this dataset because the camera is static and certain events only happen at certain locations (for example, “pour drink” always happen close to the drinking machine.) SVM is able to get good result for most event classes, and tends to confuse between certain pairs of event types (i.e. “enter room” and “exit room”, “stand up” and “sit down”, “work on laptop” and “work on paper”). So it is a strong baseline for the event detection task on this dataset.

We review PCIM and how it models nonlinear dependencies in general event streams. We propose the first effective inference algorithm, ThinnedGibbs, for PCIM. Our auxiliary Gibbs sampling method effectively transforms a continuous-time problem into a discrete one. Our state-vector representation of diverging trajectories takes advantage of state merges and reduces complexity from exponential to linear for most cases. Then we show how PCIM can be used to model temporal context for event detection in video, and how event detection can be modeled as a high-level event inference problem given low-level observations. The formulation provides a generic way to model temporal context in event streams and relaxes the assumption of video pre-segmentation. It is also flexible in terms of feature extraction and dictionary learning methods.

We then validate ThinnedGibbs on several tasks, including sampling from complicated distributions with known statistics and its effectiveness in video event detection. We show our method generalizes the state-of-art inference method for

![Fig. 15: Temporal context information helps to recover wrong detection by local discriminative methods. The slight time shift for PCIM is due to its continuous-time nature.](image)

Fig. 15: Temporal context information helps to recover wrong detection by local discriminative methods. The slight time shift for PCIM is due to its continuous-time nature.
TABLE VI: Average Precision (mAP) comparison of the event detection result on the PKU-MMD dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.70/0.77</td>
<td>0.65/0.68</td>
<td>0.72/0.79</td>
<td>0.82/0.75</td>
<td>0.84/0.82</td>
<td>0.70/0.75</td>
<td>0.85/0.85</td>
<td>0.83/0.80</td>
<td>0.75/0.75</td>
<td>0.74/0.80</td>
</tr>
<tr>
<td>CRF[50] (seg)</td>
<td>0.90/0.85</td>
<td>0.90/0.82</td>
<td>0.76/0.76</td>
<td>0.74/0.78</td>
<td>0.84/0.81</td>
<td>0.66/0.70</td>
<td>0.65/0.80</td>
<td>0.72/0.75</td>
<td>0.82/0.81</td>
<td>0.84/0.86</td>
</tr>
<tr>
<td>Ours</td>
<td>0.95/0.87</td>
<td>0.92/0.84</td>
<td>0.83/0.78</td>
<td>0.79/0.80</td>
<td>0.83/0.80</td>
<td>0.70/0.68</td>
<td>0.65/0.76</td>
<td>0.70/0.72</td>
<td>0.74/0.61</td>
<td>0.75/0.58</td>
</tr>
</tbody>
</table>

CTBN models. We also validate our inference idea on non-Markovian PCIMs, which is the first to do so. Then we show that the modeling of temporal context with PCIM can improve event detection performance in real-world continuous video.
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Abstract
A multivariate Hawkes process is a class of marked point processes: A sample consists of a finite set of events of unbounded random size; each event has a real-valued time and a discrete-valued label (mark). It is self-excitatory: Each event causes an increase in the rate of other events (of either the same or a different label) in the (near) future. Prior work has developed methods for parameter estimation from complete samples.

However, just as unobserved variables can increase the modeling power of other probabilistic models, allowing unobserved events can increase the modeling power of point processes. In this paper we develop a method to sample over the posterior distribution of unobserved events in a multivariate Hawkes process. We demonstrate the efficacy of our approach, and its utility in improving predictive power and identifying latent structure in real-world data.

Marked Point Processes
Many applications work with records of events and their times: social networks (information propagation or network changes), computer systems (system calls, hardware failures, network events), global politics (treaties, armed conflicts), as examples. The times are real-valued, and the event types (or labels or marks) are drawn from a finite set.

The general class of marked point processes (MPPs) provide families of distributions over such data. The Poisson process is the simplest and most familiar, but the event sets from any two non-overlapping intervals of time are independent, and thus it does not provide strong modeling power. More complex MPPs include Cox processes and Poisson cluster processes.

In machine learning, a variety of structured MPPs have been developed including Poisson-networks (Rajaram, Graepel, and Herbrich 2005) and piecewise-constant conditional intensity models (PCIMs) (Gunawardana, Meek, and Xu 2011). We concentrate on Hawkes processes (Hawkes 1971). They have been used in earthquake modeling (Marsan and Lengliné 2008), finance (Linderman and Adams 2014; Bacry, Mastromatteo, and Muzy 2015), social networks (Simma and Jordan 2010; Zhou, Zha, and Song 2013; Perry and Wolfe 2013; DuBois, Butts, and Smyth 2013), influence maximization (Du et al. 2013), armed conflicts (Blundell, Heller, and Beck 2012; Mohler 2013; Linderman and Adams 2014), and topic modeling (He et al. 2015; Guo et al. 2015; Du et al. 2015).

Hidden (unobserved) variables are an essential modeling tool. They can simplify a model, be used to find hidden structure, or express the modeler’s prior knowledge. Previous uses of Hawkes processes have used complete event data: all event times are observed. This paper expands the modeler’s toolkit by allowing partially and fully unobserved events types. This allows hypothesizing about events associated unobserved actors, communication paths, servers, or other variables. It also allows the full use of datasets in which actors enroll or dropout at various times.

For example, we can add unobserved (but modeled) actors in a social network event process. Or, we can allow for periods of non-observation of known actors (for instance, prior to enrolling in a study). Unobserved events in other arenas might correspond to weather, news, or political events. More generally, a Hawkes process between two event-types, A and B, allows for each to self-excite or to excite the other event-type, producing clusters of events that stem from a single seed event of one type. However, if we add a third type, C, and postulate that the observed times of events for A and B result from the marginalization of a Hawkes process over all three event types, this provides a richer model of the relationship between events of types A and B, which includes relationships where A and B do not trigger each other, but both are temporally correlated (through type C).

We consider the situation in which the set of possible labels (types of events) is known. Yet, for some labels for some periods of time, it is known that any events during that time were unobserved (and during other times, all occurring events for this label were observed). This allows for completely hidden event types, as well as masking certain types during certain time intervals.

While other applications placed priors on the parameters of the Hawkes process or other parts of the model and used Gibbs sampling (or similar) over these parameters (Linderman and Adams 2014; Rasmussen 2013), no work to date has considered unobserved events to the extent that we do in this paper. Yang and Zha (2013) used mixtures of Hawkes processes and developed a variational inference method. However, all events were observed; only their assignments to
mixture components were not. Xu, Luo, and Zha (2017) considered the situation in which all events prior to a specific time are unobserved (left censoring), which is a very specific case of the missingness patterns we allow. Finally, if there are no observed events of any labels and the process has an exponential kernel, a closed-form solution exists (Du et al. 2013). However, no general closed-form solution is known for the evidence patterns we consider here.

Contributions
A likelihood-weighted sampler is natural and straightforward. However, as we demonstrate in our results, it does not perform well in complex tasks. Therefore, we develop a Markov chain Monte Carlo (MCMC) method using auxiliary variables. The auxiliary variables are not only the hidden “chain” of events, which have been considered previously in Hawkes processes, but also additional “thinned” events, adapted from previous samplers for other classes of MPPs (Rao and Teh 2011; 2013; Qin and Shelton 2015). This novel combination is an efficient sampler that performs well in all tested scenarios.

We show the advantage of being able to hypothesize unseen events on real-world data. In particular, we demonstrate that, on gang homicides in Chicago, the addition of hidden events improves prediction accuracy and reveals structure in the data that cannot be extracted without hidden events.

Multivariate Hawkes Process Background
We assume that the process begins at time $t_0 = 0$ and ends at time $T$. A (complete) sample from the process can be represented as $x = \{(t_1, l_1), (t_2, l_2), \ldots, (t_n, l_n)\}$ where there are $n$ events (a random quantity) and, for notational convenience, we will let $t_{n+1} = T$ (although there is no event at $T$). $t_{i-1} < t_i, \forall i$ and thus $t_i$ is the time of the $i$th event, and $l_i$ is the label (mark) of the $i$th event. Without loss of generality, we assume that the labels are drawn from the set of integers $\{1, 2, \ldots, L\}$. We let $h_i = \{(t_i, l_i) \in x \mid t_i < t\}$ be the set of all events and labels prior to time $t$, analogous to the natural filtration for the process. For notational convenience, we let $I_i = \{i \mid t_i < t\}$, or the set of event indices that occurred before $t$ (also the set of event indices in $h_i$).

A general discrete-label MPP can be specified through the intensity function $\lambda_i(t, h_i)$ which is the rate of an event of label $l$ at time $t$ and is a function of the absolute time, as well as the history of events up to time $t$:

$$\lambda_i(t, h_i) = \lim_{\delta t \to 0} \Pr(\text{event of label } l \text{ in } [t, t + \delta t] \mid t, h_i)/\delta t.$$  

The probability density of sample $x$ is

$$p(x) = \exp\left(-\sum_{i} \int_{0}^{T} \lambda_i(s, h_i) \, ds\right) \prod_{i=1}^{n} \lambda_i(t_i, h_i). \tag{1}$$

A (linear) multivariate Hawkes process specifies $\lambda_i(t, h_i) = \mu_i + \sum_{l \in I_i} \phi_{l,i}(t-t_i)$ where $\mu_i$ is the base rate of events of label $l$ and $\phi_{l,i}(t)$, the kernel or transfer function, is the increase in the rate of label $l'$ due to an event of label $l$ $t$ time units ago. We can simplify this to

$$\lambda_i(t, h_i) = \sum_{l \in I_i} \phi_{l,i}(t-t_i) \tag{2}$$

if we add a special event at $t_0$ (a time not previously associated with an event). In particular, let $l_0 = 0$ (a new special label), let $I_i^0 = I_i \cup \{0\}$, and set the kernel for this new label: $\phi_{0,i}(t) = 0, \forall i$ and $\phi_{l,i}(t) = \mu_i, \forall l > 0$. This event “causes” the base rate of events for each label. For notational compactness, we will assume the kernel has been so redefined.

If we denote $\Phi_{t,\nu}(t) = \int_{0}^{t} \phi_{l,\nu}(s) \, ds$ and $\Phi_{t,s}(t) = \sum_{l} \phi_{l,s}(t)$, Equation 1 for a Hawkes process is

$$p(x) = \exp\left(-\sum_{i} \Phi_{t,\nu_i}(T-t_i)\right) \prod_{i,j \in I_i^0} \phi_{j,i}(t_i - t_j). \tag{3}$$

Kernels
Multivariate Hawkes processes are usually defined in terms of a base kernel, $\phi(t)$, and an $L \times L$ matrix of non-negative values, $M$: $\phi_{l,\nu}(t) = M_{l,\nu} \phi(t)$. In systems with a large number of labels, $M$ is usually sparse: Each event label only excites a small subset of other event labels. The two most common base kernels are the exponential (with parameter $\beta > 0$) $\phi(t) = e^{-\beta t}$ and the power-law (with parameters $\beta > 0$ and $\gamma > 0$) $\phi(t) = (t + \gamma)^{-(1+\beta)}$. The process is well behaved (with probability 1 there are a finite number of events on any finite interval of time) if $\lambda \int_{0}^{\infty} \phi(s) \, ds < 1$, where $\lambda$ is the largest eigenvalue of $M$ (Bacry, Mastromatteo, and Muzy 2015).

If the base kernel is an exponential, the resulting process can be viewed as a Markovian process over a continuous vector-valued state space (essentially tracking the sum of $\phi_{l,\nu}(t)$ over all previous events), see Oakes (1975) and Proposition 2 of Bacry, Mastromatteo, and Muzy (2015) for more details. This can reduce the running time of sampling or likelihood sampling (but not our MCMC sampler). We used this improved method for exponential kernels in our experimental results, but otherwise the details are not relevant and are left for the supplementary material.

Unconditional Sampling
The Poisson superposition principle states that the union of events from two independent Poisson processes is itself a Poisson process whose rate function is the sum of the
rate functions of the two underlying processes. Equation 2 shows the rate as the sum of independent rates (one for each past event). Each event generates a set of \textit{children} events independently (at time $t$ the rate of an event is the sum of the rates of any previous event generating a child at time $t$). This view of a Hawkes process is well established (Hawkes and Oakes 1974) and critical to the development of our sampler.

The sampling algorithm can therefore be recursive in nature. We start with the special label 0 at time 0 and proceed until time $T$, sampling “children” events from the base rates. Each of these children recursively generates its own events from the kernel rate function. An event $(t, l)$ generates a set of events independently for each other label $l'$ from the inhomogeneous Poisson process with rate $\lambda(t') = M_{l', t} \phi(t' - t)$, $\forall t' > t$.

This recursive structure forms a tree of events; each event has a parent whose kernel rate function was used to generate it. Figure 1 show one possible sample, along with the (norm ally discarded) information about which events recursively generated which other events in dashed green.

**Posterior Sampling**

Our goal is to reason about the distribution of such a process, conditioned on observations of the events for only some labels over some intervals of time. That is, we assume that we observe all elements of $x$ that fall within certain observed label-time ranges.

We let the observational evidence, $z = (z(x), z(o))$, be such a partial sample which specifies the events during certain time intervals for certain labels. $z(x) = \{(t_1, l_1), \ldots, (t_m, l_m)\}$ is the set of observed events ($z(x) \subseteq x$), analogous to $x$, but specifying $m \leq n$ events. $z(o) = \{(r^1_i, r^2_i, l_1), \ldots, (r^k_i, r^l_i, l_k)\}$ specifies $k$ observed intervals. In particular, the $i$th element of $z(o)$ specifies that all events of label $l_i$ on $t_i \in [r^1_i, r^2_i]$ were observed. We assume the data are missing at random: $z(o) \perp x$. We let $z_i(o)$ denote the union of the intervals over which label $l_i$ is observed.

Our goal is to estimate $p(x \mid z)$. Note that while the unconditional sampler could sample each set of children independently, conditioned on evidence, these samples are no longer independent. The conditional process $p(x \mid z)$ is not a Hawkes process.

**Markov Chain Monte Carlo**

A likelihood-weighted sampler is straight-forward (just restrict the sample generation to agree with the evidence), but (as shown later), this method does not perform well on problems of even moderate size.

**Auxiliary Variables** We use Metropolis-Hastings sampling (Metropolis et al. 1953; Hastings 1970) on the tree representation of the unconditional sampler from above. For an effective MCMC sampler, we introduce two sets of auxiliary variables.

The first auxiliary variable set records the parent structure of the recursive, generational view of a Hawkes process (the green arrows in Figure 1). This set has been used in prior work (Veen and Schoenberg 2008; Marsan and Lengliné 2008) to estimate the parameters of a Hawkes process with complete data using expectation-maximization.

The second auxiliary variable set consists of “virtual events,” potential (but not realized) times for events, similar to those used for continuous-time Markov processes (Rao and Teh 2011; 2013) and PCIMs (Qin and Shelton 2015). The virtual events are fast to generate (as they are not part of the evidence) and provide a finite number of potential events to turn into a real event (through a sampler move). They are resampled (through other sampler moves) to allow for potentially any real-valued event time. In this way, the times for posterior events that might couple two observed events can be search efficiently without considering the uncountably infinite number of potential event times.

While each type has been used before, they have not previously been used together. The parent auxiliary variables allow for a decoupling of the likelihood (much like mixture-assignment variables in clustering). And, the virtual events are needed to change the dimensionality of the sampling space in a computationally simple fashion. Together, they allow us to tackle Hawkes processes with unobserved events, which no previous sampling method has addressed.

**Parent Auxiliary Variables** Let $a = \{a_1, \ldots, a_n\}$ where $a_i$ is the index of the parent of event with index $i$. If we keep track of this information, the unconditional sampler (from above) can be seen as generating samples from $p(x, a)$, whose marginal $p(x)$ is the desired prior distribution (that is, if we throw away the green arrows in Figure 1 we have a sample over labels and times). For notation, let $c_{i, l}$ denote the children of event $i$ that have label $l$: $\{t_j, l \in x \mid a_j = i\}$ and $c_i = \bigcup_l c_{i, l}$. The joint distribution over $x$ and $a$ has only multiplicative terms:

$$p(x, a) = \prod_i \phi_{a_i, t_i}(t_i - t_{a_i}) \exp(\Phi_{t_i, x}(T - t_i)) .$$

It is straight-forward to show that $\sum_a p(x, a) = p(x)$ (see Equation 3).

**Virtual Event Auxiliary Variables** These virtual events are potential (but not realized) children for each of the real
events (and the special “root event”). They do not generate their own children (real or virtual) and are not part of \( x \). Let \( \tilde{x} = \{(\tilde{t}_1, \tilde{l}_1), \ldots, (\tilde{t}_\tilde{n}, \tilde{l}_\tilde{n})\} \) denote the set of virtual events. Let \( \tilde{a}_i \) denote the index of the parent (a real event) of the \( i \)th virtual event. Let \( \tilde{c}_{i,l} \) and \( \hat{c}_{i,l} \) be analogous to \( c_{i,l} \) and \( c_{i,l} \), but for the \( i \)th virtual event.

The unconditional Hawkes process generates events in \( c_{i,l} \) from a Poisson process with rate \( \phi_{i,l}(t-t_i) \). Our distribution including the auxiliary variables generates the events in \( \tilde{c}_{i,l} \) from a Poisson process with rate \( \kappa \cdot \phi_{i,l}(t-t_i) \). Therefore, unconditioned on evidence, by the Poisson superposition principle, the events in \( c_{i,l} \cup \tilde{c}_{i,l} \) are drawn from a Poisson process with rate \( (\kappa+1) \cdot \phi_{i,l}(t-t_i) \). Furthermore, given an event is from this union, it is a virtual event with probability \( \kappa/(\kappa+1) \), regardless of its time.

**Complete Joint Process** Our total auxiliary process is over \( x, a, \tilde{x}, \) and \( \tilde{a} \). Its marginal over \( x \) is the same as the original multivariate Hawkes process. Its joint is

\[
p(x, a, \tilde{x}, \tilde{a}) = \prod_{i=1}^{n} \exp \left[-(\kappa+1)\Phi_{i,*}(T-t_i)\right] 
\times \prod_{i=1}^{\tilde{n}} \phi_{i_a,i}(t_i-t_{a_i}) \prod_{i=1}^{\hat{n}} \kappa \cdot \phi_{i_{\tilde{a}},i}(\tilde{t}_i-t_{\tilde{a}_i}) .
\]

(4)

**MCMC Sampler** Figure 2 shows a sample from this process. We build an MCMC sampler over the dashed items in this figure: events in \( x \) that are in the unobserved periods, \( a \) and \( \tilde{a} \) (the parent sets of all events), and \( \tilde{x} \). We constrain \( \tilde{x} \) to also only contain events in during the unobserved periods to reduce computation time because virtual events during an observed period can never become real.

Our sampler maintains a state of \( x, a, \tilde{x}, \) and \( \tilde{a} \). There are four types of events: the root event (label 0), evidence events, sampled events, and virtual events. The first three are members of \( x \) and the last of \( \tilde{x} \). The root and evidence events cannot be changed, but all of the other variables can. At each iteration of the sampler, we pick an event uniformly at random from \( x \cup \tilde{x} \). We then select one of the following three “moves” uniformly at random. If the move does not apply to the event, we consider it a self-transition in the Markov chain.

**Move 1: Virtual Children** This only applies to events from \( x \). Let the event have index \( i \). For this move, we consider replacing the current set \( \tilde{c}_i \) with a new set, \( \tilde{c}'_i \) drawn from a Poisson process with rate \( \kappa \cdot \phi_{i,l}(t-t_i) \). This changes the dimension of the distribution (by adding new or removing variables in \( \tilde{x} \) and \( \tilde{a} \)). However, these new variables are sampled without regard to the current state of the process, and therefore the “Jacobian” correction from reversible-jump MCMC is 1 for this case (Green 1995). This is the only type of dimension-changing move (also used as part of the other moves).

**Move 2: Virtualness** Assume the event is the pair \( (t, l) \). If the event is virtual, we propose changing it to be real (moving it from \( \tilde{x} \) to \( x \)) and sampling a set of virtual children as in Move 1. The likelihood ratio corresponds to moving a term from the second product to the first product in Equation 4, times the probability of sampling these new virtual children. This second part cancels with the proposal likelihood (same as above). Again, we have a correction ratio corresponding to the change in the number of events.

If the event is not virtual, to assure reversibility, we only propose a change if it is neither the root nor an evidence event, and if it has no non-virtual children. In this case, we propose moving it from \( \tilde{x} \) to \( \tilde{x} \) and removing its virtual children from \( \tilde{x} \).

**Move 3: Parent** This move only applies to non-root events from \( x \). Resampling parents from among \( x \) is straightforward but misses the gains possible by allowing evidence (or sampled events) to “reach back” and suggest possible events earlier in the timeline. Therefore, we allow virtual events to be selected as parents. If one is, it becomes real, and we sample virtual children for this new parent.

While local parent changes are appealing (they can be proposed in constant time), they are difficult to make reversible because they might insert virtual events between the old and new parent, thus rendering the reverse move non-local. Therefore, we sample a new proposed parent from any event earlier in time. Let the event whose parent is to be resampled be \( (t, l) \); let \( \tilde{h}_t \) be all previous virtual events; and let \( H_t = h_t \cup \tilde{h}_t \). We propose \( (t'_{p}, l'_{p}) \in H_t \) as the new parent with probability proportional to \( w(t'_{p}, l'_{p}) = \phi_{i,l'}(t-t'_{p}) \). If \( (t'_{p}, l'_{p}) \in \tilde{x} \), then our proposal includes moving it to \( \tilde{x} \) and sampling (as in Move 1) new virtual children for it, \( \tilde{c}' \).

If the proposed change would leave the old parent with no real children and it is not the root event, then we propose to change the old parent to be virtual (and remove its children) with probability \( \kappa/(\kappa+1) \).

The moves were designed, for the most part, to simplify the acceptance ratios. The exact form of the ratios are straightforward, but tedious to derive. We leave them to the supplementary material.

**Synthetic Data Experiments**

For evaluation, we used an exponential and a power-law kernel. We generated two different sizes of problems, each in an “easy” and “hard” version. We then tested the time-accuracy trade-offs of the base likelihood weighting and our MCMC method on each of these eight combinations.

Because the algorithms are samplers, estimating the expectation of any function of the sample is possible. We chose the number of events for a particular set of labels because this query is simple and directly related to the average posterior rate, which is important in kernel parameter estimation.

We chose the exponential kernel with \( \beta = 1 \) and the power-law kernel with \( \beta = 1 \) (inverse squared decay) and \( \gamma = 1 \), so they integrate to the same quantity. The power-law kernel has a heavier tail, however, and so more of its power will
fall after time $T$. We describe the small and large synthetic problems in more detail in the supplementary material. The small problems consist of chains of labels (each affecting the next one or two). The large problems consist of labels connected via a graph with a power-law degree distribution. All problems have evidence on approximately half of the labels.

### Methods

Each combination of kernel, problem size, and problem difficulty fixed a particular input process, evidence, and query. We chose 16 geometrically evenly spaced computation times and independently ran the algorithms 200 independent times for each of these computation times, stopping the sampling when the algorithm had reached the computational time limit. For the MCMC method, this computational budget included the burn-in time, which we set to be 1000 iterations for the easy problems and 5000 iterations for hard problems.

Running for a fixed computational time, instead of a fixed number of iterations, can bias the resulting estimator toward samples with smaller numbers of events (because they take less time, generally, to generate). However, our experience did not show this was a factor in these experiments.

For each problem and computational budget, we used the 200 estimates to compute the mean squared relative error (the relative variance). We computed the true values by running the MCMC sampler for 5 hours. Both sampling algorithms can be easily parallelized, but, so as not to complicate the comparison, we ran all experiments on a single core. The single tunable parameter is $\kappa$. We set it to 1, following the methodology of similar samplers (Rao and Teh 2011; Qin and Shelton 2015). We illustrate the effect of changing $\kappa$ on the small-easy problem. We also tried removing the ability of the MCMC “move 3” to select a previously virtual parent and illustrate its effect on the hard problems (limited move 3).

### Table 1

<table>
<thead>
<tr>
<th>Problem</th>
<th>MCMC samp/sec</th>
<th>LW samp/sec</th>
<th>eff/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>E S exp</td>
<td>3.32 × 10^6</td>
<td>4.67 × 10^5</td>
<td>2.02 × 10^4</td>
</tr>
<tr>
<td>E S pow</td>
<td>2.84 × 10^6</td>
<td>5.71 × 10^5</td>
<td>4.17 × 10^4</td>
</tr>
<tr>
<td>E L exp</td>
<td>8.65 × 10^5</td>
<td>8.53 × 10^5</td>
<td>1.87 × 10^2</td>
</tr>
<tr>
<td>E L pow</td>
<td>7.66 × 10^5</td>
<td>9.58 × 10^5</td>
<td>4.34 × 10^2</td>
</tr>
<tr>
<td>H S exp</td>
<td>5.61 × 10^5</td>
<td>1.23 × 10^4</td>
<td>0.30</td>
</tr>
<tr>
<td>H S pow</td>
<td>7.14 × 10^5</td>
<td>1.75 × 10^4</td>
<td>0.16</td>
</tr>
<tr>
<td>H L exp</td>
<td>3.51 × 10^5</td>
<td>1.04 × 10^2</td>
<td>0.15</td>
</tr>
<tr>
<td>H L pow</td>
<td>2.12 × 10^5</td>
<td>1.83 × 10^1</td>
<td>0.22</td>
</tr>
</tbody>
</table>

### Results

Figure 3 shows the accuracy-time trade-off for the algorithms. On the easy problems (Figure 3, left), both algorithms perform well. The likelihood weighting method has fewer samples and many fewer effective samples, measured as $(\sum_i w_i)^2 / \sum_i w_i^2$; see Table 1. However, the performance suggests this is compensated by the independence of each sample, unlike MCMC. For the small instance, we also show the very small effect of changing $\kappa$ to 4. We found similarly small differences for adjustments of $\kappa$ between 0.5 and 8 for all of the experimental designs tested.

On the hard problems (Figure 3, right), things are different. Our MCMC method performs well with expected $O(1/n)$ reduction in variance. The exponential kernel for the small problem requires more than the provided burn-in time (a full burn-in is not always possible in 0.01 seconds, hence the missing point). Thus, the $O(1/n)$ behavior does not start until after 1 second. If we remove the ability of the MCMC sampler to select a previously virtual event as a parent (lim-
Figure 4: Results for crime data, without hidden event types (top) and with hidden event types (bottom). Background region color on left map shows the (area-normalized) background rates ($\mu$) of the estimated model. Estimated model network ($M$) shown in three ways: (left) as super-imposed on map with arc darkness proportional to weight in $M$, (middle) as a filtered graph, laid out to demonstrate automatically found clusters, and (right) the same clusters shown geographically.

The likelihood weighting performs terribly on the hard problems. We do not even see the expected $O(1/n)$ performance. This is because very few samples with any significant weight are generated as seen in Table 1 in the “eff/sec” column. While the bias and variance of this estimator do decrease as $O(1/n)$, 200 runs is not sufficient to demonstrate this effect. Almost never, in all of the 200 runs and all of the samples taken in each of these runs, does the sampler generate a sample that is even remotely likely under the posterior distribution.

All sampling code exploits the sparsity of $M$.

**Crime Data Experiments**

To demonstrate the utility of unobserved variables, we used homicide data provided by the Chicago Police Department from 1965 through 1995 (Block, Block, and Illinois Criminal Justice Information Authority 2005) filtered to only those events reported to be gang-related. This follows the same methodology as Papachristos (2009). We treat each gang-related homicide as an event with a label corresponding to the community area in which it occurred. There are 77 different Chicago communities identified in the dataset and 2195 events. We did not supply any proximity information about the regions to the model or algorithm.

While a self-excitantory process would seem to be a good fit to gang-related homicides, previous uses of a plain Hawkes process failed to find structure in the data. Others have used a Hawkes process as part of a more complex model to find structure. For instance, Linderman and Adams (2014) placed hierarchical priors over the parameters to produce a clustering of communities. We show that using a plain Hawkes process with unobserved event types (labels) will also find structure, and does better at prediction, relative to a plain Hawkes process.

**Methods**

We first used a Hawkes process with an exponential kernel to model the 77 fully observed labels (one for each community of Chicago). Because there are no missing data, our sampling method reduces to sampling over the latent generational structure ($a$). We use this as the expectation step in a Monte Carlo expectation maximization procedure (Wei and Tanner 1990) to estimate the parameters: $M$ (matrix of inter-label weights), $\beta$ (decay rate of kernel), and $\mu$ (vector of base rate for each label). We included an $L_1$ regularizer on the elements of $M$ with strength set via a search over powers of 10. We let $\kappa = 1$ in our sampler. For the maximization step, given a collection of samples and $\beta$, $M$ and $\mu$ can be solved in closed form (see supplementary material). We use a 1-dimensional line search to find $\beta$. This method is essentially the same as previous EM methods for Hawkes processes with fully observed labels.
but hidden branching structure (Veen and Schoenberg 2008; Marsan and Lengliné 2008).

To demonstrate the advantage of hidden events, we repeated the same process, but with five extra process labels, each completely unobserved. These can be viewed as missing variables (event sequences) with unspecified semantics. They can be used by the (unaided) learning procedure to simplify the structure, similar to how hidden variables in a Bayesian network can simplify the distribution's representation. Note each hidden event type is not a single scalar random variable, but rather a full (unobserved) sequence of event times.

These processes are allowed arbitrary connections with each other and the 77 observed labels. To encourage their use in the model, we clamped the elements of $M$ corresponding to connections between two observed labels to 0 for the first half of the EM iterations.

Finally, we reran the models, training only on crimes from 1993 and 1994. We then tested on the last year of data (1995), advancing time one event at a time and predicting the location of the next event (the time of the next event is almost always in the next zero to three days not not interesting to estimate). There are 215 events in 1995 on 171 different days. We credited a model if the region with the highest probability of having the next event corresponded to any of the regions with an event on that day. We used our MCMC method to do the forecasting.

**Results**

The prediction accuracy for the model with five hidden event types was 22% higher (6.5% versus 5.3%). However, more interesting was the hidden event model’s ability to capture sociological structure in the data.

The EM algorithm was very stable, producing very similar results on multiple runs, despite different starting values and random seeds. The resulting $\beta$ value is $\frac{1}{28.6 \text{ days}}$ for the model with no hidden event types and $\frac{1}{48.2 \text{ days}}$ for the model with hidden event types. The $M$ and $\mu$ values are shown in Figure 4. The result is messy (despite tuning the regularization) and thus consistent with previous attempts. The network among the observed variables is slightly sparser for the model with hidden event types, but it is hard to tell from this figure. We clustered the regions (see supplemental material for method) to try to find meaningful clusters, shown in Figure 4. While some are geographically reasonable, they do not reflect the major connectivity of the model.

Yet, the hidden event connections of the model with 5 hidden labels do directly reveal known gang-related structure. Figure 5 shows the connections in $M$ to and from the five hidden labels. Each plot, therefore, shows regions (in blue) that tend to get “triggered” together (from the same hidden event) and regions (in green) that tend to trigger these hidden events. These results correlate well with previous studies. Block and Block (1993) mapped out Chicago gang crime in the late 1980s. Neither the base rates of models nor clustering of the $M$ matrix (Figure 4) identify the gang areas in south Chicago. However, two of our hidden label connections, Figure 5 (c,d), identify the primary areas in south Chicago also noted in Exhibit 1 of Block and Block (1993). The cluster in Figure 5(b) matches the first cluster (that of highest crime rate) identified by Linderman and Adams (2014). Further, the “Street Gang Turfs” of 1991 highlighted in Exhibit 4 of Block and Block (1993) are also identified in Figure 5(e).

**Summary**

The code for general inference in Hawkes processes with optional parallelization, as well as the wrapper code to run the exact experiments done here and gather the results will be supplied in a public GitHub repository.

We developed a reversible-jump MCMC sampler for Hawkes processes. It allows the use of hidden event types in Hawkes processes, providing flexibility to modelers. We demonstrated the utility of such hidden events by using them to more accurately predict locations, and to find meaningful clusters of regions in Chicago crime data.
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## List of Symbols, Abbreviations, and Acronyms

<table>
<thead>
<tr>
<th>Term</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUROC</td>
<td>Area under receiver operating characteristic</td>
</tr>
<tr>
<td>AuxGibbs</td>
<td>Auxiliary Gibbs sampler</td>
</tr>
<tr>
<td>BDD</td>
<td>Binary decision diagram</td>
</tr>
<tr>
<td>BST</td>
<td>Binary search tree</td>
</tr>
<tr>
<td>BTF</td>
<td>Brightness transfer function</td>
</tr>
<tr>
<td>CIM</td>
<td>Conditional intensity model</td>
</tr>
<tr>
<td>CHLA</td>
<td>Children’s Hospital Los Angeles</td>
</tr>
<tr>
<td>CT-NOR</td>
<td>Continuous-time noisy or</td>
</tr>
<tr>
<td>CTBN</td>
<td>Continuous-time Bayesian network</td>
</tr>
<tr>
<td>CTBN-RLE</td>
<td>Continuous-time Bayesian network reasoning and learning engine</td>
</tr>
<tr>
<td>CTMP</td>
<td>Continuous-time Markov chain</td>
</tr>
<tr>
<td>CPU</td>
<td>Central processing unit</td>
</tr>
<tr>
<td>CRF</td>
<td>Conditional random field</td>
</tr>
<tr>
<td>DAT</td>
<td>Data association-based tracking</td>
</tr>
<tr>
<td>DBN</td>
<td>Dynamic Bayesian network</td>
</tr>
<tr>
<td>EHR</td>
<td>Electronic health record</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation-Maximization</td>
</tr>
<tr>
<td>EV*MDD</td>
<td>Edge-valued matrix decision diagram</td>
</tr>
<tr>
<td>FFBS</td>
<td>Forward filtering, backward sampling algorithm</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics processing unit</td>
</tr>
<tr>
<td>HCI</td>
<td>Human-computer interaction</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov model</td>
</tr>
<tr>
<td>HP</td>
<td>Hawkes process</td>
</tr>
<tr>
<td>HSV</td>
<td>Hue-saturation-value</td>
</tr>
<tr>
<td>ICU</td>
<td>Intensive care unit</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long short-term memory</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov chain Monte Carlo</td>
</tr>
<tr>
<td>MIL</td>
<td>Multiple instance learning</td>
</tr>
<tr>
<td>MIMIC</td>
<td>Medical information mart for intensive care</td>
</tr>
<tr>
<td>Term</td>
<td>Explanation</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>MJP</td>
<td>Markov jump process</td>
</tr>
<tr>
<td>MPP</td>
<td>Marked point process</td>
</tr>
<tr>
<td>MTBDD</td>
<td>Multi-terminal binary decision diagram</td>
</tr>
<tr>
<td>MTGP</td>
<td>Multi-task Gaussian process</td>
</tr>
<tr>
<td>PCIM</td>
<td>Piecewise-constant conditional intensity model</td>
</tr>
<tr>
<td>PDB</td>
<td>Protein data bank</td>
</tr>
<tr>
<td>PIM</td>
<td>Pediatric index of mortality (score)</td>
</tr>
<tr>
<td>PRISM</td>
<td>Pediatric risk of mortality (score)</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent neural network</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver operating characteristic</td>
</tr>
<tr>
<td>SAPS</td>
<td>Simplified acute physiology score</td>
</tr>
<tr>
<td>SVM</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>TOP</td>
<td>Time-ordered products</td>
</tr>
<tr>
<td>TTOP</td>
<td>Tree of time-ordered products</td>
</tr>
</tbody>
</table>