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An Assessment Tool to Detect Unique Characteristics of Cognitive Deficiency

This grant prepares DANA (Defense Automated Neurobehavioral Assessment), the next-generation neurocognitive assessment tool (NCAT), for transition into operational military use. DANA is a clinical decision support tool developed for and funded by the Department of Defense (DoD) for use in field and clinical settings.

The project proposed here seeks to 1) analyze our existing data that was collected during prior efforts, in order to discover unique characteristics of psychological impairment and cognitive deficiency that results from either physical trauma, emotional distress or a combination of both factors, which we call DANA Cognitive Deficiency Signature Assessment Tool (DANA CODE SAT), 2) update technical features, and 3) transition DANA to military acquisition customers and programs.
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INTRODUCTION

“An Assessment Tool to Detect Unique Characteristics of Cognitive Deficiency” is an 18-month effort to prepare DANA (Defense Automated Neurobehavioral Assessment) as the next-generation neurocognitive assessment tool (NCAT) for operational military use. DANA is a clinical decision support tool developed for and funded by the U.S. Department of Defense (DoD) for use in the field. The goal of DANA is to assist first- and second-line providers in the field in determining the type of impairment and level of functioning, close to the time of an incident, as well as medical and clinical providers at military treatment facilities.

This project sought to 1) analyze our existing data that were collected during prior efforts, in order to discover unique characteristics of psychological impairment and cognitive deficiency that results from either physical trauma, emotional distress or a combination of both factors, which we call the DANA Cognitive Deficiency Signature Assessment Tool (DANA CODE SAT), 2) update technical features, and 3) transition DANA to military acquisition customers and programs.
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ACCOMPLISHMENTS

The major goals and objectives of this project were the following:

Objective 1: Customized Battery Creation
Develop a drag-and-drop user interface (UI) that will enable users to create custom test batteries in real-time. The drag-and-drop UI will provide users with sub-test selection, the ability to order the sub-tests in whatever manner they wish, and the ability to modify the sub-test parameters (e.g., number of trials in SRT). For the customized test batteries to work in real-time we will build on our existing DANA code; this involves recoding the existing DANA code and developing code for the new drag-and-drop UI feature.

Objective 2: DANA DDM Opt-Out
We will remove the use of the DANA Data Manager (DDM) data management application and switch to a secure cloud-based data management system that enables DANA data to be continuously uploaded to the cloud. We will develop a desktop user interface and dashboard to access the data stored on the cloud in a SQL database, as well as develop plug-ins that will enable DANA data export to standard analysis tool formats (e.g., MATLAB, SPSS, and SAS).

To fully remove the DDM, we will integrate our cloud support into the DANA codebase. We will integrate cloud authentication into DANA to enable users to store their data on the cloud and access the data from the DANA desktop / mobile login. We will create a DANA desktop and mobile login so that users may be able to access the data securely from any device or computer; this will also enable exporting of the data. The dashboard will be password-protected. A general dashboard app will provide metadata: patient names, dates and name of tests (test results are directly accessed via SQL inquiries from the appropriate analysis software - MATLAB, SPSS, etc.).
The DANA data will be stored in a cloud-based secure database*. For the data to sync to the database we will develop proper encryption for wireless transmission. We will integrate encryption with keys (the difference being that the data is passed wirelessly and continuously where previously it passed via wired USB).

To export the DANA data for analysis we will develop a dashboard for the cloud database that enables exporting to various data analysis software (e.g., MATLAB, SPSS, SAS); additionally, we will develop data analysis plug-ins to enable users to export DANA data automatically from the dashboard interface into these programs.

*Hosting the cloud database and web portal on an internet-enabled server is not a part of the deliverable for this contract. Instructions for setting up hosting are included with the cloud database and web portal code repositories (README.md text files).

Objective 3: Analyze and characterize existing datasets, and process-develop the CODE SAT algorithm
Assemble and categorize, by levels of psychological distress (none, moderate, severe), our existing cognitive data in order to understand the implications of psychological factors on cognitive performance. We will analyze these subset categories of information using applied mathematics techniques so as to uncover characteristic patterns of response in normal and in impaired subjects. We will identify these characteristic patterns within and across categories of response so as to develop an algorithm capable of detecting them on the test-taking device, within DANA.

Most DANA subtests require an input response to a presented stimulus and DANA records the time from when the stimulus was presented to the moment of reaction. Each test progresses through a set number of trials, and it is within the distribution of trial-to-trial reaction times that we will uncover the characteristics of each subject category of response. We will first employ the techniques of clustering analysis and time series analysis to elucidate the trial-to-trial variability of responses, by category and by subtest, and from these patterns we will construct an algorithm capable of identifying limits of normality for cognitive performance.

Information garnered from the analytics effort will allow us to determine a set of parameters under which elucidated characteristics of unimpaired response patterns will be identified post-administration from a subject’s trial-to-trial test responses.

Objective 4: Validate the CODE SAT algorithm and implement it into the DANA codebase
We will validate the algorithm against previously collected cognitive performance data from subjects with a known physical trauma (mTBI) with and without psychological distress, and from subjects with no physical impairment, but with known psychological distresses, and we will assess the performance and limits of the algorithm in identifying a difference from impaired and unimpaired signatures of response.

With a validated algorithm, we will adapt it for the DANA codebase and implement it into the functionality of DANA.
Objective 5: Transition DANA for Acquisition
We will collaborate with key stakeholders, including the Neurocognitive Assessment Branch Rehabilitation and Reintegration Division, HQDA, Office of the Surgeon General of the Army; Defense and Veterans Brain Injury Center, AMEDD, and other agencies. We will provide briefings to military leadership, Defense Centers of Excellence, and present findings for this project at scientific meetings, as well as publish findings in Military Medicine and other peer-reviewed journals.

We will develop and deliver a complete proposal to the government for deploying and supporting DANA.

The existing DANA User Guide will be modified for optimal operational use. Data from the previous objectives will be evaluated and inform user guide updates. Menu and reporting options will most likely change and these will be implemented in the updated user guide.

What was accomplished under these goals?

TECHNICAL DEVELOPMENT

Objective 1: Customized Battery Creation. Status: Completed

Task 1: Develop drag-and-drop interface.
To accomplish this task, there were numerous key technical changes that needed to be implemented first. In order to develop a drag and drop interface, we had to restructure the original DANA military app’s user interface (UI). This restructuring involved devising a new concept of user interaction with the app and then designing new app screens and elements (including new graphics), following best practices per the Android design guidelines.

As development progressed, usability assessments were completed iteratively to uncover any quality assurance issues as well as errors that could be caused by a user. Based on usability testing feedback, we modified (a) the method for deleting subtests from a custom battery, and (b) the existing icon for reordering subtests within a custom battery to make these operations more intuitive.

Below is a comparison of the changes we made over the course of this contract to the app functionality and UI.
Examples of original DANA Military app graphics and UI prior to changes:

**Left-to-right:** Login, Subject creation / selection, Screening selection
**Examples of new DANA Military app graphics and UI after changes:**

Changes included the ability to edit existing tests and test batteries, create custom tests and test batteries, as well as the introduction of a drag and drop interface with test icons.

**Left-to-right:** Login, Subject creation / selection, Test battery customization
**Left-to-right:** Test battery customization (continued), Individual test customization

Examples of original DANA military in-app results prior to changes:

**Left-to-right:** Select completed screening, Summary report, Navigation to detailed report
Examples of new DANA military in-app results after changes:

Changes included adding the ability to view graphs of summary scores over time; marking of test scores as acceptable, unacceptable, or incomplete; and updated graphics and navigation.

Left-to-right: Login, View results navigation, Results screens (Summary, Graph, Raw Data)
Task 2: Recode DANA for customized batteries.
We modified DANA to allow users to create custom test batteries and cognitive tests. Additional screens were added to the app to guide the user through each process. When customizing a test battery, the user can add or remove any number of the individual tests or surveys and save the new test battery with a unique name. The new test battery will then be available as a screening option within the app. When customizing a cognitive test, the user can adjust various test parameters, including number of practice and regular trials and the inter-trial interval. The default test batteries and tests are never deleted from the app via any customization; any custom test batteries or tests are simply added as additional screening options.

Objective 2: DANA DDM Opt-Out. Status: Completed

Task 1: Integrate cloud in DANA code base.
To improve usability, we added a cloud-based component to the DANA system. We implemented a relational database that, if hosted on an internet-enabled server, will automatically interface with the DANA mobile app and Web Portal to handle authentication (app and portal) and data uploads from the app to the database. Additionally, we created the DANA Web Portal front-end (mentioned under Task 3), which when also hosted on an internet-enabled server, provides an intuitive user interface to the data in the cloud database.

Task 2: Proper encryption for wireless transmission.
We implemented transport layer security (TLS) encryption for security during any wireless data transmissions between the DANA app and the cloud database. Examples of such transmissions include (1) assessment data being uploaded from the DANA app to the cloud database and (2) communications in the opposite direction during cloud authentication (when logging in to the
TLS is an industry standard security measure that implements cryptographic protocols to provide privacy and integrity of data between two computer applications.

**Task 3: Develop dashboard for server.**
We developed the DANA Web Portal dashboard as the front-end for the cloud database. The Web Portal has three main sections: (1) Subjects, (2) Results, and (3) Manage Team.

- The **Subjects** section lists all subjects who have completed a DANA screening and had their data uploaded to the cloud database. Alongside each Subject, basic information about the last completed screening is listed – screening type, date and time of completion.
- Once a subject is selected, the **Results** section is viewable. This is where all completed screenings for that subject are listed. Selecting a screening displays the summary report for that screening. From this section, you can also download data in either CSV (Extract CSV) or PDF (Download PDF) format.
- The **Manage Team** section is where admin-level users can view and manage members of the administrative team: admins, clinicians, and examiners. This is where Admins can create additional users. See the DANA User Guide for the different permission levels for each user.

![Subject section of the DANA Web Portal dashboard](image)
Task 4: Develop plug-ins for analysis tools. **Status: Completed**
We implemented data exports in CSV so that DANA data can be easily manipulated or imported into other analysis programs such as Microsoft Excel, SPSS, or R.

**Left-to-right:** Global export function, and export folder on device.
DATA ANALYSIS

Objective 3: Analyze and characterize existing datasets, and process-develop the CODE SAT algorithm, and

Objective 4: Validate the CODE SAT algorithm and implement it into the DANA codebase.

Status: Both Completed

Task 1: Analysis of previously collected datasets.

To begin this task, we coded, cleaned, and formatted existing DANA datasets. Our initial dataset consisted of the following group-level differences: psychologically healthy vs. unhealthy (“Ft. Hood” data), hypoxic vs. non-hypoxic (“Altitude data”), concussed vs. non-concussed (“Air Force” data), and Alzheimer’s Disease patients vs. normal elderly controls (“Burke” data). After applying candidate statistical techniques for the CODE-SAT algorithm on this combined dataset, we sought a new dataset that would yield a more robust division between normal and non-normal groups. Accordingly, we examined a dataset comprised of DANA data on concussed vs. non-concussed individuals. Around 210 college athletes were administered DANA to collect baseline data. Then, athletes were followed over the course of a season, and for those who sustained a concussion, DANA was re-administered at 24 hours, then at 8, 15 and 45 days post-injury. DANA was also administered at these time points to demographically matched controls. We applied the repeated measures, trial-by-trial techniques in an attempt to distinguish between concussed and non-concussed individuals. The results of this effort are summarized in the attached report. In the appendices: “Summary of trial-by-trial level analysis.”
Task 2: Development of CODE-SAT algorithm.

The fundamental insight behind the CODE-SAT algorithm is the idea that longitudinal trial-by-trial response time profiles can be more sensitive to group differences than traditional summary measures (e.g., mean, standard deviation, etc.). To explore this possibility, we needed to determine (i) whether it was feasible that such differences in response profiles exist and (ii) how such differences could be mathematically characterized and formally tested. To examine feasibility, we fit loess curves to visually evaluate the shape and pattern of response profiles. After determining that profile differences could theoretically yield a basis for group differences, these loess curves were used as the targets for a parametric technique, linear spline regression. These models revealed significant differences between groups at particular time points. Then, to evaluate the effect of the overall shape of the response profile, we utilized a machine learning technique, \( k \)-means clustering, to categorize the data into separate groups on the basis of longitudinal profile shapes. With this analysis, new, out-of-sample subjects can be classified as belonging to one of these groups, where membership in certain groups can be indicative of non-normal cognition.

Task 3: Validate and implement CODE SAT.

The scope of the data analysis tasks was exploratory in that we were not certain if the approaches and/or data we had previously collected could serve as the best fit to validate the CODE SAT algorithm. At the beginning stages of the project, it was especially difficult to be certain that analyses of existing datasets could yield a fully validated algorithm. This is because the main theoretical insight, i.e., that differences in trial-by-trial response profiles could potentially signal cognitive impairment, was extremely novel. One particular challenge concerned whether the types of longitudinal patterns encountered in the data would be sufficient to generalize the concept of cognitive impairment to all other potential datasets.

With this challenge in mind, the CODE SAT algorithm could not be fully validated on the basis of our existing datasets. In particular, the limited number of binary classifications we considered (e.g., concussed vs. non-concussed, hypoxic vs. non-hypoxic, etc.) were unable to yield a general solution to the separation of “cognitively impaired” vs. “normal” individuals. While the CODE SAT algorithm could in theory be applied to specific separations such as concussion, the intent of this effort was to develop a general procedure for classifying impaired individuals, and our previous datasets were not sufficient to develop such an algorithm.

Despite these challenges we have included explicit instructions for the partially validated algorithm’s implementation. Code written in the R programming language with comments to aid in running the algorithm will be provided.
Future research efforts would focus on discovering which longitudinal patterns DANA data could be representative of cognitive impairment in general. Such work would require the collection of additional datasets comprising other sources of cognitive impairment (e.g., stroke, ADHD, etc.). These additional data would afford a more detailed comparison of individual impairments, which would hopefully yield a general trial-by-trial pattern indicating the presence of cognitive impairment.

**TRANSITION**

**Objective 5: Transition DANA for Acquisition. Status: Completed**

**Task 1: Collaborate with stakeholders, provide briefings, and present and publish findings.**

Through the work performed under this Rapid Innovation Fund contract, AnthroTronix (ATinc) has made substantial progress in transitioning DANA to U.S. Special Operations Command (SOCOM). ATinc continued to engage with the U.S. Army MRMC’s Non-Invasive Neuro-Cognitive Assessment Device (NINAD) Integrated Product Team (IPT). And, ATinc developed a detailed technology transition plan that will be very useful as it transitions DANA.

Since its initial meeting with SOCOM in August 2016, ATinc has worked closely with them to advance the transition of DANA. To perform an initial evaluation of DANA, SOCOM purchased an Android tablet and mobile phone with DANA pre-loaded on them. As a result of this evaluation, SOCOM developed plans to use DANA for a trial study, planned for Summer 2017, in conjunction with its selection classes. After its evaluation of DANA, SOCOM requested that ATinc make several changes to meet its operational needs, which ATinc completed under this contract. ATinc delivered this version of DANA to SOCOM (DANA 4.1.0-SOCOM) on April 12, 2017. SOCOM has asked ATinc to prepare a plan and proposal for more substantial changes to DANA, to include porting it to a Windows tablet and developing a seamless flow of data from DANA into the SPEAR database that SOCOM uses, which shows that SOCOM is thinking ahead to how DANA would be deployed downrange and integrated into its Concepts of Operations.

ATinc participated in the NINAD IPT Industry Day on December 7, 2016 in Baltimore, MD. ATinc answered initial follow up questions from the IPT by email and was notified by Mr. Brian Dacanay of the IPT that we will be contacted for an assessment of our commercialization strategy and manufacturing capabilities.

One of the deliverables under this contract is a technology transition plan for DANA. Having this plan will be extremely helpful to ATinc as DANA moves to transition. Through the process of writing this plan, ATinc synthesized information that it has gathered from its discussions with potential transition partners, such as SOCOM, and has identified key issues that will need to be addressed to ensure a successful transition of DANA. (In the appendices: “DANA Transition Package”)
TRANSITION ACTIVITY BREAKDOWN BELOW:

Transition Activities from January 1, 2017 to March 31, 2017

DoD Researchers interested in DANA

- Sent quote for work related to DANA to LCDR Jay Haran, USN at the Submarine Medical Research Lab on February 1, 2017.
- Sent quote to Elizabeth Bergeron and John Florian at the Navy Experimental Diving Unit for work related to DANA on February 9, 2017.
- Scheduled meeting with Dr. Gary Kamimori at Walter Reed Army Institute for Research for April 6, 2017 to brief on DANA updates and to learn more about any potential funding.

Institute for Defense Analyses (IDA)
The Institute for Defense Analyses is interested in using DANA for a study they have proposed to a Pentagon sponsor, which would aim to evaluate the impact of using an unmanned ground robot, the Squad Mission Equipment Transport vehicle, on the cognitive and physical performance of an infantry squad. This study would occur at Ft. Benning; IDA is responding to their sponsor’s request for additional information, and they hope to have a decision regarding funding by May 31, 2017. If they are funded, they would plan on purchasing between 10-25 tablets with DANA loaded on them.

Transition Plan
Completed the DANA Technology Transition Plan, which is included with this report. The transition plan is included in the appendices labeled “DANA Transition Package.”

SOCOM

- On March 31, 2017, DANA 4.1.0-SOCOM was completed; this version includes additional features that SOCOM requested be included in DANA. SOCOM sent the Android tablet they purchased back to ATinc where it was loaded with the new DANA version. (The Android phone was in use by SOCOM at another facility at the time, so was not available at the time to send back for the update.)
- Multiple conference calls were held with Travis Harvey of the Protection of the Force and Family within SOCOM regarding SOCOM’s interest in exporting the data from DANA into their human performance database, SPEAR. Based on feedback that ATinc received from Mr. Harvey, ATinc prepared a high-level proposal and cost estimate to (a) demonstrate DANA data integration into SPEAR after a Bluetooth data transfer from an Android tablet running DANA to a Windows 10 tablet running SPEAR, and (b) develop a Windows 10 version of DANA that could run on the same Windows tablet as SPEAR. Mr. Harvey believes that for DANA to fit into SOCOM’s Concept of Operations (CONOPS), it needs to run on the same device as the SPEAR database. We believe that this demonstrates SOCOM’s serious interest in acquiring DANA for deployment down range. We delivered this high-level proposal and cost estimate to Mr. Harvey for his review.
Other


Transition Activities from October 1, 2016 to December 31, 2016

Institute for Defense Analyses (IDA)

- Meeting with Jim Kurtz and his colleagues on November 9, 2016.
- They just completed one study looking at the effects of physical stress on dismounted soldiers and are very interested in DANA as means of assessing impact on cognitive processing.
- In their next study, they would plan on using DANA to compare cognitive processing of dismounted infantry squads using an unmanned Squad Mission Equipment Transport (SMET) class vehicle, which has a cargo capacity of approximately 1,500 lbs., vs. squads that are not using those vehicles to carry their loads.
- If IDA gets funded to continue their study, they are interested in purchasing 8-10 Tablets with DANA loaded on them, based on a quote we provided to MAJ Mike Dretsch of TRADOC, as noted below.
- IDA briefed their Pentagon sponsor on their study on December 16, 2016, and hoped to get an indication of future funding at that time.
- Follow up with them regarding their funding status from their Pentagon sponsor.

MRMC

- Participated in kick off meeting for DoD Healthy Brain proposal we were invited to submit.
- Reviewed draft Impact Statement written by Dr. Timothy Lacy, Senior Medical Advisor to AnthroTronix, and draft proposal for the “DoD Caregiver Study” pre-proposal that we submitted to the Peer Reviewed Alzheimer’s Research Program. Submitted a proposal on November 8, 2016
- Participated in the Non-Invasive Neurocognitive Assessment Device (NINAD) Integrated Product Team (IPT) Industry Day meeting on December 7, 2016 at the Inner Harbor Baltimore Marriott, with Dr. Tim Lacy.

MUSTER

Received a SBIR Phase II Option contract of $750,000 from the Office of Naval Research for the PASS MUSTER project, which utilizes DANA in conjunction with physical vital signs/biometrics.

SOCOM

- Shipped COL Mark Baggett, Command Psychologist for SOCOM, an Android tablet and phone running DANA. SOCOM received the tablet and phone running DANA that were shipped.
- Met with COL Baggett and a number of his colleagues at SOCOM headquarters at MacDill AFB, FL on November 10, 2016.
- Planning on ordering 25 tablets so that he can conduct normative study with 2,000 test subjects once IRB is approved.
- Sent SOCOM all published papers on DANA.
• Held a conference call with COL Baggett and Ed Deagle of SOCOM on December 12, 2016.

TRADOC
• Sent quote to MAJ Mike Dretsch, Chief Cognitive Scientist for US Army TRADOC on Oct. 21st for 20 tablets and phones running DANA, which would be used in conjunction with the study IDA might perform, as noted above.

Other
Completed new product sheet for DANA Military, which shows updated graphics, draft summary test reports and DANA configurations.

Transition Activities from July 1, 2016 to 30 September 30, 2016
• At the Military Health Systems Research Symposium, held in Orlando, FL on 15-17 August, met with:
  o SOCOM: COL Baggett Psychologist, CAPT Cota, Command Surgeon, and LTC Nuce
  o MRMC: Christie Vu, MAJ Carr, and Brian Dacanay
  o DHA: CMDR Joseph Cohn
  o TATRC: Jim Beach, COL (Ret) USA
  o Various researchers, including Gary Kamimori and Lt. Jay Haran, USN
• Submitted response to the RFI for Non-Invasive Neurological Assessment Devices (NINAD) for detecting mild-to-moderate mTBI on September 1, 2016 one day ahead of schedule.
• Submitted response to the RFI for Non-Self Reporting Methods for Detecting Changes in Psychological Status from JPC5 on September 12, 2016.
• Received trial order from COL Baggett at SOCOM for one Android-based tablet and phone running DANA; shipped the order to COL Baggett in October.
• Scheduled meeting at MacDill AFB with COL Baggett, CAPT Cota, ad LTC Nuce for November 10, 2016.
• Met with Regina Shia, researcher from AFRL 711th Human Performance Wing on September 7, 2016.
• Conference call with Jim Kurtz from Institute for Defense Analysis on September 23, 2016; TS Jones, MG (Ret) USMC referred them to us. IDA is nearing the end of a study looking at the effects of physical stress on dismounted Infantry, and from my initial conversation with Jim are interested in DANA. Scheduled follow up meeting with Jim for November 9, 2016.
• Attended AUSA’s “Hot Topics” meeting on Army medicine on 22 September

Transition Activities from April 1, 2016 to June 30, 2016
• Held conference call with CDR Joseph Cohn, Director, Advanced Development Program Research, Development, and Acquisition Directorate, Defense Health Agency on April 5, 2016 regarding transitioning DANA in conjunction with JPC-5. Prepared brief for CDR Cohn to share with JPC-5 and other colleagues.
• Jonathan Brown attended National Defense Industrial Association (NDIA) on “Medical Research, Development and Acquisition” on 18-20 April in Ellicott City, MD.
• Met with Baruch Ben Dor, CEO of InfraScan, on June 9, 2016 to discuss concept of integrating DANA with the InfraScanner 2000, which is a hand-held device using Infrared technology to detect brain hematomas.

• Included DANA as one of the metrics ATinc proposes to use in our role supporting Human Experimentation as part of Raytheon BBN’s proposal to DARPA for the Squad X program. Proposal submitted to Raytheon BBN on June 23, 2016. Raytheon BBN will be submitting their proposal to DARPA on July 15, 2016. However, DARPA did not select the Raytheon BBN proposal.

• On June 27, 2016 ATinc submitted pre-application titled “Creating a mobile app to build cognitive resilience to stress-related impairment” in response to the “Cognitive Resilience and Readiness Research Program Announcement. Team members for this proposed effort include leading researchers on stress and sleep deprivation from the University of Pennsylvania and University of California, San Diego.

• Conference call on June 30, 2016 with TS Jones, MajGen, USMC (Ret’d.) regarding study he is currently conducting looking the cognitive resilience of warfighters for the Office of the Secretary of Defense. Scheduled meeting with TS Jones for July 11, 2016.

• Abstract titled “Trial-by-Trial Pattern Analysis: A Novel Strategy for Identifying Neurocognitive Deficit with Computerized Cognitive Tests” was accepted as a poster presentation at the Military Health Systems Research Symposium (MHSRS).

**Transition Activities from January 1, 2016 to March 31, 2016**

• Tim Lacy attended “Brain Health Summit,” on January 20, 2016 held by COL Benjamin Solomon, MD, Brain Health Program Manager, System for Health Directorate and Performance Triad, Deputy Chief of Staff for Public Health, Office of The Surgeon General.


• Dr. Corinna Lathan, Ms. Charlotte Safos, Chief Operating Officer at AnthroTronix, Jonathan Brown, and Tim Lacy met with The Phoenix Group on February 10-11, 2016. The Phoenix Group is one of ATinc’s partners for entering the U.S. commercial market with DANA.


• Jonathan Brown and Tim Lacy met with COL Sid Hinds, DVBIC’s outgoing Director, and his Directors of Education, Research, and Clinical on February 22, 2016.

• Jonathan Brown gave a presentation on using DANA to assess changes in Cognitive Processing at Global Force Symposium, sponsored by the Association of the United States Army (AUSA) in Huntsville, AL on March 15, 2016. LTG Kevin Mangum, the Deputy CG of TRADOC, attended the talk and seemed engaged.

• ATinc submitted proposal titled “Completing the Transition of the Defense Automated Neurobehavioral Assessment (DANA) to Operational Use” to Joint Warfighting Medical Research on March 30, 2016. Collaborators for this project include researchers Johns Hopkins Medical School.
**Transition Activities from October 1, 2015 to December 31, 2015**

- Met with Pet Palmer, Director, General Dynamics Edge Network, at AUSA regarding Cognitive Readiness effort.
- Call with Cori and Dr. Christie Vu on October 21, 2015 regarding the Joint Warfighter Medical Research Program.
- Met with Brian Dacanay, co-chair of the NINAD IPT on October 22, 2015.
- Conference call with LTC Scott Moran, ImPACT Program Manager USASOC on October 29, 2015.
- Attended the Neurological Behavioral Health Subcommittee meeting of the Defense Health Board on “Scientific Evidence of Using Population Normative Value for Post-Concussive Computerized Neurocognitive Assessments” at MacDill AFB in Tampa, FL on November 9, 2015.
- Conference call on November 24, 2015 with MAJ Carr, MAJ Yarnell, and Thomas Baker re questions to get CRADA in place so that WRAIR can share data with us
- Attended meeting hosted by COL Ben Solomon, Brain Health Program Manager, in the Office of the Army Surgeon General, at DHA on December 2 and 3, 2015.

**What opportunities for training and professional development has the project provided?**

Over the course of two years, our staff has had the opportunity to learn about and utilize their knowledge in the following technologies:

- NodeJS and AngularJS technologies, which are used to implement the DANA cloud database and DANA web portal
- Android and Android Studio
- ProGuard (Android code obfuscation tool)
- Photoshop
- JIRA and Bitbucket

Additionally, our staff attended Android development conferences and developer meet-ups.

Over the course of developing the CODE SAT algorithm, there were multiple opportunities for the training and professional development of those involved. The CODE SAT algorithm required the utilization of advanced statistical methodologies, and the team members working on this aspect had the opportunity to learn to apply these methods. This involved both understanding the techniques from a theoretical and mathematical perspective as well as learning how they are implemented on computerized platforms. In addition to understanding individual techniques, team members needed to learn how to evaluate each one relative to the others, discovering the strengths and weaknesses of each. More generally, a significant professional development opportunity was presented by the challenge of taking a highly theoretical idea about cognitive performance and turning it into a tangible reality, a broad exercise that a single team rarely sees completed from start to finish.
How were the results disseminated to communities of interest?  
We have compiled a citation list of all relevant DANA publications, which are now available online at danabrainvital.com/research with a copy of the publication. During the reporting period, we also published an additional DANA related paper and poster. (Please see products section and appendices)


What do you plan to do during the next reporting period to accomplish the goals?

• Nothing to report; this is the final report.
IMPACT

What was the impact on the development of the principal discipline(s) of the project?
The utility of neurocognitive assessment tools (NCATs) crucially depends on what can be learned from the data they collect on cognitive performance. Most currently available NCATs take a relatively simple approach by collecting information only on summary performance measures, such as one’s average reaction time on a certain cognitive test. We are enhancing the utility of NCATs by looking at alternative, potentially more informative ways of interpreting the data they collect. The work we have done in this area involves understanding how different ways of looking at the data, in conjunction with the appropriate mathematical techniques to analyze them, can tell us more about cognitive impairment over the techniques implemented in most NCATs. Thus, the primary impact our work has made on the field of NCATs is the ability of these devices to both detect and monitor changes in cognitive performance with a potentially much greater degree of precision. In addition to improving the utility of DANA, we hope to establish a new precedent in the interpretation of neurocognitive data that will be appreciated by the field as a whole.

Moving forward, we will focus less on the CODE SAT algorithm’s ability to distinguish between groups (i.e. impaired vs. unimpaired) and instead direct our efforts towards using the algorithm to detect within-patient, longitudinal changes. While most extant NCATs can detect meaningful cognitive differences at a single time point, none have been developed with the explicit goal of applying advanced analytical techniques to longitudinal data. The impact of this work on the discipline of neurocognitive assessment would be substantial; NCATs would be able to detect extremely subtle yet meaningful changes in cognitive performance for a variety of applications, including treatment response (e.g., after stroke or concussion) and intra-operative monitoring, for example. In addition to such clinical applications, the CODE SAT algorithm would allow academic researchers in the cognitive sciences to potentially uncover new knowledge about cognitive functioning when the data are able to represent extremely subtle changes of theoretical interest.

What was the impact on other disciplines?
Our published work under this contract impacts the practice of those performing research on and/or utilizing neurocognitive assessment tools (NCATs) in practical settings. We highlight two recent publications in support of this assertion: a presentation on our “trial-by-trial level” analysis work presented at the Military Health System Research Symposium (MHSRS) and a broader perspectives piece published in the journal mHealth. Our MHSRS presentation summarized our findings related to work on trial-by-trial-level analyses of neurocognitive data, showing the potential of this mode of analysis to yield richer, more informative insights over traditional analyses that rely only on aggregate, summary measures of response time data. Our mHealth publication, titled “From battlefield to home: A mobile platform for assessing brain health,” takes a broad perspective on the role of computerized cognitive testing and highlights the unique ability of NCATs’ computerized (rather than pencil-and-paper) platform as well as a potential shift away from infrequent health measures to rich, longitudinal data facilitated by the ease of NCATs implementation in mobile devices.

Many fields are potentially impacted by these findings. For example, both of the
abovementioned publications have clear utility in the field of neurocognitive/neuropsychological testing. The insights yielded can both (a) allow clinicians to better understand the data resulting from computerized neurocognitive assessments (by way of trial-by-trial level analysis), and (b) have a more accurate understanding of patients’ cognitive health (via high-frequency testing at home on a mobile device). In addition to the clinical setting, higher-level research in neuropsychology may benefit as well. In particular, trial-by-trial-level analyses lend themselves to new statistical/mathematical methods that can help researchers understand the nature of particular neurocognitive impairments rather than just signal their existence. Because our work on NCATs has been of a fundamental nature, the potential to impact fields beyond those concerned with neurocognitive testing in general is great.

What was the impact on technology transfer?
As noted in our transition activity and the DANA Transition Package, AnthroTronix has made substantial progress with US Special Operations Command (SOCOM), with respect to transition. The DANA Transition Package details the specific plan to transition DANA with SOCOM based on what we have learned from our meetings and conference calls with them. We better understand SOCOM’s specific needs with respect to product configurations, CONOPS, as well as how they would need DANA integrated into their health information systems.

What was the impact on society beyond science and technology?
The results of our efforts to develop the CODE SAT will likely have an impact beyond the bounds of the science, engineering, and academic world. The primary goal of the CODE SAT algorithm is to detect, with unprecedented precision, cognitive impairment - an outcome that will be appreciated by diverse applications. For example, we focused on the detection of concussion. The CODE SAT algorithm can thus be utilized in formal clinical settings, sports medicine practitioners, etc. More generally, the mobile platform-based nature of DANA means that data-analytic solutions can be applied to any setting where a tablet/smartphone and internet connection are available, meaning that even ordinary individuals can use the DANA software along with the CODE SAT algorithm for a better understanding of their own cognitive health. In addition, many policy decisions relate to neurocognitive outcomes, ranging from pre-deployment testing for service members to policies on the driving ability of individuals suffering cognitive decline. With the CODE SAT algorithm, these issues can be considered in the context of a device that affords greater precision in assessing cognitive health outcomes.
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An Assessment Tool to Detect Unique Characteristics of Cognitive Deficiency
Log Number: RIF14037
Award Number: W81XWH-15-C-0141
PI: Dr. Corinna Lathan
Org: AnthroTronix
Award Amount: $995,000

Study/Product Aim(s)
- Analyze existing data to find unique impairment characteristics
- Update DANA technical features
- Transition DANA to military customers and programs

Approach
Develop an algorithm that can identify normal parameters in cognitive functioning using pre-existing DANA cognition data. Create a drag and drop user interface (UI) for DANA and update subtest code to integrate this feature and eliminate the need for the DDM by creating a cloud-based system. Work with stakeholders to position DANA for operational use.

Goals/Milestones

CY15 Goal
- Initial technical development of batteries and cloud
  ☑ First demo of drag and drop UI for customizable batteries
  ☑ Cloud database – a DANA result can be added to database

CY16 Goals
- Final technical development of batteries; full transition to cloud-based data management; analyze existing DANA data
  ☑ Create desktop UI, dashboard, and analysis tool plugins for cloud
  ☑ Finalize drag and drop UI by end of January
  ☑ Test all new DANA technical features and eliminate any bugs
  ☑ Analyze cognitive performance DANA data and create algorithm from any characteristic patterns identified

CY17 Goal
- Transition DANA and finalize CODE-SAT
  ☑ Validate algorithm and embed in DANA codebase
  ☑ Create updated user manual and full transition package

Comments/Challenges/Issues/Concerns
- None

Budget Expenditure to Date
Projected Expenditure: $995,000
Actual Expenditure: $995,000

Timeline and Cost

<table>
<thead>
<tr>
<th>Activities</th>
<th>CY 2015</th>
<th>CY 2016</th>
<th>CY 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customizable Batteries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DANA DDM Elimination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transition DANA</td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Develop, validate, and implement CODE-SAT algorithm</td>
<td></td>
<td></td>
<td>☑</td>
</tr>
</tbody>
</table>

Estimated Budget ($K) $198,000 $725,032 $71,968

Updated: (May 15, 2017)

Accomplishments: Cloud based system for storing DANA data has been completed; Batteries are fully customizable; Analysis for CODE-SAT development has been completed.
1 Statement of the Challenge

Although much has been published on summary statistics of multi-trial cognitive function tests, little has been done to leverage all the trial data upon which these summary measures are based. It may be possible to use these data in ways that can improve on current strategies to identify people with head injury, depression, PTSD, and age-related cognitive decline. A first step in this process is to identify robust methods that describe patterns in trial data such that “normal” individuals can be distinguished from those outside the normal range.

2 Data

This report presents repeated measures analysis of the “SRT - Altitude” data from the Excel file “Altitude and Air Force Trial by Trial Data(updated).xlsx” received by Resnick, Chodorow and Associates on April 21. This first phase of the analysis makes some simplifying data assumptions:

- Only trials from administration 1 are included in the analysis. Given that the Air Force data is available only for administration 1, we made this cut to the Altitude data in order for the analysis to be comparable for Phase 2 analysis of the Air Force data.
- Lapsed trials (“response = Lapse”) are excluded from the analysis.
- Only trials at 5260m above sea level (“altitude = 1”) and at sea level (“altitude = 3”) are included in the analysis.

After these exclusions we are left with a dataset of 1,462 observations uniquely identified by ID, trial number, and altitude. We focus our attention on these three variables in addition to reaction time, the primary variable of interest. Table 1 presents summary information about the analysis data set.

<table>
<thead>
<tr>
<th></th>
<th>Above Sea Level</th>
<th>Sea Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Subjects</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>Average Number of Trials Per Person</td>
<td>37.4</td>
<td>39.8</td>
</tr>
<tr>
<td>Range of Number of Trials Per Person</td>
<td>10-40</td>
<td>38-40</td>
</tr>
<tr>
<td>Average Response Time</td>
<td>337.1</td>
<td>299.0</td>
</tr>
<tr>
<td>Range of Response Time</td>
<td>160-863</td>
<td>198-757</td>
</tr>
<tr>
<td>Average of Subject-Average Response Time</td>
<td>344.9</td>
<td>299.3</td>
</tr>
<tr>
<td>Range of Subject-Average Response Time</td>
<td>261.9-543.2</td>
<td>266.9-380.1</td>
</tr>
</tbody>
</table>

3 Exploratory Data Analysis

Exploratory data analysis of the trial profiles of response time is a crucial step in understanding the mean and variance structure of the data. The analyses presented in this report focus on uncovering trends and characteristics in the evolution of mean response time over the course of administering
the multiple trials of the simple reaction time test. The following exploratory graphs and statistical methods were used to select an appropriate mean structure for a linear model of the trial profiles.

Figure 1 plots the trial profiles of response time for each subject by altitude. Each line represents one subject’s response times traced over up to 40 trials. The trial profiles appear erratic in that within altitude, there is no obvious visual trend that is common across subjects. While individual profiles are extremely difficult to distinguish in Figure 1, some average features are more apparent across the two altitudes: (1) above sea level response time measurements appear more variable, and (2) the bulk of the above sea level measurements seem to lie above the bulk of the sea level measurements.

Figure 1: Trial Profiles of Response Time by Altitude

Figure 2 adds average response times by trial number (red triangles) to the trial profiles shown in Figure 1. The triangles confirm that the sea level trial averages generally lie below the above sea level averages. Additionally, the sea level trial averages form a relatively stable trend line. This contrasts with the more erratic averages that are observed in the above sea level subjects.
Figure 3 includes a loess curve fit to the trial data. A loess curve is a type of non-parametric smooth fit that is data-driven and empirically derived. The loess does not require any a priori model specification, nor does it rely on parametric assumptions about the shape of the trend. This technique estimates a curve by fitting multiple simple models to localized ranges of the x-axis, and it provides an appealing graphical summary of the relationship between response time and trial number. Imposing loess curves on the plots of trial profiles facilitates visualization of differences in their means and variability: the loess curve for sea level subjects hovers around 300, while the loess curve for the above sea level subjects exhibits wigglier behavior that is frequently larger than 300. In addition, average response times by trial (the red triangles) are more variable around the loess curve for the above sea level subjects than for the sea level subjects.

The loess curves also provide insight into appropriate models for average response times across trials. Despite the apparent variability in the above sea level subjects measures, the loess curves are remarkably linear with the most pronounced curvature in the first 0-15 trials or so. After about trial 5 the sea level subjects' average profiles are strikingly linear, while curvature remains evident among the above sea level subjects' average profiles.
Figure 3: Trial Profiles by Altitude: Loess

4 Linear Models

Using observations from the exploratory data analysis and insight concerning the shape of the curve from the loess, we fit linear statistical models to capture the dependence between response time and trial number. Models of the two altitudes were assessed separately with the goal of identifying a generally applicable model.

4.1 Quadratic Regression

As noted previously, both trends look roughly linear with curvature in some ranges of trial number. A simple model for such a trend is quadratic regression: a simple linear regression that includes a quadratic term for trial number. We observed that this model captures the appropriate amount of curvature in sea level subjects, but not in the above sea level subjects. Table 2 presents coefficient estimates, standard errors and statistical significance for the quadratic regression strategy. The table shows that trial number and its quadratic term are only statistically significant in modeling the sea level subjects’ profiles. The lack of statistical significance for the above sea level subjects’ profiles is likely due to model misspecification. That is, the quadratic terms are not adequately capturing the curvature. Figure 4 shows that quadratic polynomial linear regression over-smooths
(particularly for the first 15 trials) and masks the loess curvature in the above sea level case while it provides a relatively good fit for sea level subjects. Considering all the evidence, quadratic regression does not appear to be a modeling tool that applies well to subjects at both altitude levels.

Table 2: Quadratic Regression Results by Altitude

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Model 0</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
</tr>
<tr>
<td>Above Sea Level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>337.1 (4.1)**</td>
<td>335.8 (8.39)**</td>
<td>347.3 (12.96)**</td>
</tr>
<tr>
<td>Trial Number</td>
<td>.06 (.36)</td>
<td>-1.59 (1.46)</td>
<td></td>
</tr>
<tr>
<td>Trial Number Squared</td>
<td>.04 (.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sea Level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>299.0 (2.37)**</td>
<td>301.9 (4.83)**</td>
<td>317.1 (7.44)**</td>
</tr>
<tr>
<td>Trial Number</td>
<td>-.14 (.21)</td>
<td>-2.32 (.84)**</td>
<td></td>
</tr>
<tr>
<td>Trial Number Squared</td>
<td>.05 (.02)**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% confidence level is indicated by **.
4.2 Linear Spline Regression

The loess curves in Figure 3 indicate localized curvature, particularly in the above sea level case. This feature makes linear spline regression a promising candidate for capturing the trend. Spline regression provides piecewise linear fits in which a set of separate linear models are fit in localized areas and joined together to estimate a curve. For ease of interpretation, we used truncated linear splines of degree one (as opposed to quadratic, cubic or B-splines). The basis of truncated linear splines is provided by using explanatory variables with the following form:

\[(\text{Trial Number} - \kappa_k)_+ = \begin{cases} \text{Trial Number} - \kappa_k & \text{if } \text{Trial Number} > \kappa_k \\ 0 & \text{otherwise} \end{cases}\]

where \(\kappa_1, \ldots, \kappa_K\) is a set of “knots” - points at which two separately sloped lines join together. The full linear spline regression equation is:

\[E(\text{Response Time}|\text{Trial Number}) = \beta_0 + \beta_1 \times \text{Trial Number} + \sum_{k=1}^{K} \beta_{1+k} \times (\text{Trial Number} - \kappa_k)_+ \quad (1)\]

Using the loess curves as a visual guide, the shape suggests that changes in slope occur about every 5 trials with some gaps. Accordingly, we chose knots at trial numbers 5, 15, 25, and 35. An advantage of the truncated linear spline is its ease of interpretation: in these models, the estimated coefficients of the spline variables are interpreted as the additional slope effect for a given trial range. To start, \(\beta_1\) (the coefficient associated with trial number) is the slope from trial number 1 to trial number 5. Next, for example, the additional slope effect from trial number 6 to trial number 15 is \(\beta_2\). The total slope from trial number 6 to trial number 15 is \(\beta_1 + \beta_2\). Table 3 presents estimated coefficients, standard errors, and statistical significance from the linear spline fit to the altitude data.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Above Sea Level</th>
<th>Sea Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
</tr>
<tr>
<td>Intercept ((\beta_0))</td>
<td>394.3 (25.58)**</td>
<td>344.9 (14.42)**</td>
</tr>
<tr>
<td>Trial Number ((\beta_1))</td>
<td>-16.14 (6.49)**</td>
<td>-9.35 (3.66)**</td>
</tr>
<tr>
<td>Spline: Knot at 5 ((\beta_2))</td>
<td>19.75 (7.76)**</td>
<td>8.41 (4.38)*</td>
</tr>
<tr>
<td>Spline: Knot at 15 ((\beta_3))</td>
<td>-6.62 (3.31)**</td>
<td>1.85 (1.89)</td>
</tr>
<tr>
<td>Spline: Knot at 25 ((\beta_4))</td>
<td>6.31 (3.25)*</td>
<td>-.38 (1.87)</td>
</tr>
<tr>
<td>Spline: Knot at 35 ((\beta_5))</td>
<td>-6.45 (6.13)</td>
<td>-1.54 (3.55)</td>
</tr>
</tbody>
</table>

Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.

For the sea level model, there is a statistically significant negative slope between trials 1 and 5 \((\hat{\beta}_1 = -9.35)\). The magnitude of the slope is statistically significantly different and slightly negative from trials 6 to 15 \((\hat{\beta}_1 + \hat{\beta}_2 = -.94)\). The slope does not significantly change after trial 15. For the above sea level model, there is also a statistically significant negative slope between trials 1 and 5.
The magnitude of the slope is statistically significantly different and positive from trials 6 to 15 ($\hat{\beta}_1 + \hat{\beta}_2 = 3.61$), and continues to significantly change until trial 35. It is negative from trials 16 to 25 ($\hat{\beta}_1 + \hat{\beta}_2 + \hat{\beta}_3 = -3.01$), positive from trials 26 to 35 ($\hat{\beta}_1 + \hat{\beta}_2 + \hat{\beta}_3 + \hat{\beta}_4 = 3.30$), and does not significantly change after trial 35.

These results suggest possible differences in average response time patterns for subjects at different altitudes. Both altitudes exhibit a learning effect; the average response times show a downward slope in the first 5 or so trials; however, while the sea level subjects on average don’t exhibit large changes after that time, the above sea level subjects on average revert back towards their pre-learning response times and don’t maintain a constant effect after this point.

Results from the linear spline regression are consistent with patterns that were observed in the previous figures. Figure 5 shows that the linear spline regression captures the curvature of the loess curves in Figure 3.

![Figure 5: Trial Profiles by Altitude: Linear Regression with Splines (Yellow) vs. Loess (Blue)](image)

We can formally test for differences in mean profiles for each altitude by fitting one model that has interaction terms for altitude level (see Table 4 for estimated coefficients, standard errors and statistical significance). In this model, only the change in slope from trials 16 – 25 and 26 – 35 are statistically significantly different between altitudes. This may be due to small sample size.
Table 4: Linear Spline Regression Results

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Estimate (s.e.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>394.3 (20.90)**</td>
</tr>
<tr>
<td>Sea Level</td>
<td>-49.44 (30.40)</td>
</tr>
<tr>
<td>Trial Number</td>
<td>-16.14 (5.31)**</td>
</tr>
<tr>
<td>Sea Level * Trial Number</td>
<td>6.79 (7.72)</td>
</tr>
<tr>
<td>Spline: Knot at 5</td>
<td>19.75 (6.35)**</td>
</tr>
<tr>
<td>Spline: Knot at 15</td>
<td>-6.62 (2.71)**</td>
</tr>
<tr>
<td>Spline: Knot at 25</td>
<td>6.31 (2.66)**</td>
</tr>
<tr>
<td>Spline: Knot at 35</td>
<td>-6.45 (5.02)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 5</td>
<td>-11.34 (9.23)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 15</td>
<td>8.47 (3.96)**</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 25</td>
<td>-6.69 (3.91)*</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 35</td>
<td>4.91 (7.39)</td>
</tr>
</tbody>
</table>

Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.

5 Linear Mixed Models

The analysis in Section 4 assumes that the observations are independent; however, independence is clearly not the case in repeated measures data. In these analyses, the correlation among response times within a subject needs to be taken into account. Linear mixed models are one tool that accounts for the correlation with a trial-constant subject-specific response time effect. In this analysis, we introduce only a random intercept into the linear model. This allows each subject’s intercept (average response time) to be different from the others. Equation 1 can be extended to include a random intercept as follows:

\[
E(\text{Response Time}|\text{Trial Number}) = \beta_0 + \beta_1 \ast \text{Trial Number} + \sum_{k=1}^{\kappa} \beta_{1+k} \ast (\text{Trial Number} - \kappa_k) + u_i \tag{2}
\]

where \(i\) denotes the subject, \(j\) denotes the trial number and \(u_i\) is the random intercept. Table 5 displays results from incorporating a subject random intercept in the linear spline regression models from Section 4. Accounting for subject-level correlation results in smaller standard errors. Although there are some changes in the estimates of the coefficients, earlier conclusions concerning statistically significant effects are unchanged.
Table 5: Linear Spline Mixed Model Results

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Estimate (s.e.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>394.4 (21.45)**</td>
</tr>
<tr>
<td>Sea Level</td>
<td>-49.78 (31.40)</td>
</tr>
<tr>
<td>Trial Number</td>
<td>-14.86 (4.64)**</td>
</tr>
<tr>
<td>Sea Level * Trial Number</td>
<td>5.65 (6.73)</td>
</tr>
<tr>
<td>Spline: Knot at 5</td>
<td>18.87 (5.54)**</td>
</tr>
<tr>
<td>Spline: Knot at 15</td>
<td>-7.48 (2.37)**</td>
</tr>
<tr>
<td>Spline: Knot at 25</td>
<td>6.47 (2.32)**</td>
</tr>
<tr>
<td>Spline: Knot at 35</td>
<td>-4.81 (4.38)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 5</td>
<td>-10.64 (8.05)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 15</td>
<td>9.37 (3.46)**</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 25</td>
<td>-6.81 (3.41)**</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 35</td>
<td>3.00 (6.45)</td>
</tr>
</tbody>
</table>

Random Intercept Variance 2640

Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.

In addition to accounting for correlation, linear mixed models also provide tools for understanding components of variability in the data. The subject-level variance indicates how much of the variability in the data is due to inclusion of a subject random intercept. In this data set, we find that the subject effect accounts for about 28% of the overall variability. While the subject-specific intercept is capturing considerable variability in the data, the level of variability (Random Intercept Variance = 2640) is quite large. The magnitude of this variability suggests that inclusion of more subject-specific characteristics that explain subject-specific intercept shifts (age, gender or education level, for example) might result in a better model - one that reduces subject-level variability. Mixed models can also be used to assess individual effects with estimated subject-specific random intercepts; these quantities can potentially be used to identify outliers, and we propose to explore their use in Phase III of the study plan as a potential strategy for identifying “stressed” subjects.

6 Conclusions

This report presents exploratory data analyses of trial profiles of simple reaction time for sea level and above sea level subjects. A nonparametric scatterplot smoother (the loess) graphically depicted a difference in response time and variability in response time (as observed by the wiggliness of the curve) between sea level and above sea level subjects. These descriptive analyses suggested the utility of a linear spline model to describe average trial profiles. We observed that a linear spline analysis captured the shape of the average profiles and indicated statistically significant differences in the shape of the average profile for sea level and above sea level subjects. We did not observe differences in the conclusions regarding the shape of the average trial profile when we incorporated subject-level variability using linear mixed models; however we did see considerable variability in the subject-specific intercepts. Further investigation into the nature and utility of subject-specific random intercepts is well-suited to efforts aimed at identifying “stressed” subjects.
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1 Statement of the Challenge

Although much has been published on summary statistics of multi-trial cognitive function tests, little has been done to leverage all the trial data upon which these summary measures are based. It may be possible to use these data in ways that can improve on current strategies to identify people with head injury, depression, PTSD, and age-related cognitive decline. A first step in this process is to identify robust methods that describe patterns in trial data such that “normal” individuals can be distinguished from those outside the normal range.

2 Data

This report presents repeated measures analysis of the “SRT - Air Force” data from the Excel file “Altitude and Air Force Trial by Trial Data(updated).xlsx” received by Resnick, Chodorow and Associates on April 21. This analysis makes some data assumptions and corrections:

- Lapsed and fast trials (“response = Lapse” or “response = Fast (Correct)”) are excluded from the analysis.
- Subject L0709 is deleted - this subject’s data is repeated twice with slightly different data.

After these exclusions, we are left with a dataset of 6,327 observations uniquely identified by ID, trial number, and condition. We focus our attention on these three variables in addition to reaction time, the primary variable of interest. Table 1 presents summary information about the analysis data set.

<table>
<thead>
<tr>
<th>Table 1: Summary Information about the Air Force Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concluded</td>
</tr>
<tr>
<td>Number of Subjects</td>
</tr>
<tr>
<td>Average Number of Trials Per Person</td>
</tr>
<tr>
<td>Range of Number of Trials Per Person</td>
</tr>
<tr>
<td>Average Response Time</td>
</tr>
<tr>
<td>Range of Response Time</td>
</tr>
<tr>
<td>Average of Subject-Average Response Time</td>
</tr>
<tr>
<td>Range of Subject-Average Response Time</td>
</tr>
</tbody>
</table>

3 Exploratory Data Analysis

The Phase I report included a descriptive assessment of the response time trial profiles for the altitude data. We repeat the same analyses for the Air Force data to compare characteristics of the two datasets.

3.1 Air Force Data

Figure 1 plots the trial profiles of response time for each subject by condition (concussion vs. healthy). Each line represents one subject’s response times traced over up to 40 trials. The trial
profiles appear erratic; within condition, there is no obvious visual trend that is common across subjects. It is particularly difficult to visually distinguish differences between groups because of the difference in the number of subjects for the two conditions: only 6 concussed subjects versus 153 healthy subjects.

Figure 1: Trial Profiles of Response Time by Condition

Figure 2 adds average response times by trial number (red triangles) to the trial profiles shown in Figure 1. The triangles depict a stable trend line for trial averages for healthy subjects. We observe more erratic averages in the concussed subjects, but this may be due to the small sample size.
Figure 3 includes a loess curve fit to the trial data. Please see the Phase I report for details about this method. Imposing loess curves on the plots of trial profiles facilitates visualization of differences in their means and variability: the loess curve for the healthy subjects is stable and consistently lies just above 300 with the exception of the first few trials. In contrast, the loess curve for the concussed subjects exhibits a very wiggly behavior that goes as low as about 280, and as high as about 340. Although there is more curvature in the trial averages for the concussed subjects, both healthy and concussed subjects have a similar average of trial-level average response times (the red triangles): 311 and 314, respectively. In addition to concussed subjects having more curvature in their average trial profiles, the trial-level response times are more variable around the
loess curve for the concussed subjects than for the healthy subjects.

The loess curves provide insight into appropriate models for average response times across trials. The loess curve for the concussed subjects is very wiggly. Notably, the curve exhibits pronounced humps that arise from changes in slope roughly around trials 5, 15, 20, 25 and 35. The healthy subjects’ average trial profile is strikingly linear after about trial 5.

Figure 3: Trial Profiles by Condition: Loess
3.2 Comparison with Altitude Data

There are important differences in the nature of the altitude and the Air Force data to keep in mind. The altitude data have a comparable number of subjects for both the normal and non-normal condition groups, while the number of subjects is very unbalanced in the Air Force data. Nonetheless, the average trial profiles for normal subjects are very similar in both the altitude and the Air Force data: there is a dip in average response time until about trial 5, followed by a linear and flat average response time. In addition, the average trial-level response times for normal subjects are around 300 for both datasets. Average trial profiles for the non-normal subjects are more variable than for normal subjects in both datasets, but the non-normal average trial profile is a lot more variable for the Air Force data than for the altitude data, possibly due to the small sample size. While the loess curve for non-normal subjects in the Air Force data exhibits a lot more curvature than the non-normal subjects in the altitude data (particularly after trial 10), the pivot points (the places where the slopes change) in the shape of the curve appear roughly similar to those observed in the altitude data.

4 Linear Models (Linear Spline Regression)

In Phase I of this work, we identified a reasonable model for response time trial profiles in the altitude data. Linear spline regression with knots at trial numbers 5, 15, 25, and 35 provided an adequate approximation of the shape of the average trial profiles. In this section we apply this model to the Air Force data.

4.1 Air Force Data

The loess curves in Figure 3 indicate localized curvature, particularly for concussed subjects. Just as in the altitude data, this feature makes linear spline regression a promising candidate for capturing the trend. Please see the Phase I report for details about the specifications of the linear spline regression that was fit to the altitude data; this model is now used for the Air Force data.

<table>
<thead>
<tr>
<th>Table 2: Linear Spline Regression Results by Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariate</td>
</tr>
<tr>
<td>Intercept ($\beta_0$)</td>
</tr>
<tr>
<td>Trial Number ($\beta_1$)</td>
</tr>
<tr>
<td>Spline: Knot at 5 ($\beta_2$)</td>
</tr>
<tr>
<td>Spline: Knot at 15 ($\beta_3$)</td>
</tr>
<tr>
<td>Spline: Knot at 25 ($\beta_4$)</td>
</tr>
<tr>
<td>Spline: Knot at 35 ($\beta_5$)</td>
</tr>
</tbody>
</table>

Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.

Table 2 presents the estimates of the linear spline model for the Air Force data. For the model of healthy subjects, there is a statistically significant negative slope between trials 1 and
The magnitude of the slope is statistically significantly different and slightly positive from trials 6 to 15 ($\hat{\beta}_1 + \hat{\beta}_2 = .73$). The slope significantly changes from trials 16 to 25 and 26 to 35, but these changes are small (-1.70 and 1.54, respectively). For the concussed model, only the knot at 25 is estimated to reflect a statistically significant change in slope; however the magnitude of all the estimates of the changes in slope are quite large (a range of about -16 to 17).

These results suggest possible differences in average response time patterns for subjects with different conditions. Both conditions exhibit a learning effect; the average response times show a downward slope in the first 5 or so trials; however, while the healthy subjects on average don’t exhibit large changes after that time, the concussed subjects on average revert back towards their pre-learning response times and don’t maintain a constant effect after this point. While these changes in the average trial profiles for concussed subjects are not statistically significant, they are estimated to be quite large.

Figure 4: Trial Profiles by Condition: Linear Regression with Splines (Yellow) vs. Loess (Blue)
Results from the linear spline regression are consistent with patterns that were observed in the previous figures. Figure 4 shows how the linear spline regression captures the curvature of the loess curves in Figure 3.

4.2 Comparison with Altitude Data

We observe some notable differences in the coefficient estimates for the linear spline model fit to the altitude and the Air Force data. For normal subjects, we find the same decrease in average response time between trials 1 and 5, with a larger estimated negative slope for the Air Force data (-13.95 vs -9.35). Changes in slope from trial 6 to 10 are estimated in both datasets, however this change in slope results in a slightly negative slope for the altitude data and a slightly positive slope in the Air Force data. After trial 10, significant changes in slope are estimated in the Air Force data, but not the altitude data. However, the significant changes in slope in the Air Force data are small in magnitude (of comparable levels to those estimated in the altitude data). It is important to keep in mind that there are 153 normal subjects in the Air Force data, but only 17 normal subjects in the altitude data.

For the non-normal subjects, all changes in slope for the altitude dataset are statistically significant (except for the knot at 35), while only one change in slope is statistically significant in Air Force dataset (the knot at 25). The magnitude of the estimates of the slope from trial 1 to 5 and the change in slope for trial 6 to 15 are comparable in the Air Force and altitude datasets (-12.82 vs. -16.14 and 17.28 vs. 19.75), but the estimated slopes beyond trial 15 are larger in the Air Force data than in the altitude data. This result reflects the more pronounced curvature in the average trial profiles observed for concussed subjects in the Air Force data.

5 Linear Spline Mixed Model

The analysis in Section 4 assumes that the observations are independent; however, independence is clearly not the case in repeated measures data. In these analyses, the correlation among response times within a subject needs to be taken into account. Linear mixed models are one tool that accounts for the correlation with a trial-constant subject-specific response time effect. Please see the Phase I report for details about the specification of the linear spline mixed model we fit to the altitude data, which we now fit to the Air Force data.

5.1 Air Force Data

For the separate models of healthy and concussed subjects, the estimates are very similar to those in Table 2 which do not incorporate the subject random effect. The main difference is that the standard errors on the trial number and spline coefficients are smaller because some of the variability is captured by allowing subject-level variability via the random effects. As a result, all changes in slope (i.e. all the coefficients on the linear spline functions) are statistically significant for the concussed subject. The conclusions for the average healthy trial profiles remains unchanged (i.e. the statistical significance remains the same but at a stricter level of confidence).
We can formally test for differences in mean profiles by fitting a model that has interaction terms for each condition level. The results from this combined model are in Table 3. In this model, the change in slope for trials 16–25, 26–35 and 35–40 are statistically significantly different for healthy versus concussed subjects with estimates of 8.74, −8.89, and 13.82, respectively. That is, the model picks up that the average trial profile for concussed subjects has a different shape after trial 15 than the healthy subjects. For example, for concussed subjects the slope from trial 6 to 10 and trial 16 to 25 is 4.78 (−12.11 + 16.89) and −5.70 (−12.11 + 16.89 − 10.48), respectively. This change in slope, −10.48, is statistically significant. For healthy subjects, the slope from trial 6 to 10 and trial 16 to 25 is 0.76 (−12.11 − 1.80 + 16.89 − 2.22) and −0.98 (−12.11 − 1.80 + 16.89 − 2.22 − 10.48 + 8.74), respectively. This change in slope, −1.74, is statistically significantly different (and smaller) than the change in slope for the concussed subjects (−10.48).

### 5.2 Comparison with Altitude Data

The results from the fully interacted linear spline mixed model are similar for the altitude and the Air Force data. Some main similarities and differences are:

- **Non-Normal Profiles**: In both datasets we find statistically significant differences in the change of slope at knot points 5, 15 and 25 for non-normal subjects; the direction of the changes is the same, but the magnitude of the changes are larger in the Air Force data. In the Air Force data only, the coefficient for the difference in the change of slope for the non-normal subjects at a knot of 35 is also statistically significant. Results about the spline coefficients for non-normal subjects reflect the curvature that is observed in the average trial profiles for non-normal subjects, which is more pronounced in the Air Force data.
• **Normal Profiles:** In both datasets we find statistically significant differences in the change of slope at knot points 5 for normal subjects; the direction of the changes is the same, but the magnitude of the changes are larger in the Air Force data. Also, in both datasets we find that the change in slope at knot points beyond trial 5 are of small magnitude even though some are statistically significant in the Air Force data. Results about the spline coefficients for normal subjects reflect the linearity that is observed in the average trial profiles for normal subjects.

• **Difference Between Normal and Non-Normal Profiles:** In both datasets we find statistically significant differences in the change of slope between normal and non-normal subjects at knot points 15 and 25; the direction of the change is the same and the magnitude of the differences are comparable. In the Air Force data only, the coefficient for the difference in the spline function between normal and non-normal subjects at knot 35 is also statistically significant. Results about the coefficients associated with the interaction of condition and spline functions reflect the differences in the shape of the curve between average trial profiles for normal and non-normal subjects: a flat, linear trend for normal subjects and a wiggly trend for non-normal subjects.

• **Learning Effect:** The slope of the trial profile between trials 1 and 5 is negatively sloped (indicative of a learning effect) for both datasets, but this decrease in response time is only statistically significant in the altitude data.

### 6 Conclusions

This report presents exploratory analysis and modeling results of concussed and healthy subjects in the Air Force data. The linear spline mixed model of average trial profiles developed in Phase I of this series of reports is applied to the Air Force data. We find many commonalities between the average trial profiles in the altitude and Air Force datasets. These commonalities are evident in the plots of trial profiles as well as in the estimated coefficients in the model. Most notably, we find evidence of a learning effect depicted as a downward slope in response time for the first few trials, a constant linear average response time trial profile for normal subjects, and a variable and wiggly average response time trial profile for non-normal subjects.

The differences in the shape of the average response time trial profile suggest the possibility of a tool for distinguishing non-normal subjects from normal subjects. While the typical subject’s trial profile is somewhat erratic, it may be possible to implement a smoother at the subject level to pick up any distinct shape in the profile as compared to the average trial profiles. Such techniques are common in functional data analysis. Mixed models also offer a possibility for distinguishing non-normal subjects from normal subjects. The random intercept model implemented in this report produces estimates of subject-specific shifts from the average response time. It may be useful to extend the mixed model to incorporate random slopes, which produce subject-specific estimates of changes in slope from the average changes in slope. Further investigation into the utility of subject-specific random intercepts/slopes and subject-level smoothers is well-suited to efforts aimed at identifying non-normal subjects.
Repeate Measures Analysis: Phase III Report

1  Statement of the Challenge

Although much has been published on summary statistics of multi-trial cognitive function tests, little has been done to leverage all the trial data upon which these summary measures are based. It may be possible to use these data in ways that can improve on current strategies to identify people with head injury, depression, PTSD, and age-related cognitive decline. Previous work has identified viable models for describing patterns in trial data. The next step in this research is to explore how these models can be used to (1) extend inferences from a single SRT assessment to two SRT assessments and (2) extend inferences to DANA’s code sub-learning assessment. The overarching objective of this work is to capitalize on DANA’s repeated measures to establish a robust method for identification of conditions such as concussion, depression, dementia, sleep deprivation, and PTSD.

2  Simple Reaction Time Assessments: Full Set of 80 Trials

With a focus on simple reaction time (SRT), this section presents analysis of the “Altitude data set” that extends previous findings concerning the shapes and slopes of SRT curves for individuals at sea level and at altitude. In our earlier work, we showed that the shape of participants’ SRT curves differed significantly depending on whether they were at sea level or at altitude. An appealing feature of those findings was the participants acted as their own controls. In these analyses, we used the first of two SRT administrations (SRT1). In this section of this Phase III report, we explore whether analysis of SRT2 adds useful information to our previous findings. The idea that SRT2 may add information is based on previous work indicating that these additional data points provided insight into individual-level performance metrics. It is therefore possible that adding more data points will make it easier for this strategy to identify and distinguish people with normal reaction time from those outside the normal range. Accordingly, we will use both SRT administrations from the “Altitude data set” by adding the second set of 40 SRT2 trials to the existing 40 SRT1 trials. All 80 trials will be examined together using the methods that were developed in earlier phases of this work.

2.1  Data

This section presents repeated measures analysis of the “SRT – Altitude” data from the Excel file “Altitude and Air Force Trial by Trial Data(updated).xlsx” received by Resnick, Chodorow and Associates on April 21, 2015. This analysis makes some simplifying data assumptions:

• Lapsed and fast trials (“response = Lapse” or “response = Fast (Correct)”) are excluded from the analysis.
• Only trials at 5260m above sea level ("altitude = 1") and at sea level ("altitude = 3") are included in the analysis.

After these exclusions we are left with a dataset of 2,909 SRT trials. Note that data from both SRT1 and SRT2 are included in this analysis, resulting in a maximum of 80 trials per subject. We append trials from SRT2 to the trials from SRT1 to obtain a continuous set of 80 trials for each individual. This results in a dataset that is uniquely identified by ID, trial number, and altitude. We focus our attention on these three variables in addition to reaction time, the primary variable of interest. Table 2.1 presents summary information about the analysis data set.

| Table 2.1: Summary Information about the Altitude Data |
|---------------------------------------------|----------|
|                                           | Above Sea Level | Sea Level |
| Number of Subjects                        | 21        | 17        |
| Average Number of Trials Per Person       | 74.2      | 79.4      |
| Range of Number of Trials Per Person      | 40*-80    | 75-80     |
| Average Response Time                     | 354.0     | 306.9     |
| Range of Response Time                    | 160-893   | 198-816   |
| Average of Subject-Average Response Time  | 359.3     | 307.2     |
| Range of Subject-Average Response Time    | 279.1-266.1 | 266.1-387.7 |

* The minimum of 40 trials comes from a subject with 10 trials in administration 1 and 30 trials in administration 2.

2.2 Exploratory Data Analysis

Our Phase I report assessed the SRT response time trial profiles for the altitude data for the first 40 SRT trials (SRT1). We repeat a similar analysis for the SRT data for all 80 trials.

Figure 2.1 plots the trial profiles of response time for each subject by altitude. Each line represents one subject's response times traced over up to 80 trials. The trial profiles appear erratic in that within altitude, there is no obvious visual trend that is common across subjects. While individual profiles are extremely difficult to distinguish in Figure 2.1, some average features are more apparent across the two altitudes: (1) above sea level response time measurements appear more variable, and (2) the bulk of the above sea level measurements seem to lie above the bulk of the sea level measurements.
Figure 2.1: Trial Profiles of Response Time by Altitude

Figure 2.2 adds average response times by trial number (red triangles) to the trial profiles shown in Figure 2.1. The triangles confirm that the sea level trial averages generally lie below the above sea level averages, with a more pronounced difference in the second 40 trials. Additionally, the sea level trial averages form a relatively stable trend line, but show more variability in the trial averages in the second 40 trials. This contrasts with the more erratic averages that are observed in the above sea level subjects, which appear most variable in the first 40 trials. For both altitudes, the second set of 40 trials appear to have higher average response times – with the appearance of an upward slope around the transition from SRT1 to SRT2 trials.
Figure 2.3 includes a loess curve fit to the trial data. Please see the Phase I report for details about this method. Imposing loess curves on the plots of trial profiles facilitates visualization of differences in their means and variability: the loess curve for sea level subjects hovers around 300 for the first 40 trials and slightly higher for the second 40 trials, while the loess curve for the above sea level subjects exhibits wigglier behavior that is frequently larger than 300 (reaching close to 400 around the transition from SRT1 to SRT2 data). In addition, average response times by trial (the red triangles) are more variable around the loess curve for the above sea level subjects than for the sea level subjects. Also, above sea level subjects exhibit a visually significant hump around trial 40 – the transition from SRT1 to SRT2 data.
2.3 Linear Models

In Phase I of this work, we identified a reasonable model for response time trial profiles in the altitude data. Linear spline regression with knots at trial numbers 5, 15, 25, and 35 provided an adequate approximation of the shape of the average trial profiles in the SRT1 data. In this section we apply the same model to the full set of 80 trials in the altitude data, with the addition of knot points for the second 40 trials. Using the loess curves as a visual guide, the shape of the second 40 trials suggests that changes in slope occur about every 5-10 trials. Accordingly, we chose knots at trial numbers 45, 50, 55, 65, and 75. These correspond to the 5th, 10th, 15th, 25th and 35th trials of SRT2. The positions of these knot points for the SRT2 data differ from the SRT1 data, partly because of the transition at trial 40 from SRT1 to SRT2.

2.3.1 Linear Spline Regression
The loess curves in Figure 2.3 indicate localized curvature, particularly for above sea level subjects. This feature makes linear spline regression a promising candidate for capturing the trend. Please see the Phase I report for details about the specifications of the linear spline regression that was fit to the first 40 trials of the altitude data; this model is now used for the full set of 80 trials in the altitude data.

Table 2.2: Linear Spline Regression Results by Altitude

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Above Sea Level</th>
<th>Sea Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
</tr>
<tr>
<td>Intercept ($\beta_0$)</td>
<td>394.2 (27.76)**</td>
<td>344.9 (16.21)**</td>
</tr>
<tr>
<td>Trial Number ($\beta_1$)</td>
<td>-16.09(7.05)**</td>
<td>-9.34 (4.11)**</td>
</tr>
<tr>
<td>Spline: Knot at 5 ($\beta_2$)</td>
<td>19.63 (8.42)**</td>
<td>8.38 (4.92)*</td>
</tr>
<tr>
<td>Spline: Knot at 15 ($\beta_3$)</td>
<td>-6.35 (3.59)*</td>
<td>1.91 (2.12)</td>
</tr>
<tr>
<td>Spline: Knot at 25 ($\beta_4$)</td>
<td>5.35 (3.37)</td>
<td>-0.60 (2.01)</td>
</tr>
<tr>
<td>Spline: Knot at 35 ($\beta_5$)</td>
<td>1.92 (3.49)</td>
<td>0.55 (2.09)</td>
</tr>
<tr>
<td>Spline: Knot at 45 ($\beta_6$)</td>
<td>-13.61 (6.05)**</td>
<td>0.82 (3.58)</td>
</tr>
<tr>
<td>Spline: Knot at 50 ($\beta_7$)</td>
<td>16.31 (8.45)*</td>
<td>-1.42 (4.96)</td>
</tr>
<tr>
<td>Spline: Knot at 55 ($\beta_8$)</td>
<td>-9.07 (6.08)</td>
<td>-1.70 (3.59)</td>
</tr>
<tr>
<td>Spline: Knot at 65 ($\beta_9$)</td>
<td>3.59 (3.66)</td>
<td>2.44 (2.20)</td>
</tr>
<tr>
<td>Spline: Knot at 75 ($\beta_{10}$)</td>
<td>-7.68 (6.75)</td>
<td>-1.04 (4.00)</td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.

Results in Table 2.2 indicate that for the sea level model, there is a statistically significant negative slope between trials 1 and 5 ($\beta_1 = -9.34$). The magnitude of the slope is statistically significantly different and slightly negative from trials 6 to 15 ($\beta_1 + \beta_2 = -.96$). In the sea level model, the slope does not significantly change after trial 15, nor are there statistically significant changes in the average trial response for the SRT2 data. The lack of significance in the sea level SRT2 data may be due to greater variability about the average response time profile in the SRT2 data; this is reflected in the larger standard errors in the knot coefficients for knots 45-75.

For the above sea level model, there is also a statistically significant negative slope between trials 1 and 5 ($\beta_1 = -16.09$). The magnitude of the slope is statistically significantly different and positive from trials 6 to 15 ($\beta_1 + \beta_2 = 3.54$), and statistically significantly different and negative from trials 16 to 25 ($\beta_1 + \beta_2 + \beta_3 = -2.81$). The slope of the above sea level model does not significantly change again until trial 45. Above sea level results for the first 40 trials are consistent with findings from the Phase I analysis, with the exception of statistical significance and magnitude of knot coefficients at the end of the 40 trial sequence (i.e. the knots at 25 and 35). Because the trend of the second set of trials begins at a relatively high average response time, the wiggliness at the tail end of the SRT1 trend is masked because the average trial profile is pulled upwards. This is also reflected in the difference in sign for the coefficient on the last knot point of the first set of 40 trials (knot at 35), which is positive ($\beta_5 = 1.92$) in this analysis but was negative ($\beta_5 = -6.45$) in earlier analyses of only SRT1 data. However, neither of these coefficients is statistically significant. Regarding the second half of the average response time profile for above sea level subjects, there is a statistically significant negative slope between trials 46 and 50 ($\beta_1 + \cdots + \beta_6 = -9.16$) that significantly changes in a positive direction between trials 51 and 55($\beta_1 + \cdots + \beta_7 = 7.15$), and does not significantly change after trial 55.
These results suggest possible differences in average response time patterns for subjects at different altitudes. Both altitudes exhibit a learning effect; the average response times show a downward slope in the first 5 or so trials; however, while the sea level subjects on average don't exhibit large changes after that time, the above sea level subjects on average revert back towards their pre-learning response times until the transition point to SRT2. For these subjects, the average response time at the beginning of SRT2 mirrors the average response time at the beginning of SRT1. A similar learning effect is observed, followed by a minor reversion back towards their pre-learning response times. The average response time does not maintain a constant effect following the observed learning effects. The sea level subjects do not exhibit this second learning effect, although they do exhibit an average increase in response time after the transition to SRT2.

Results from the linear spline regression are consistent with patterns that were observed in the previous figures. Figure 2.4 shows that the linear spline regression captures the curvature of the loess curves in Figure 2.4.

Figure 2.4: Trial Profiles by Altitude: Linear Regression with Splines (Yellow) vs. Loess (Blue)

Figure 2.5 presents the estimated linear spline fit for above sea level and sea level subjects in the Altitude data. The difference in scale, as compared to Figure 4, exaggerates the wiggliness while
illustrating the estimated increase in average response time around the transition from SRT1 to SRT2 data. This is followed by a steep decrease for the above sea level subjects contrasted with the more gradual decrease for the sea level subjects.

Figure 2.5: Linear Spline Fit of Response Time by Altitude
2.3.2 Linear Spline Mixed Model

The linear spline analysis in Section 2.3.1 assumes that the observations are independent; however, independence is clearly not the case in repeated measures data. In these analyses, the correlation among response times within a subject needs to be taken into account. Linear mixed models are one tool that accounts for the correlation with a trial-constant, subject-specific response time effect. Please see the Phase I report for details about the specification of the linear spline mixed model.

For the separate models of sea level and above sea level subjects, the estimates are very similar to those in Table 2.2 which do not incorporate the subject random effect. The main difference is that the standard errors on the trial number and spline coefficients are smaller because some of the variability is captured by allowing subject-level variability via the random effects. As a result, two additional changes in slope (i.e. for knot coefficients at 25 and 55) are statistically significant for the above sea level subjects. The conclusions for the sea level trial profiles remains unchanged (i.e. the statistical significance remains the same but at a stricter level of confidence).

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Above Sea Level</th>
<th>Sea Level</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
</tr>
<tr>
<td>Intercept</td>
<td>394.9 (28.02)**</td>
<td>344.6 (16.44)**</td>
<td>394.89 (23.08)**</td>
</tr>
<tr>
<td>Sea Level</td>
<td>-50.34 (33.72)</td>
<td>-50.34 (33.72)</td>
<td>-50.34 (33.72)</td>
</tr>
<tr>
<td>Trial Number (Slope: Trials 1-5)</td>
<td>-15.20 (6.45)**</td>
<td>-9.19 (3.63)**</td>
<td>-15.20 (5.27)**</td>
</tr>
<tr>
<td>Sea Level* Trial Number</td>
<td>6.01 (7.66)</td>
<td>6.01 (7.66)</td>
<td>6.01 (7.66)</td>
</tr>
<tr>
<td>Spline: Knot at 5 (Change in Slope: 6-15)</td>
<td>19.03 (7.70)**</td>
<td>8.20 (4.35)*</td>
<td>19.02 (6.30)**</td>
</tr>
<tr>
<td>Spline: Knot at 15 (Change in Slope: 16-25)</td>
<td>-6.94 (3.28)**</td>
<td>1.95 (1.87)</td>
<td>-6.94 (2.68)**</td>
</tr>
<tr>
<td>Spline: Knot at 25 (Change in Slope: 26-35)</td>
<td>5.59 (3.08)*</td>
<td>-0.59 (1.77)</td>
<td>5.59 (2.52)**</td>
</tr>
<tr>
<td>Spline: Knot at 35 (Change in Slope: 36-45)</td>
<td>1.99 (3.19)</td>
<td>0.46 (1.85)</td>
<td>1.99 (2.61)</td>
</tr>
<tr>
<td>Spline: Knot at 45 (Change in Slope: 46-50)</td>
<td>-13.76 (5.54)**</td>
<td>0.89 (3.16)</td>
<td>-13.76 (4.53)**</td>
</tr>
<tr>
<td>Spline: Knot at 50 (Change in Slope: 51-55)</td>
<td>16.76 (7.73)**</td>
<td>-1.22 (4.38)</td>
<td>16.76 (6.32)**</td>
</tr>
<tr>
<td>Spline: Knot at 55 (Change in Slope: 56-65)</td>
<td>-9.65 (5.56)*</td>
<td>-1.90 (3.17)</td>
<td>-9.66 (4.55)**</td>
</tr>
<tr>
<td>Spline: Knot at 65 (Change in Slope: 66-75)</td>
<td>3.99 (3.35)</td>
<td>2.31 (1.94)</td>
<td>3.99 (2.74)</td>
</tr>
<tr>
<td>Spline: Knot at 75 (Change in Slope: 76-80)</td>
<td>-6.37 (6.18)</td>
<td>-0.75 (3.53)</td>
<td>-6.36 (5.06)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 5</td>
<td>8.90 (3.92)**</td>
<td>8.90 (3.92)**</td>
<td>8.90 (3.92)**</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 15</td>
<td>-6.18 (3.70)*</td>
<td>-6.18 (3.70)*</td>
<td>-6.18 (3.70)*</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 25</td>
<td>-1.53 (3.84)</td>
<td>-1.53 (3.84)</td>
<td>-1.53 (3.84)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 50</td>
<td>-17.99 (9.21)*</td>
<td>-17.99 (9.21)*</td>
<td>-17.99 (9.21)*</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 55</td>
<td>7.76 (6.65)</td>
<td>7.76 (6.65)</td>
<td>7.76 (6.65)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 65</td>
<td>-1.69 (4.04)</td>
<td>-1.69 (4.04)</td>
<td>-1.69 (4.04)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 75</td>
<td>5.60 (7.40)</td>
<td>5.60 (7.40)</td>
<td>5.60 (7.40)</td>
</tr>
</tbody>
</table>

Random Intercept Variance | 2934 | 1108 | 2125
We can formally test for differences in mean profiles by fitting a model that has interaction terms for each altitude level. The results from this combined model are in Table 2.3. In this model, the change in slope for trials 16-25, 26-35, 46-50 and 51-54 are statistically significantly different for sea level versus above sea level subjects with estimates of 8.90, -6.18, 14.65, and -17.99, respectively. That is, the model picks up that the average trial profile for above sea level subjects has a different shape in these trial number ranges than the sea level subjects.

2.4 Conclusions

This section presents exploratory analysis and modeling results of sea level and above sea level subjects in the altitude data for SRT1 and SRT2 together. The linear spline mixed model of average trial profiles developed in Phase I of this series of reports is applied to the altitude data, with the addition of knot points for the additional set of 40 trials. We observe that a linear spline analysis captures the shape of the average trial profiles and indicates statistically significant differences in the shape of the average profiles for sea level and above sea level subjects. The results for the first set of 40 trials are largely consistent with findings from Phase I, with the exception of the tail end of the SRT1 trials where the model is affected by the larger average response times for SRT2. With the addition of the second set of 40 trials, the above sea level subjects exhibit a second learning effect depicted as a sharp downward slope in response time. Through the 80 trials, the above sea level subjects display a variable and wiggly average response time trial profile; while the sea level subjects show a relatively constant (after the initial learning effect) linear average response time trial profile.

3 Code Sub-Learning Assessments

In addition to SRT, DANA includes other tests. One of these is code sub-learning (CSL). An appealing aspect of CSL is that, by definition, it is a learning test in which performance is expected to be more favorable among individuals with greater learning capacity. People with diminished capacity (e.g. those with dementia, head injury, hypoxia, etc.) would be expected to perform poorly on this test relative to controls because of their diminished capacity to learn and perform a new task. We will extend the model-based strategy that was identified with SRT data to CSL data to determine if (1) differences in the shape of repeated trials can be observed for normal vs. stressed patients and (2) if these differences are more pronounced than there were for SRT. Once again, we will rely on the Altitude data set for this task, using each subject as their own control.
3.1 Data

This section presents repeated measures analysis of the code sub-learning (CSL) data from the Excel file “Altitude (CodeSub).xlsx” received by Resnick, Chodorow and Associates on September 18, 2015. This analysis makes some simplifying data assumptions:

- Only trials at 5260m above sea level (“altitude = 1”) and at sea level (“altitude = 3”) are included in the analysis.
- Only trials from “administration = 1” are included in the analysis – this corresponds to the CSL component of DANA.
- Subject 19 was administered the test twice above sea level (“altitude = 1”). Both sets of trials are included in this analysis, but are treated as independent administrations (i.e. they are assigned different IDs).
- Lapsed trials (“response = Lapse”) are excluded from the analysis.

After these exclusions we are left with a dataset of 2,736 CSL trials uniquely identified by ID, trial number, and altitude. We focus our attention on these three variables in addition to reaction time, the primary variable of interest. Table 1 presents summary information about the analysis data set.

<table>
<thead>
<tr>
<th>Table 3.1: Summary Information about the Altitude (CSL) Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above Sea Level</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Number of Subjects</td>
</tr>
<tr>
<td>Average Number of Trials Per Person</td>
</tr>
<tr>
<td>Range of Number of Trials Per Person</td>
</tr>
<tr>
<td>Average Response Time</td>
</tr>
<tr>
<td>Range of Response Time</td>
</tr>
<tr>
<td>Average of Subject-Average Response Time</td>
</tr>
<tr>
<td>Range of Subject-Average Response Time</td>
</tr>
</tbody>
</table>

3.2 Exploratory Data Analysis

Given the similarity in the nature of the CSL and SRT data, the exploratory data analysis of the trial profiles of response time for the CSL data will mirror that from the Phase I report. Just as in the Phase I report, the following exploratory graphs and statistical methods were used to select an appropriate mean structure for a linear model of the trial profiles.

Figure 3.1 plots the trial profiles of response time for each subject by altitude. Each line represents one subject's response times traced over up to 72 trials. The trial profiles appear erratic in that within altitude, there is no obvious visual trend that is common across subjects. Furthermore, it is even hard to discern an average trend at either altitude.
Figure 3.1: Trial Profiles of Response Time by Altitude

Figure 3.2 adds average response times by trial number (red triangles) to the trial profiles shown in Figure 3.1. The red triangles depict some interesting average trends. For example, a “learning effect” is visually apparent for both altitudes. The average response time for the initial trial is the largest observed average response time, followed by a decrease in average response time for both altitudes. With the exception of a cluster of lower average response times in the final trials for the sea level subjects, the red triangles do not illustrate any striking differences in the average trial profiles between the two altitudes.
Figure 3.3 includes a loess curve fit to the trial data. This smooth fit provides an appealing graphical summary of the relationship between response time and trial number. While there are certainly humps in the curves, both curves exhibit a smooth overall shape. That is, it appears that wiggliness is often cause by small changes within small windows of trials, rather than representative of a larger trend. Imposing loess curves on the plots of trial profiles facilitates visualization of differences and – in the case of this CSL data – similarities. For both the above sea level subjects and the sea level subjects we observe: (1) similar variability around the loess curve, (2) a steep decrease in average response time in the initial trials, (3) a downward sloping trend for the first ~20 trials, and (4) a slight upward sloping trend in the mid-range of the trial number. The most apparent differences between the average trial profiles between sea level and above sea level subjects are in the last ~20 trials where there is a dip in average response time for sea level subjects, while the above sea level subjects show a stable linear trend.
Using observations from the exploratory data analysis and insight concerning the shape of the curve from the loess, we fit linear statistical models to capture the dependence between response time and trial number. Models of the two altitudes were assessed separately with the goal of identifying a generally applicable model.

3.3.1 Quadratic Regression

Looking past the small humps in the loess curves, the trends appear roughly linear with some curvature. A simple model to capture curvature is quadratic regression: a simple linear regression that includes a quadratic term for trial number.

We observe that this model captures a decent amount of overall curvature in above sea level subjects, but for the sea level subjects it misses a distinct change in slope between trials 40 and 60. For both altitudes, the quadratic model does not adequately fit the steep decline in average response time in the first few trials. Figure 3.4 shows that quadratic polynomial linear regression is useful for assessing the overall shape of the curves, but it misses some subtleties that may represent important differences.
Nonetheless, the smoothness of the green quadratic curves facilitates comparisons of trial profiles: downward sloping for both above sea level and sea level subjects, with the above sea level subject’s trial profile leveling out while the sea level subject’s trial profile continues to decrease.

![Trial Profiles by Altitude: Linear Regression with Quadratic (Green) vs. Loess (Blue)](image)

**Figure 3.4: Trial Profiles by Altitude: Linear Regression with Quadratic (Green) vs. Loess (Blue)**

### 3.3.2 Linear Spline Regression

Using the loess curves as a visual guide, the shape suggests that changes in slope occur after the first few trials, and every 10 or so trials in the mid-range of the number of trials. Accordingly, we chose knots at trial numbers 5, 30, 40 and 50. For details of linear spline regression, please see the Phase I report. Figure 3.5 shows that the linear spline regression with just four knot points captures the important features of the loess curves in Figure 3.3. That is, a set of just five piecewise linear regressions, reasonably depict the shape of the average trial profiles for above sea level and sea level subjects. In contrast to the SRT data, the differences in the CSL trends by altitude appear more in the steepness of slopes rather than the changes in the slope – as the wiggliness of the curves does not seem to tell a story.
Table 3.2 presents estimated coefficients, standard errors, and statistical significance from the linear spline fit with a subject random intercept. This linear mixed model accounts for the correlation within a subject with a trial-constant subject-specific response time effect. In this analysis, we introduce only a random intercept into the linear model. This allows each subject's intercept (average response time) to be different from the others. Similar to previous reports, incorporating the random intercept has little effect on the coefficients, but reduces standard errors because the random effect accounts for some of the variability of the linear spline regression.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Above Sea Level</th>
<th>Sea Level</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interception</td>
<td>1486.9 (87.20)**</td>
<td>1570.9 (84.48)**</td>
<td>1486.92 (82.38)**</td>
</tr>
<tr>
<td>Sea Level</td>
<td></td>
<td>84.01 (123.16)</td>
<td></td>
</tr>
<tr>
<td>Trial Number (Slope: Trials 1-5)</td>
<td>-33.12 (17.11)*</td>
<td>-63.30 (16.62)**</td>
<td>-33.12 (16.18)**</td>
</tr>
<tr>
<td>Sea Level * Trial Number</td>
<td></td>
<td>-30.18 (24.19)</td>
<td></td>
</tr>
<tr>
<td>Spline: Knot at 5 (Change in Slope: 6-30)</td>
<td>26.76 (18.02)</td>
<td>57.52 (17.50)**</td>
<td>26.76 (17.04)</td>
</tr>
<tr>
<td>Spline: Knot at 30 (Change in Slope: 31-40)</td>
<td>14.83 (5.75)**</td>
<td>7.94 (5.56)</td>
<td>14.83 (5.44)**</td>
</tr>
<tr>
<td>Spline: Knot at 40 (Change in Slope: 41-50)</td>
<td>-12.18 (8.46)</td>
<td>2.45 (8.07)</td>
<td>-12.18 (7.91)</td>
</tr>
</tbody>
</table>
Spline: Knot at 50 (Change in Slope: 51-72)  3.75 (6.19)  -12.40 (5.99)**  3.75 (5.85)
Sea Level * Spline: Knot at 5^  30.76 (25.47)
Sea Level * Spline: Knot at 30^  -6.89 (8.11)
Sea Level * Spline: Knot at 40^  14.63 (11.77)
Sea Level * Spline: Knot at 50^  -16.15 (8.73)*

<table>
<thead>
<tr>
<th></th>
<th>Random Intercept Variance</th>
<th>Residual Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>44271</td>
<td>129724</td>
</tr>
<tr>
<td></td>
<td>33125</td>
<td>99169</td>
</tr>
<tr>
<td></td>
<td>39318</td>
<td>116005</td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.
^ The additional change in slope for sea level subjects.

At both altitudes, there is a statistically significant negative slope between trials 1 and 5: -33.12 and -63.30 for above sea level and sea level subjects, respectively. For the sea level model, there is a statistically significant change in slope at trial 5 and trial 50. Both of these changes in slope result in an average trial profile that continues to be negatively sloped, but less so as compared to the initial “learning effect.” For example, the initial slope of -63.30 changes by 57.52 to -5.78 between trials 6 and 30: -63.60 is much more negative than -5.78. For the above sea level model, the only statistically significant change in slope is at trial 30, where the trial profile goes from having a negative slope (-6.36) to a positive slope (8.47); this is about the point where the trial profile levels out.

These results suggest possible differences in average response time patterns for subjects at different altitudes. Both altitudes exhibit an initial learning effect; the average response times show a downward slope in the first 5 or so trials. However, while the above sea level subjects level-out on average, the sea level subjects exhibit a continued learning, particularly in the last 20 trials.

We can formally test for differences in mean profiles for each altitude by fitting one model that has interaction terms for altitude level (see Table 3.2, the “combined” column, for estimated coefficients, standard errors and statistical significance). In this model, only the change in slope at the last knot point is statistically significantly different between altitudes. At trial 50, the sea level subjects exhibit a large negative change in slope, while the above sea level subjects show a small positive change (which is not statistically significant). The difference in the initial “learning effect” between about sea level and sea level is not statistically significant, even though it is quite large (30.76). Figure 3.6 presents the estimated linear spline fit for above sea level and sea level subjects in the CSL altitude data. The difference in scale, as compared to Figure 3.5, clarifies the similarities and differences in levels and changes of slope.
In contrast to the results from analysis of the SRT data, the interesting differences in response time trial profiles for the CSL data are in the differences in the steepness of the slopes rather than the shape of the curves (i.e. the curvature and the wiggliness). Table 3.3 presents the value and statistical significance of the slope for each set of trials (as defined by the knot points). The results are consistent with the results and discussion of changes in slope from the linear spline mixed model. That is, the only statistically significant difference in slope between sea level and above sea level subjects is after trial 50, where the slope for above sea level subjects is .03 and for sea level subjects is -7.79 (which is statistically significantly different than zero). As before, while the slope of the initial “learning effect” is sharply negative and statistically significant for each altitude, the difference in this slope between altitudes is large but not statistically significant.

Table 3.3: Test of Slopes from Linear Mixed Model

<table>
<thead>
<tr>
<th>Trial Number Range</th>
<th>Above Sea Level</th>
<th>Sea Level</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
<td>Estimate (s.e.)</td>
</tr>
<tr>
<td>1-5</td>
<td>-33.12 (17.11)*</td>
<td>-63.30 (16.62)**</td>
<td>-30.18 (24.19)</td>
</tr>
<tr>
<td>6-30</td>
<td>-6.37 (1.80)**</td>
<td>-5.78 (1.74)**</td>
<td>0.59 (2.54)</td>
</tr>
<tr>
<td>31-40</td>
<td>8.46 (4.50)*</td>
<td>2.16 (4.35)</td>
<td>-6.30 (6.34)</td>
</tr>
<tr>
<td>41-50</td>
<td>-3.72 (4.61)</td>
<td>4.61 (4.46)</td>
<td>8.34 (6.50)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>0.03 (2.21)</td>
<td>-7.79 (2.14)**</td>
<td>-7.82 (3.11)**</td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively

Looking at Figure 3.6 and Table 3.3 together, we see that the average trial profiles are more or less parallel, with the sea level subjects exhibiting a lower average response time throughout the trial period.
The most striking difference is the divergence in the average trial profiles at the end of the trial period, where above sea level subjects maintain a flat profile (a not statistically significant slope of 0.03) while average response time for sea level subjects significantly declines (a statistically significant slope of -7.79).

3.4 Comparison to SRT Linear Spline Model

While the nature of the SRT and CSL data are similar, they are administered to measure different characteristics of a subject’s cognitive capacity. As such, via exploratory data analysis, we assessed the characteristics of the CSL response time trial profiles independently of model fits from previous analyses of the SRT data. While the exploratory data analysis of the CSL data also indicated localized curvature leading to linear spline models, the chosen knot points differ in the analysis of the CSL and SRT data. The average response time trends appear less variable with fewer localized slope changes in the CSL data. In fact, a linear spline fit that allowed just four changes in slope (i.e. knot points) captures the overall trend. For the SRT data with the full set of 80 trials, the linear spline model allows eight changes of slope. While there are differences in the placement of these knot points, it is important to note that both the SRT and CSL models have a knot point to capture the initial “learning effect” (a knot for trial number 5), and a set of points in the mid-range of trial number. Figure 3.7 shows the linear spline fit from applying the linear spline model used for the SRT data to the CSL data. Certainly this model with more knot points fits the curves well, but is somewhat over-fit as the additional knots are not necessary to tell the same story.
Figure 3.7: Trial Profiles by Altitude: Linear Regression with SRT Splines (Yellow) vs. Loess (Blue)

For comparison purposes, the results from the SRT linear mixed model applied to the CSL data are presented in Table 3.4. We observe few statistically significant changes in slope. This is consistent with the previous findings that the shape and “wiggliness” of the curves in the CSL data are of less interest than the differences in the steepness of the slope. This indicates that not only does the use of too many knot points over-fit the curve, but this approach also masks the differences in the slope of the curve in the last 20 trials for the sea level and above sea level subjects. Thus, while the statistical methodology used to analyze the SRT data are applicable to the CSL data, it is important to assess the average response time trial profiles independently to best capture differences in the trends.

Table 3.4: Linear Spline Mixed Model Results

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Above Sea Level</th>
<th>Sea Level</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1512.34 (90.24)**</td>
<td>1579.82 (86.35)**</td>
<td>1512.34 (85.02)**</td>
</tr>
<tr>
<td>Sea Level</td>
<td></td>
<td></td>
<td>67.47 (126.65)</td>
</tr>
<tr>
<td>Trial Number (Slope: Trials 1-5)</td>
<td>-44.12 (19.51)**</td>
<td>-67.75 (18.84)**</td>
<td>-44.12 (18.41)**</td>
</tr>
<tr>
<td>Sea Level * Trial Number</td>
<td></td>
<td></td>
<td>-23.64 (27.52)</td>
</tr>
<tr>
<td>Spline: Knot at 5 (Change in Slope: 6-15)</td>
<td>44.73 (23.36)*</td>
<td>65.03 (22.55)**</td>
<td>44.73 (22.04)**</td>
</tr>
<tr>
<td>Splines: Knot at 15 (Change in Slope: 16-25)</td>
<td>-13.23 (10.06)</td>
<td>-6.30 (9.68)</td>
<td>-13.23 (9.49)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Splines: Knot at 25 (Change in Slope: 26-35)</td>
<td>16.06 (9.52)*</td>
<td>7.54 (9.16)</td>
<td>16.06 (8.98)*</td>
</tr>
<tr>
<td>Splines: Knot at 35 (Change in Slope: 36-45)</td>
<td>-0.53 (9.90)</td>
<td>7.37 (8.53)</td>
<td>-0.53 (9.34)</td>
</tr>
<tr>
<td>Splines: Knot at 45 (Change in Slope: 46-50)</td>
<td>-11.94 (17.06)</td>
<td>-5.73 (16.35)</td>
<td>-11.94 (16.09)</td>
</tr>
<tr>
<td>Splines: Knot at 50 (Change in Slope: 51-55)</td>
<td>19.48 (23.62)</td>
<td>-2.50 (22.71)</td>
<td>19.48 (22.29)</td>
</tr>
<tr>
<td>Splines: Knot at 55 (Change in Slope: 56-65)</td>
<td>-13.50 (17.34)</td>
<td>-11.37 (16.67)</td>
<td>-13.50 (16.36)</td>
</tr>
<tr>
<td>Splines: Knot at 65 (Change in Slope: 66-80)</td>
<td>0.75 (14.45)</td>
<td>18.77 (13.88)</td>
<td>0.75 (13.63)</td>
</tr>
</tbody>
</table>

Sea Level * Spline: Knot at 5

<table>
<thead>
<tr>
<th></th>
<th>20.30 (32.95)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea Level * Spline: Knot at 15^</td>
<td>6.93 (14.16)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 25^</td>
<td>-8.51 (13.40)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 35^</td>
<td>7.90 (13.74)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 45^</td>
<td>6.21 (23.96)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 50^</td>
<td>-21.99 (33.24)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 55^</td>
<td>2.13 (24.40)</td>
</tr>
<tr>
<td>Sea Level * Spline: Knot at 65^</td>
<td>18.01 (24.40)</td>
</tr>
</tbody>
</table>

Random Intercept Variance 44682 33122 39395
Residual Variance 131516 99296 117062

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.
^ The additional change in slope for sea level subjects.

3.5 Conclusion

This section presents exploratory analysis and modeling results of sea level and above sea level subjects in the CSL altitude data. We observe that a linear spline analysis – with just a few points of slope change – captures the overall shape of the trial profiles. There is some wiggliness in the shape of the curves; however, the more distinct differences between sea level and above sea level subjects appear in the magnitudes of the slopes, rather than the changes in slope. The “learning effect” is observed at both altitudes, but is steeper for sea level subjects (though the difference is not statistically significant). Furthermore, the above sea level subjects show a relatively steady decrease then plateau of average response time, while the sea level subjects exhibit continued “learning” in the last 20 trials. These differences are harder to distinguish via the estimated model coefficients when simply applying the SRT model to the CSL data, indicating that a tailored set of knot points in a linear spline regression should be considered for different measures of cognitive ability.
This memo summarizes recent results from ongoing work on the “Repeated Measures” project. The overarching goal of this project is to identify quantitative methods that can be used to distinguish a “normal” from a “non-normal” individual based on DANA response patterns. These methods could ultimately be used to identify individuals whose cognitive efficiency patterns have been unfavorably impacted by age-related cognitive decline, sleep disturbances, depression, sports-related head injury, or battle-related head injuries.

**SUMMARY OF THE PHASE IV REPORT**

- The overall objective of the work is to identify a group or groups of subjects whose repeated testing results differ from a group of “normal” subjects.
- Four data sets were used in various ways.
  - Ft. Hood data set
    - “Healthy” (n= 219; CES <= 8, no head injury, PHQ <= 9, and PCL < 50.)
    - “Unhealthy,” (n=98)
  - Air Force data set
    - “Normal” cadets (n=153)
    - Cadets reporting concussion (n=6)
  - Altitude data set
    - People at sea level (n=17)
    - People at extreme altitude (n=21)
  - Burke/aging data
    - Healthy seniors (n=22)
• Alzheimer’s patients (n=10)
• Two statistical approaches were used.
  o k-means clustering
  o Group-based trajectory modeling
• For each statistical approach, we first forced the “normal” data into two groups, and then we forced the same data into three groups.
  o N=389 (normals from Ft. Hood, Air Force, and altitude)
  o N=170 (normals from Air Force and altitude)
• After identifying the clusters using “normal” data, we brought in data for “non-normals” (e.g. “unhealthy” Ft. Hood service members, concussed cadets, hypoxic subjects, Alzheimer’s patients).
  o Goal: Determine how many “non-normal” people from each data set fall into each previously-defined cluster that was based on “normal” data.
  o How many “known non-normal” people will be classified into the worst “normal” group?
• Most work was conducted with SRT data; some was conducted with CSL data.

**BOTTOM LINE AND POTENTIAL NEXT STEPS**
• Results from the two statistical methods were very similar.
  o Both methods identify large groups with lower and stable mean response times as well as a small group with mean response times that are both longer and more variable over time.
  o The fact that the two methods largely agree on the clusters that are hidden in the data indicates that they (the clusters) are relatively solid in a statistical sense.
  o It is unlikely that we need to expand the pool of normals to refine the clusters because our results were very similar when we examined clusters that were based on 170 normals and clusters that were based on 389 normals.
• These results are preliminary because the models have not been validated.
• These results are heavily focused on SRT.
  o These methods can be easily applied to other DANA tests.
• A classification rule can be developed using the existing data and will require the following steps:
  o Divide the data into a “development or testing” data set and a “validation” data set.
    • A validation group typically consists of 25% of subjects in the full data set, and the development/testing group is the other 75%.
  o Develop a model to identify “non-normal” subjects using the 75% of subjects that comprise the “development” group.
    • Include covariates (e.g. age, medial history) that are predictive of group membership
Apply this model to the 25% of subjects in the validation data set and classify each subject into the appropriate group.

- Compute measures of fit for this group.

**ISSUES FOR CONSIDERATION FOR NEXT STEPS**

- As a group, we decide how sensitive and specific any future decision rule will be based on how we approach these next steps.
- In developing a decision rule, do we aim for “larger” or “smaller” groups of “non-normals”?
  - Sensitivity vs. specificity?
  - What percentage of “non-normals” is realistic and/or clinically appropriate?
    - Does this percentage differ in various settings?
  - How do we “value” false positives vs. false negatives?
    - How might future users value this tradeoff?
- There are a number of ways that DANA tests can be used individually and in combination for development of a decision rule that ultimately classifies an individual as normal or not normal.
  - We could set up a two-stage screening process where we select an initial test(s) to potentially identify large numbers of subjects for further screening, and do a second test to create a “tighter” group of “non-normals.”
    - Use the first test to cast a “wide net”
    - Use additional tests to reduce the size of the net (enhance specificity)
  - We could select several DANA tests and use these tests to develop a summary score that is used for classification.
    - We could force the data for each selected test into three clusters
    - Assign a score of 0, 1, or 2 to each individual for each test
    - Sum an individual’s scores and develop a decision rule based on the summary score
  - Other options can also be explored or developed
- How many DANA subtests do we want to use for the purpose of identifying non-normals?
  - This has potential implications for the complexity of the rule
  - A more complex rule may only perform marginally better than a simpler one
OVERVIEW

The goal of these analyses is to identify a group or groups of subjects whose repeated testing results differ from a group of “normal” subjects. In practice, it is often a challenge that subjects are not predefined as “normal” or “abnormal.” This leads to the need to look for groups within a data set that are similar in behavior over the course of a given longitudinal trajectory. We selected strategies that rely on statistical methods that fall in the category of unsupervised learning techniques. This is a type of machine learning algorithm that is used to draw inferences from datasets consisting of input data without labeled responses (e.g. normal or non-normal). These approaches are used for exploratory data analysis to find hidden patterns or groupings in data. With this approach, the current state (e.g., normal, abnormal) of the individual is not used to identify predictors of that state; rather the data are divided in a systematic manner into groups that behave similarly.

The analyses in this report used two statistical methods: k-means clustering and group-based trajectory modeling. Results from each method are presented separately, and a comparison of the two is presented at the end of the report.

K-MEANS CLUSTERING

The goal of k-means clustering is to partition a population of n subjects into k groups whose trajectories are similar to each other. Each longitudinal trajectory is then placed into the cluster to which it is “closest.” This method is widely used in data mining and genetic analysis. It is also straightforward to apply and allows for a mechanism to classify any new subjects who were not part of the original analysis sample. The latter feature is directly relevant to the ultimate goal of this line of investigation. To classify a new subject, the distance between the new subject’s trajectory and the center of each cluster is calculated, and the subject is then classified into the group to which it is closest. A notable disadvantage of the k-means clustering approach is that potentially important predictors such as age or health history cannot be used as part of the process by which subjects are partitioned into groups.

K-means clustering was applied to both the SRT and CSL data sets for the Ft. Hood, Air Force, and altitude data sets, and it was implemented using the kml package in R. In these analyses, the data for “normal” people in the Ft. Hood, Air Force, and altitude data sets were forced into two groups, and then into three groups.

In addition to providing estimated clusters of subjects’ longitudinal profiles, the clusters that result from k-means can be used to predict cluster membership of individuals who were not included in the estimation of the k-means clusters (i.e. “out-of-sample predictions”). For example, we can first identify clusters from the full set of 389 “normal” subjects, then use this information to predict cluster membership of the seniors with Alzheimer’s who were in the Burke study.

This prediction is done by calculating the Minkowski distance between a subject’s individual trajectory and the center of the cluster that is calculated for each group. In this report, we look at two cases of the Minkowski distance for determining out-of-sample prediction: Euclidean (p=2) and Manhattan (p=1). The Minkowski distance is defined as:
\[ d(y_i, \bar{y}_k) = \left( \sum_{t=1}^{T} |y_{it} - \bar{y}_{kt}|^p \right)^{1/p} \]

where \( y_i \) is the vector of 40 simple reaction times for subject \( i \) and \( \bar{y}_k \) is the vector of 40 mean simple reaction times calculated from the subjects classified in cluster \( k \). These vectors have elements \( y_{it} \) and \( \bar{y}_{kt} \), the SRT measurement at trial number \( t \). Each subject is then classified into the group to which it is closest, i.e. where \( d(y_i, \bar{y}_k) \) is smallest.

This classification is a simple decision rule for identifying “non-normal” subjects – it finds those that look most like the “non-normal” group among the “normal” subjects that are identified via the k-means clustering procedure. These classifications provide insight as to how useful the information from the estimated clusters is in distinguishing “normal” from “non-normal” subjects.

**SRT results using k-means clustering**

Two sets of k-means clustering analyses were fit to two sets of “normal data”. We initially had access to “normal” data from the Air Force and altitude data sets. Subsequently, we more than doubled the number of normals by adding normal from the Ft. Hood data set. Results are presented for both sets of analyses.

- The “full normal data set” of 389 subjects:
  - 219 “normal” Ft. Hood subjects
  - 153 non-concussed Air Force cadets
  - 17 subjects at sea level
- A “reduced normal data set” of 170 “normal” subjects that excluded the Ft. Hood data
  - 153 non-concussed Air Force cadets
  - 17 subjects at sea level

**Full normal data set analysis (N = 389 subjects)**

Two-group analysis

When the data are forced into two groups, the k-means cluster analysis assigns 75.6% of the 389 “normal” subjects to cluster A and the remaining 24.4% of the subjects to cluster B. Cluster A represents subjects with lower and stable mean response times, whereas cluster B captures subjects with higher and slightly more variable mean response times. The plot below shows the estimated mean trajectories for the two clusters that were obtained from the k-means clustering analysis.
Using these two clusters, we then predicted the cluster assignment for the out-of-sample/“non-normal” subjects in various datasets. These individuals included the above sea level altitude subjects, concussed Air Force cadets, “non-normal” Ft. Hood subjects, healthy seniors, and seniors with Alzheimer’s.

Table 1 presents data on how the out-of-sample/non-normal subjects were classified into cluster A vs. cluster B, using either the Manhattan or Euclidean distance. We observe that the Euclidean distance generally classifies a similar or larger proportion of the “non-normal” subjects to cluster B (the cluster with higher and more variable mean SRT response times) than the Manhattan distance.

Overall, all groups of “non-normal” subjects are classified into cluster B in higher numbers than the “normal” subjects on which the clustering analysis is based. That is, 24.4% of the subjects on which the clusters were defined were placed in cluster B (see figure above), but larger proportions of all the groups that are known to be non-normal fall into cluster B using the Euclidean distance. We find that all senior subjects are classified into cluster B, whereas between about 33% and 48% of subjects from the other datasets are classified in cluster B.
### Table 1: Out-of-Sample Class Predictions, 2 Clusters, Full Data

<table>
<thead>
<tr>
<th>Group</th>
<th>Manhattan Distance</th>
<th>Euclidean Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Above Sea Level</td>
<td>16 (76.2%)</td>
<td>5 (23.8%)</td>
</tr>
<tr>
<td>Concussed Cadets</td>
<td>5 (83.3%)</td>
<td>1 (16.7%)</td>
</tr>
<tr>
<td>Ft. Hood Non-Healthy</td>
<td>74 (75.5%)</td>
<td>24 (24.5%)</td>
</tr>
<tr>
<td>Healthy Seniors</td>
<td>0 (0%)</td>
<td>22 (100%)</td>
</tr>
<tr>
<td>Alzheimer Seniors*</td>
<td>1 (10%)</td>
<td>9 (90%)</td>
</tr>
</tbody>
</table>

* Based on only 25 trials.

#### Three-group analysis

When the data are forced into three groups, the k-means cluster analysis assigns 53.7% of the 389 “normal” subjects to cluster A, 41.9% to cluster B, and 4.4% to cluster C. Cluster A contains subjects with lower and stable mean response times, cluster B captures subjects with higher but still relatively stable mean response times, and cluster C has subjects with larger and more variable mean response times. The plot below shows the estimated mean trajectories for the three clusters obtained from the k-means clustering analysis.

![kml: Healthy, Sea Level & Ft. Hood, 3 Clusters](image)

Once again, we look at out-of-sample subjects with a known, non-normal feature to see how they are classified across these groups.
Table 2 presents the number of each set of subjects classified into clusters A, B, and C assuming either the Manhattan or Euclidean distance. As in the two-cluster analyses, we observe that the Euclidean distance generally classifies a similar or smaller proportion of the “non-normal” subjects to cluster A (the most “normal” cluster) than the Manhattan distance. We see that all senior subjects are classified into either cluster B or C, where the split between cluster B and C is close to 50/50. On the other hand, between about 38% and 50% of subjects from the other datasets are classified in cluster A, where the majority of subjects classified into the “non-normal” clusters (B and C) are assigned to the intermediate cluster B.

Overall, as compared to the two-group analysis, the three-group analysis classified a smaller proportion of “non-normal” subjects into the most “normal” cluster (cluster A). That is, the three group approach placed more non-normal people in the less favorable performance clusters. Furthermore, these “non-normal” subjects are classified into cluster A at a lower rate than the “normal” subjects (53.7% in Figure above) on which the clustering analysis is based, although this difference for the concussed cadets and Ft. Hood non-healthy subjects is small.

<table>
<thead>
<tr>
<th>Group</th>
<th>Manhattan Distance</th>
<th></th>
<th>Euclidean Distance</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>A</td>
</tr>
<tr>
<td>Above Sea Level</td>
<td>12 (57.1%)</td>
<td>7 (33.3%)</td>
<td>2 (9.5%)</td>
<td>8 (38.1%)</td>
</tr>
<tr>
<td>Concussed Cadets</td>
<td>3 (50.0%)</td>
<td>2 (33.3%)</td>
<td>1 (16.7%)</td>
<td>3 (50.0%)</td>
</tr>
<tr>
<td>Ft. Hood Non-Healthy</td>
<td>60 (61.2%)</td>
<td>36 (46.7%)</td>
<td>2 (2.0%)</td>
<td>49 (50.0%)</td>
</tr>
<tr>
<td>Healthy Seniors</td>
<td>0</td>
<td>9 (40.9%)</td>
<td>13 (59.1%)</td>
<td>0</td>
</tr>
<tr>
<td>Alzheimer Seniors*</td>
<td>0</td>
<td>5 (50.0%)</td>
<td>5 (50.0%)</td>
<td>0</td>
</tr>
</tbody>
</table>

* Based on only 25 trials.

Reduced Data Set: Air Force and Altitude data analysis (N = 170 subjects)

Two-group analysis

When two groups are forced, the k-means cluster analysis assigns 83.5% of the 170 subjects to cluster A and 16.5% of the subjects to cluster B. A slightly larger proportion of subjects are assigned to cluster A in this reduced set analysis than in the earlier analysis that included the Ft. Hood normal in the full data set (83.5% vs. 75.6%). Similar to findings from analyses of the full data set, Cluster A contains subjects with lower and stable mean response times, whereas cluster B captures subjects with higher and slightly more variable mean response times. The plot below shows the estimated mean trajectories for the two clusters obtained from the k-means clustering analysis of the reduced (n=170) data set.
We then determined how frequently the clusters that were derived from the reduced data set place non-normals in cluster B. Table 3 presents the number of each of the non-normal groups that was classified into cluster A vs. cluster B. The Euclidean distance results are very similar to those we observed from the full set of data (n=389), with the exception of a slight decrease in the cluster B assignments of “non-healthy” Ft. Hood subjects. This finding indicates that the decision rule performs slightly better for Ft. Hood non-normals when Ft. Hood “normal” subjects are included in the analyses that define the clusters. Because the Ft. Hood data is not used in the estimation of the k-means clusters in the reduced data set, we can use these data to predict the cluster assignment of the “healthy” Ft. Hood subjects. We find that over 70% of these “normal” subjects are classified into cluster A. Interestingly, the remainder of the Ft. Hood “normal” group is classified in cluster B.

**Table 3: Out-of-Sample Class Predictions, 2 Clusters, Reduced Data**

<table>
<thead>
<tr>
<th>Group</th>
<th>Manhattan Distance</th>
<th></th>
<th></th>
<th>Euclidean Distance</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td></td>
<td></td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Above Sea Level</td>
<td>16 (76.2%)</td>
<td>5 (23.8%)</td>
<td>11 (52.4%)</td>
<td>10 (47.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concussed Cadets</td>
<td>5 (83.3%)</td>
<td>1 (16.7%)</td>
<td>4 (66.7%)</td>
<td>2 (33.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ft. Hood Healthy</td>
<td>170 (76.9%)</td>
<td>51 (23.1%)</td>
<td>158 (71.5%)</td>
<td>63 (28.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ft. Hood Non-Healthy</td>
<td>75 (76.5%)</td>
<td>23 (23.5%)</td>
<td>65 (66.3%)</td>
<td>33 (33.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy Seniors</td>
<td>0 (0%)</td>
<td>22 (100%)</td>
<td>0 (0%)</td>
<td>22 (100%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alzheimer Seniors*</td>
<td>1 (10%)</td>
<td>9 (90%)</td>
<td>0 (0%)</td>
<td>10 (100%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Based on only 25 trials.
Three-group analysis

When the reduced data set is forced into three groups, the k-means cluster analysis assigns 56.5% of the 170 subjects to cluster A, 40.6% to cluster B, and 2.94% to cluster C. These assignments are similar to the proportions observed from the full (n=389) set analysis. As in the full data analysis, cluster A contains subjects with lower and stable mean response times, cluster B captures subjects with higher but still relatively stable mean response times, and cluster C contains subjects with even higher and very wiggly mean response times. The plot below shows estimated mean trajectories for the three clusters obtained from the k-means clustering analysis for the n=170 data set.

We return to the “known non-normals” to determine how frequently individuals from these groups are classified into cluster C based on the n=170 data set. Table 4 presents the number of each set of subjects that is classified into each cluster. The Euclidean distance results are very similar to those from the full set of data (n=389), with the exception of a slight decrease in the cluster A assignments of “non-healthy” Ft. Hood subjects. This indicates that the predictions are slightly better when excluding the Ft. Hood data from the cluster analysis because more “non-healthy” Ft. Hood subjects are classified into clusters B and C when the Ft. Hood data are excluded from the estimation of the k-means clusters (57.1% vs. 50.0%). Almost half of the “normal” Ft. Hood subjects are classified into cluster A and about 95% are in either cluster A or B. However, similar results hold for the “non-normal” Ft. Hood subjects.
Table 4: Out-of-Sample Class Predictions, 3 Clusters, Reduced Data

<table>
<thead>
<tr>
<th>Group</th>
<th>Manhattan Distance</th>
<th></th>
<th>Euclidean Distance</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>A</td>
</tr>
<tr>
<td>Above Sea Level</td>
<td>11 (52.4%)</td>
<td>8 (38.1%)</td>
<td>2 (9.5%)</td>
<td>8 (38.1%)</td>
</tr>
<tr>
<td>Concussed Cadets</td>
<td>3 (50.0%)</td>
<td>2 (33.3%)</td>
<td>1 (16.7%)</td>
<td>3 (50.0%)</td>
</tr>
<tr>
<td>Ft. Hood Healthy</td>
<td>123 (55.7%)</td>
<td>90 (40.7%)</td>
<td>8 (3.6%)</td>
<td>108 (48.9%)</td>
</tr>
<tr>
<td>Ft. Hood Non-Healthy</td>
<td>47 (48.0%)</td>
<td>49 (50.0%)</td>
<td>2 (2.0%)</td>
<td>42 (42.9%)</td>
</tr>
<tr>
<td>Healthy Seniors</td>
<td>0</td>
<td>9 (40.9%)</td>
<td>13 (59.1%)</td>
<td>0</td>
</tr>
<tr>
<td>Alzheimer Seniors*</td>
<td>0</td>
<td>6 (60.0%)</td>
<td>4 (40.0%)</td>
<td>0</td>
</tr>
</tbody>
</table>

* Based on only 25 trials.

GROUP-BASED TRAJECTORY MODELING

Group-based trajectory modeling is the second approach that can be applied in an unsupervised learning setting. This modeling approach allows for different models to be fit to each of the identified groups. It is based on a mixture of the models for each group, where “mixture” means that each individual belongs to a given group based on their trajectory and the overall probability of group membership. An advantage of this approach is that it allows for inclusion of covariates such as age, health history, etc. when determining group membership. As in the k-means clustering approach, it is possible to estimate the probability of group membership for any new subjects.

This approach was implemented using PROC TRAJ in SAS. Similar to results that were presented for k-means, the trajectory analyses forced clustering into two and three groups for each of the outcomes and subgroups examined.

SRT results using group-based trajectory modeling

Two sets of trajectory models were fit to the full data set of 389 “normal” subjects and then to the 170 normal subjects from the combined Air Force and altitude data sets. In each case, models contained a quadratic term for time and they assumed that SRT was approximately normally distributed.

Full data set analysis (N = 389 subjects)

Two-group analysis

The output below is from a model that assumed time follows a quadratic model and that the data cluster into two groups. There is a separate model presented for each of the two groups (yellow) with group 2 having a linear term that is larger in absolute value (-3.8988 v. -2.37423). Approximately 79% of subjects are assigned to group 1 and the remaining subjects are assigned to group 2.

Maximum Likelihood Estimates
Model: Censored Normal (CNORM)
The plot below shows the estimated trajectories obtained from the analysis above. Note that these trajectories are very similar to those observed in the k-means cluster analysis that is described earlier in this report.

Plots of trajectories for the full data set (n=389) assuming two clusters
Three group analysis
The models that were fit for the three group analysis are identical to those for two groups, including an assumption of a quadratic model with respect to time. Below is a summary of the model results from this analysis:

| Group | Parameter   | Estimate | Standard Error | T for H0: Parameter=0 | Prob>|T| |
|-------|-------------|----------|----------------|------------------------|--------|
| 1     | Intercept   | 308.65144| 2.74523        | 112.432                | 0.0000 |
|       | Linear      | -2.55731 | 0.29115        | -8.783                 | 0.0000 |
|       | Quadratic   | 0.05331  | 0.00691        | 7.717                  | 0.0000 |
| 2     | Intercept   | 376.64576| 3.85345        | 97.743                 | 0.0000 |
|       | Linear      | -2.85110 | 0.38681        | -7.371                 | 0.0000 |
|       | Quadratic   | 0.05535  | 0.00925        | 5.984                  | 0.0000 |
| 3     | Intercept   | 499.31102| 10.42941       | 47.875                 | 0.0000 |
|       | Linear      | -3.18731 | 1.13813        | -2.800                 | 0.0051 |
|       | Quadratic   | 0.06183  | 0.02780        | 2.224                  | 0.0261 |
|       | Sigma       | 77.14375 | 0.43901        | 175.722                | 0.0000 |
| Group membership |   |          |                |                        |        |
| 1     | (%)         | 59.83332 | 3.03212        | 19.733                 | 0.0000 |
| 2     | (%)         | 35.68415 | 2.93502        | 12.158                 | 0.0000 |
| 3     | (%)         | 4.48253  | 1.07623        | 4.165                  | 0.0000 |

BIC=-89858.08 (N=15528)  BIC=-89835.96 (N=389)  AIC=-89812.18  L=-89800.18

In this case the AIC—a tool to assist with model selection—is smaller for the two group model which would favor the use of two groups; however, the values are not that different between the two models. The figure below presents the plots for the three group analysis. Once again, these results look very similar to those obtained using k-means cluster analysis that was presented earlier.
Plots of trajectories for the full data set assuming three clusters

Reduced Data Set: N = 170 subjects

Two-group analysis
The model presented is identical to the earlier one for two groups, with the exception that it generates groups using the reduced data set that excludes the Ft. Hood “normal.” The output from this model is presented below for each group.

| Group | Parameter   | Estimate | Error   | T for H0: Parameter=0 | Prob > |T| |
|-------|-------------|----------|---------|------------------------|--------|---|
| 1     | Intercept   | 315.93860| 3.41204 | 92.595                 | 0.0000 |
|       | Linear      | -2.26969 | 0.37111 | -6.116                 | 0.0000 |
|       | Quadratic   | 0.04704  | 0.00878 | 5.357                  | 0.0111 |
| 2     | Intercept   | 425.53297| 10.07005| 42.257                 | 0.0000 |
|       | Linear      | -3.27872 | 0.90887 | -3.607                 | 0.0000 |
|       | Quadratic   | 0.05416  | 0.02131 | 2.541                  | 0.0111 |
|       | Sigma       | 78.64789 | 0.67822 | 115.961                | 0.0000 |
Group membership

| Group | (%)   | Estimate | Error   | Parameter=0 | Prob>|T| |
|-------|-------|----------|---------|-------------|------|
| 1     | 84.69217 | 3.16776  | 26.736  | 0.0000      |      |
| 2     | 15.30783 | 3.16776  | 4.832   | 0.0000      |      |

BIC=-39249.70 (N=6768)  BIC=-39234.96 (N=170)  AIC=-39222.42  L=-39214.42

The plot corresponding to this analysis is presented below. Note that there is more variability in this plot when compared to the full data set.

Plots of trajectories for the n=170 (Air Force and Altitude) data sets assuming two clusters

Air force data
Two groups

![Air force data graph]

Three group analysis
The results presented below are for the three group analysis for the reduced (n=170) data set.

Maximum Likelihood Estimates
Model: Censored Normal (CNORM)

| Group | Parameter | Estimate | Error | Parameter=0 | Prob>|T| |
|-------|-----------|----------|-------|-------------|------|
| 1     | Intercept | 303.26562 | 4.12403 | 73.536      | 0.0000 |
| Linear | -2.71330  | 0.44693  | -6.071 | 0.0000      |      |
| Quadratic | 0.05973   | 0.01049  | 5.693  | 0.0000      |      |
In this case, the AIC values are very close, indicating little difference between the two- and three group models. The plots of the trajectories are presented in the figure below.

Plots of trajectories for the n=170 data set, assuming three clusters
**SUMMARY**

*kml* vs. *PROC TRAJ* Classification Comparison

k-means clustering and group-based trajectory modeling rely on different assumptions and different statistical tools. However, these results show that clustering of “normal” subjects using the two methods is very similar. In fact, of the 389 subjects in the full “normal” dataset, we find 97% and 90% agreement in cluster assignment for the 2 cluster and 3 cluster analyses, respectively. Table 5 presents the cross-tabulation of cluster assignment for the two methods.

<table>
<thead>
<tr>
<th>Table 5: PROC TRAJ vs. <em>kml</em> “Healthy” Subjects Classification, Full Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>kmcl Cluster</strong></td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>C</td>
</tr>
</tbody>
</table>

When trajectory modeling and k-means disagree, k-means assigns the subject to the next higher mean response time group. Importantly, because the cluster classifications are so similar between trajectory modeling and k-means, the trial-by-trial means for each cluster are similar. This results in only minor differences in out-of-sample predictions.
We ran several different types of analyses with the goal of developing a classification rule for “normal/abnormal” within the Ft. Hood data set. The following statistical approaches were used:

- Logistic regression with health status as the outcome
- Group based trajectory modeling that included covariates
- Mixed model regression analysis with reaction times over the course of the 40 trials as the outcome

The results of these analyses highlight the need to either define the outcome of “healthy/unhealthy” more carefully or to proceed with the unsupervised learning methods and develop an approach that can be used to better ascertain the usefulness of the groupings that are identified as part of this analysis. One additional important finding arose from the mixed model results and pointed to the fact that much of the information over the course of the tests was available in the first 20-25 trials and will be discussed further below.

**Logistic regression analyses**

We fit a series of logistic regression models to the outcome “healthy/unhealthy” and focused on the development of a series of summary measures for the 40 trials of simple reaction time. In total, seven different summary measures were considered; the mean reaction time over the 40 trials (MEAN), the median reaction time of the 40 trials (MEDIAN), the standard deviation of the reaction time over the 40 trials (SD), the minimum reaction time over the 40 trials (MIN), the maximum reaction time over the 40 trials (MAX), the difference between the maximum and minimum reaction time (DIFF), and the percent difference between the maximum and minimum reaction time computed as 100 * (maximum reaction time – minimum reaction time)/minimum reaction time (%DIFF). A series of logistic regression models were then fit with each of these summary measures and additional covariate for age and gender. The area under the receiver
operating characteristic curve (ROC) was then computed for each measure and is reported in the table below. A ROC value of 0.5 is equivalent to using a fair coin toss for the determination of group membership. Note that the largest ROC value was 0.59. Fitting a model with more variables did not increase this value. In general the “best” summary measures were the maximum reaction time over the course of the 40 trials and the difference between the maximum and minimum response time. Note also that age and gender were better predictors of group membership than the summary measures from the test.

Table 1. Area under the receiver operating characteristic curve for predicting the “healthy/unhealthy” outcome based on a logistic regression model

<table>
<thead>
<tr>
<th>Variables included in the model</th>
<th>Area under the receiver operating characteristic curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age and gender</td>
<td>0.57</td>
</tr>
<tr>
<td>Simple reaction time summary measures</td>
<td></td>
</tr>
<tr>
<td>MEAN</td>
<td>0.53</td>
</tr>
<tr>
<td>MEDIAN</td>
<td>0.53</td>
</tr>
<tr>
<td>SD</td>
<td>0.53</td>
</tr>
<tr>
<td>MIN</td>
<td>0.49</td>
</tr>
<tr>
<td>MAX</td>
<td>0.54</td>
</tr>
<tr>
<td>DIFF</td>
<td>0.54</td>
</tr>
<tr>
<td>%DIFF</td>
<td>0.54</td>
</tr>
<tr>
<td>Age and gender coupled with SRT measures</td>
<td></td>
</tr>
<tr>
<td>AGE, GENDER, MEAN</td>
<td>0.58</td>
</tr>
<tr>
<td>AGE, GENDER, MEDIAN</td>
<td>0.58</td>
</tr>
<tr>
<td>AGE, GENDER, SD</td>
<td>0.58</td>
</tr>
<tr>
<td>AGE, GENDER, MIN</td>
<td>0.57</td>
</tr>
<tr>
<td>AGE, GENDER, MAX</td>
<td>0.59</td>
</tr>
<tr>
<td>AGE, GENDER, DIFF</td>
<td>0.59</td>
</tr>
<tr>
<td>AGE, GENDER, %DIFF</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Group-based trajectory modeling

We ran a series of group-based trajectory models that included the following covariates: health status, age group, and gender. While addition of these covariates changed group membership slightly, they had little effect on the results that were previously presented.
Mixed models of simple reaction time

We fit a series of mixed models to the simple reaction time data with the outcome being the value of simple reaction time and the covariates including the following: time, group membership (healthy/unhealthy) and an interaction term for time by group membership. These models were different from those fit in earlier analyses as time was treated as a class variable so the model did not assume any functional form for time. The results obtained from this modeling exercise were very interesting in that time was not statistically significant after the 20 – 25th trial.

Potential next steps

The results of these analyses pointed out several key results:

1. Summary measures of the 40 trials of simple reaction time are not predictive of “healthy/unhealthy”.
2. Mixed models demonstrated that much of the information is in the early segments of the 40 trials with information trailing off after the 25th trial.
3. Group-based trajectory modeling and cluster analyses can be used to identify three groups with the third group containing fewer than 10% of the subjects and generally having the longest reaction times.

Based on these results next steps can include:

1. Refine the definition of “unhealthy” to make it more restrictive.
2. Focus on unsupervised methods applied only to the sub groups of healthy and unhealthy to see if these methods identify groups that may be of further interest.
3. Include results from other tests in the analysis. This can be done first with the logistic regression approach as well as the unsupervised approaches.

Additional analyses should be well-planned with care given to the best overall approach of supervised vs unsupervised learning coupled with a methodology to better identify “unhealthy”. For example, an unsupervised approach can be used to create “rules” for identifying “unhealthy” individuals in a larger data set. These rules can then be applied to a smaller set of subjects who have a more extensive health assessment and a better refined definition of “unhealthy” to assess the overall usefulness of the battery of tests in this setting.
Summary of trial-by-trial-level analyses

Although much has been published on summary statistics of multi-trial cognitive function tests, little has been done to leverage all the trial data upon which these summary measures are based. It may be possible to use these data in ways that can improve on current strategies to identify people with head injury, depression, PTSD, and age-related cognitive decline. Is possible, these strategies could have direct application to mission readiness among military personnel. This document summarizes work that has been done by AnthroTronix to explore how the repeated measures that are collected during computerized cognitive testing might be used to design new ways to identify various types of clinically relevant abnormalities that inform on mission readiness. This work used multiple data sets – both military and civilian – to pursue this line of investigation.

Among the most challenging aspects of this work was to use repeated measures to identify people who are within and outside the “normal” range of values. Some of our early results on simple reaction time are presented below for young, healthy individuals who received cognitive testing at sea level and at extreme altitude. By using simple trial-specific means in combination with smoothing and modeling techniques, we showed that, among the same individuals who were testing in different settings (sea level and altitude), repeated measures of reaction time at altitude were less favorable and did not stabilize over time as they did among the same individuals at sea level.

These results showed differences in the shape of the curves over time between the two testing conditions and led us to extend this work to other data sets to determine if this line of inquiry continued to hold promise. In a related set of analyses, we used data collected from Air Force Academy cadets, some of whom reported concussion, to examine how our earlier analyses could be applied in the setting of head injury.
Despite the relatively small number of cadets reporting head injury, our results were remarkably consistent with findings from the altitude data set. The differences in the shape of the average response time trial profile suggest the possibility of a tool for distinguishing non-normal subjects from normal subjects.

Because the typical concussed subject's trial profile was somewhat erratic, it may be possible to implement a smoother at the subject level to pick up any distinct shape in the profile as compared to the average trial profiles. These techniques are common in functional data analysis. Mixed models also offer a possibility for distinguishing non-normal subjects from normal subjects. The random intercept model implemented for these analyses produces estimates of subject-specific shifts from the average response time. It may be useful to extend these models to incorporate random slopes, which produce subject-specific estimates of changes in slope from the average changes in slope. Further investigation into the utility of subject-specific random intercepts/slopes and subject-level smoothers is well suited to efforts aimed at identifying non-normal subjects.

Beyond these concepts, we were also interested in whether these approaches could be used with cognitive tests other than reaction time.
The figure above summarizes code sub-learning results from young, healthy individuals in the altitude data sets. The figure shows that for this test, hypoxia results in less favorable results over time, with a notably less favorable learning response in later trials.

Additional work extended these analyses to data collected among active duty personnel at Ft. Hood, and to older adults. The objective was to define a classification scheme in which response patterns could be used to develop a reasonably precise tool to distinguish normal from non-normal. In practice, it is often a challenge that subjects are not predefined as “normal” or “abnormal.” This leads to the need to look for groups within a data set that are similar in behavior over the course of a given longitudinal trajectory. We selected strategies that rely on statistical methods that fall in the category of unsupervised learning techniques. This is a type of machine learning algorithm that is used to draw inferences from datasets consisting of input data without labeled responses (e.g. normal or non-normal). These approaches were used for exploratory data analysis to find hidden patterns or groupings in data. With this approach, the current state (e.g., normal, abnormal) of the individual is not used to identify predictors of that state; rather the data are divided in a systematic manner into groups that behave similarly.
An example of this work is shown above, in which data from Ft. Hood and the altitude data set were combined and used to identify clusters of response trajectories that fell into natural groups that could then be used to distinguish normal from non-normal. In this example, about 95% of subjects fell into two clusters that had relatively smooth response patterns, one of which had a higher mean than the other, and the remaining 5% of subjects fell into a group with an even higher mean and unstable response pattern. We examined this statistical approach using two distinct strategies, and these yielded remarkably consistent results, as shown in the figure below.
We also applied the \( k \)-means clustering technique to a sample of college athletes. DANA was administered to all athletes for preseason baseline testing. Then, all participants were followed over the course of the season, and if they sustained a concussion, they were re-administered DANA within 24 hours of their head injury. The figure below shows trajectories for baseline testing on the Simple Reaction Time 1 subtest.
Similar to the analyses reported above, the three clusters identified correspond to a relatively fast and stable group (A), a somewhat slower and more variable group (B), and finally, a much slower and much more variable group (C). The clustering results for the Simple Reaction Time 2 subtests were similar as shown below:

These clusters can be used to categorize new trajectories from new subjects. For example, if a subject is suspected of having a concussion and their post-injury response time trajectory is most similar to group C, the slowest and most variable group, then this subject's performance would be unusually poor, suggesting further follow-up.
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ABSTRACT

Computerized cognitive testing quantifies performance by generating a mean from multiple trials of a given test, such as simple reaction time (SRT). This report takes advantage of the richness of trial-by-trial SRT data to explore a method that distinguishes groups from each other based on the pattern, rather than the mean of their responses. Using two data sets that include subjects with altitude-induced hypoxia and concussion, as well as study-specific controls for these exposed subjects, we fit loess curves that provided a graphical summary of the relationship between response time and trial number. Based on these shapes, we used spline regression to fit models to localized areas of group-specific curves, and then used these models to determine whether the slopes of the curves differed between groups at various points across 40 SRT trials. We observed significant differences in the slopes of SRT response curves between concussed and non-concussed individuals and among individuals at sea level and then at extreme altitude. Differences in the patterns of these curves suggested less favorable SRT performance among concussed and hypoxic subjects despite the similar mean SRT among concussed and non-concussed individuals. We present the clinical implications of further developing this method to evaluate an individual’s response pattern against a normative pattern for the purposes of detecting cognitive deficit.
Introduction

Cognitive testing has many applications, including screening, patient care, and drug development.\textsuperscript{1-6} Cullen’s review\textsuperscript{1} of thirty-nine cognitive screening tools highlights the breadth of available testing strategies, as well as some of the challenges associated with using these tools for differential diagnosis and longitudinal assessment. Cognitive testing batteries often evaluate numerous functions (e.g. memory, visual construction, reasoning, etc.), and in many cases, subtests involve multiple trials that are collapsed into a summary score, often a mean. In turn, these summary scores—used alone, or in combination with summary scores from other cognitive subtests—are used to globally assess cognitive health and progression of cognitive decline over time. This aggregated approach assumes that (1) a mean provides an accurate reflection of response times across trials, and (2) no clinically relevant information can be gleaned from the shape of an individual’s response curve across the trials.

With these assumptions in mind, summary scores are often collapsed into categorization schemes that place cognitive status in a binary (impaired/not impaired) or ordinal (normal/mild impairment/moderate impairment/severe impairment) evaluation framework. This is true for traditional neuropsychological cognitive batteries, brief neurocognitive screening tools, as well as for both “pen and paper” scoring and some computerized applications.\textsuperscript{1,6-8} The traditional practice of using binary or ordinal scoring frameworks to detect cognitive deficits has important limitations. First, this approach is constrained by the maxim value dictated by the sum of scores on the component tests. Ceiling effects have been shown to be problematic in a number of settings, and these limitations can become exacerbated in longitudinal research.\textsuperscript{9} A second limitation concerns a scenario in which pooling sub-scores can mask cognitive impairment on one subtest while still yielding a favorable overall score. A third limitation involves the assumption that underpins use of mean scores as a tool to summarize a series of individual trials: Using means to summarize a series of measures assumes that the clinical utility of the measures lies entirely in a single overall score, rather than in potentially informative patterns of fluctuation over the course of many trials.

A longstanding reliance on summary measures has resulted in failure to optimize use of information that is readily available from individual trials in many computerized cognition tests.
For example, simple reaction time (SRT) assesses psychomotor speed—often in response to a visual stimulus. This test can generate numerous summary variables including: the number of early responses; the number of trials in which no response occurred; number of completed trials; mean of completed reaction times, and standard deviation of completed reaction times.\textsuperscript{10} While older reaction time studies involved as many as 100 trials,\textsuperscript{11} newer ones often have between 20 and 50.\textsuperscript{1,10,12,13} Regardless of the number of trials, SRT summary scores have been used as a means to describe an individual’s global performance on this subtest without regard to quantifying the shape of the curve that is generated by performance on each trial.

Against this backdrop, new technologies allow capture, export, and analysis of computerized cognitive testing data in a manner that facilitates examination of trial-by-trial data, potentially unlocking applications of this information that are new, highly quantitative, and clinically relevant. Methods to quantify subtle patterns across a series of cognitive subtest trials could reveal previously-unidentified deficits and perhaps the etiology of some forms of cognitive dysfunction. We describe one such method and apply it to two data sets: a study of college students who engaged in cognitive testing at sea level and at extreme altitude, and a study of concussed and non-concussed college athletes.

\section*{Materials and Methods}

DANA is a hand-held, FDA-cleared clinical neurocognitive assessment tool that measures and tracks changes in cognitive efficiency by measuring response speed and accuracy.\textsuperscript{14} DANA includes eight cognitive tests and seven psychological questionnaires that measure multiple aspects of brain health. DANA has been validated in diverse military and civilian research settings.\textsuperscript{14-16} It assesses reaction time by measuring the time between when an on-screen stimulus is triggered and when it records either capacitance or force on the screen. DANA’s subtests (SRT, code substitution, procedural reaction time, spatial processing, go/no go, and memory search) include multiple trials within each testing protocol, and DANA records and timestamps the response input for each trial. The SRT subtest consists of 40 trials. Subjects are presented with a stimulus in the center of the screen and asked to respond as quickly as possible. DANA tracks whether a participant did not respond on a given trial (“lapsed” trials) or
responded too quickly (“fast” trials). Both of these responses are potential sources of measurement error, and they are reported separately for each subtest. Using the trial-by-trial response time data, DANA calculates summary measures for each participant. These include mean, median, and standard deviations of all reaction times for each subtest. We focus on SRT because our previous work showed that it is sensitive to hypoxic impairment, and this test has also been used to identify deficits in Alzheimer’s disease, mild cognitive impairment, Parkinson’s disease, depression, and insomnia.16-22

This report uses DANA’s trial-by-trial SRT data from two studies. The first administered DANA to the same individuals at sea level and at extreme altitude (the “altitude data set”), and the second study administered DANA to two groups of college students, one with, and the other without concussion (the “concussion data set”). The altitude study has been described.23 Briefly, 21 healthy, physically active subjects (12 males and 9 females, average age 20.8 yrs, range 19–23 yrs) were studied first at 130m and then again at 5,260m. The concussion study involved 159 college students, 6 of whom had self-reported concussion.15 The altitude study was performed according to the Declaration of Helsinki and was approved by the Institutional Review Boards of the University of Colorado and the University of Oregon, as well as the Human Research Protection Office of the US Department of Defense. Data for the concussion study were collected under the U.S. Air Force Academy performance improvement protocol.

The objective of this exploratory study was to take advantage of the richness of the SRT data to develop a method to study group differences that incorporates the trial-by-trial dimension of the test. We began by categorizing subjects in each data set according to whether they were in a “pre-exposure” state (i.e. at sea level or no reported concussion) or if they had an exposure that was hypothesized to unfavorably impact cognitive function (i.e. altitude-induced hypoxia or self-reported concussion). We then plotted SRT response times for each subject in both data sets, stratified by exposure status. Using these plots as guides, we sought to identify a statistical model that captured trends in the trial-level mean response times and a strategy to capture differences in both the means and variability of trial profiles.

To achieve this goal, we fit loess curves to each data set to visualize the shape of an “ideal” smooth curve. Loess curves are a type of non-parametric smooth fit that is data-driven and empirically derived. They do not require an \textit{a priori} model specification, nor do they rely on
parametric assumptions about the shape of the trend. This technique estimates a curve by fitting multiple simple models to localized ranges of the x-axis, and it provides an appealing graphical summary of the relationship between response time and trial number. This approach to modeling the mean response function uses information of the surrounding trials to define a smooth and visually intuitive trend. This is accomplished without losing important features of the data. The loess requires setting a bandwidth parameter that controls the smoothing. We choose a bandwidth of 0.35 (35% of data points are included in the span used for the local regressions) that visually balanced over- and under-fitting. The loess curves for both the altitude and concussion data sets indicated local curvature across trials.

Using the loess curves as a target for regression modeling, we first fit quadratic models to capture the changing shapes of the loess curves, but this strategy did not provide adequate fit. This suggested that linear spline regression might be better candidate for capturing localized curvature across trials. Spline regression provides piecewise fit in which a set of separate linear models are fit in localized areas and joined together to estimate a curve. For ease of interpretation, we used truncated linear splines of degree one.

The basis of truncated linear splines is provided by using explanatory variables with the following form:

$$(\text{Trial Number} - \kappa_k)^+ = \begin{cases} \text{Trial Number} - \kappa_k & \text{if Trial Number} > \kappa_k \\ 0 & \text{otherwise} \end{cases}$$

where $\kappa_1, \ldots, \kappa_K$ is a set of “knots” - points at which two separately sloped lines join together.

The full linear spline regression equation for each condition is:

$$E(\text{Response Time} | \text{Trial Number}) = \beta_0 + \beta_1 * \text{Trial Number} + \sum_{k=1}^{K} \beta_{1+k} * (\text{Trial Number} - \kappa_k)^+$$  \hspace{1cm} (1)

An advantage of the first degree truncated linear spline is its ease of interpretation. In these models, the estimated coefficients of the spline variables are interpreted as the additional slope effect for a given range of trials. Using an example of 15 trials with a knot at trial number 5, $\beta_1$ (the coefficient associated with trial number) is the slope from trial number 1 to trial number 5, and the additional slope effect from trial number 6 to trial number 15 is $\beta_2$. The total slope from
trial number 6 to trial number 15 is $\beta_1 + \beta_2$. A higher order spline may better capture some more of the localized curvature, but at the expense of interpretability.

The linear spline regression in equation 1 assumes that all observations are independent; however, independence is not the case in the repeated measures data that are collected in computerized cognitive testing. Thus, correlation among response times within a subject needs to be taken into account. Linear mixed models are one tool that accounts for the correlation with a trial-constant, subject-specific response time effect. Accordingly, we introduced a random intercept into the linear spline model that allowed each subject's intercept to be different from the others. Equation 1 is extended to include a random intercept as follows:

$$E(\text{Response Time}|\text{Trial Number}) = \beta_0 + \beta_1 \ast \text{Trial Number} + \sum_{k=1}^{K} \beta_{1+k} \ast (\text{Trial Number} - \kappa_k) + u_i \quad (2)$$

where $i$ denotes the subject index and $u_i$ is the random intercept.

**Results**

**Data Set Descriptions**

Table 1 provides summary information on trial-by-trial SRT data for the two data sets. Although each subject completed 40 trials, some of these trials were discarded because they were either lapsed or fast. The average number of valid trials was 37.4 and 39.8 among subjects at high altitude and sea level, respectively. The corresponding average trial numbers for concussed and non-concussed subjects were 39.3 and 39.8, respectively. In the altitude and concussion data sets, there were 1,462 and 6,327 observations uniquely identified by subject, trial number and exposure.

Compared to sea level, at high altitude, there was a markedly higher mean SRT response time (337.1 vs. 299.0). This difference of -38.1 (p-value = 0.00) was statistically significant based on a standard pooled t-test. Although concussed subjects also had higher mean response times (314.8) than their non-concussed counterparts (310.7), this difference of -4.1 (p-value = 0.50) was not statistically significant. Thus, using means as a summary statistic to describe SRT in the
two studies yields divergent findings concerning the contributions of exposure to high altitude and concussion on SRT performance.

Plots of Individual and Mean Trial Responses

Figures 1 and 2 plot SRT response times for each subject in the altitude and concussion data sets, according to exposure status. Each line represents one subject's response times and the red circles depict trial-level mean response times. The patterns of trial-level mean response times (with respect to both variability and absolute levels) illustrate the potential to uncover interesting and significant differences in the shape of mean response time patterns for individuals under “normal” and abnormal (i.e. hypoxia and concussed) conditions. Figure 1 shows that subjects’ mean response times at sea level were fairly even after what appears to be a brief learning period in the first 5 trials. Under hypoxic conditions, subjects’ mean SRT response times do not smooth out over the course of 40 trials, remaining erratic throughout the test. A similar pattern is observed in Figure 2, although some of the variability among concussed subjects may be associated with their small numbers.

Visual Inspection of Loess Curves

Figures 3 and 4 show trial-level mean response times with corresponding loess curves and spline regression fits for the altitude and concussion data sets. The loess curves indicate localized curvature that is particularly evident among the hypoxic and concussed subjects relative to the non-exposed state. The loess curve of the mean response time for subjects at sea level is around 300ms across all trials after trial number 5, while the corresponding curve for the hypoxic subjects not only has a higher mean across trials than sea level, but it exhibits more variable behavior (Figure 3). In addition to differences in means across the trials, mean response times for each trial are more variable around the loess curve for the hypoxic subjects. After about trial number 5, the sea level subjects' average profiles are strikingly linear, while curvature remains evident among the above sea level subjects' average profiles.

Similar to sea level subjects in Figure 3, the loess curve of the mean response time for non-concussed subjects is stable and consistently lies just above 300 with the exception of the first few trials (Figure 4). In contrast, the corresponding curve for the concussed subjects fluctuates above and below the curve for non-concussed subjects. Although there is more curvature in the
trial averages for concussed subjects, both groups have a similar trial-level average response
times: 311 and 314, respectively. The trial-level response times are more variable around the
loess curve for concussed subjects than for their non-concussed counterparts, an observation that
is likely due to the small number of concussed subjects. Regardless of the variability about the
trend, the curve exhibits pronounced humps that arise from changes in slope roughly around
trials 5, 15, 20, 25 and 35. Similar to sea level subjects in the altitude data set, non-concussed
subjects' average trial profile is strikingly linear after about trial 5.

**Fitting Models to Curves**
Using the loess curves for hypoxic and concussed subjects as visual guides, the shapes of the two
curves suggest that changes in slope occur about every 5 trials. Accordingly, we defined knots at
trial numbers 5, 15, 25, and 35. Figures 3 and 4 show the linear spline model fit for the two data
sets. This model aligns very closely with the loess curves despite the models’ simplifying
assumption.

Table 2 presents estimated coefficients, standard errors, and statistical significance from the
linear spline mixed models fit to the altitude and concussion data sets in Figures 3 and 4, by
hypoxia and concussion status. In the altitude data, there is a statistically significant negative
slope between trials 1 and 5 ($\beta_1 = -9.20$) among sea level subjects. The magnitude of the slope is
statistically significantly different and slightly negative from trials 6 to 15 ($\beta_1 + \beta_2 = -9.20 + 8.23
= -9.97$). The slope does not significantly change after trial 15. For the hypoxia model, there is
also a statistically significant negative slope between trials 1 and 5 ($\beta_1 = -14.86$). The magnitude
of the slope is statistically significantly different and positive from trials 6 to 15 ($\beta_1 + \beta_2 =
4.01$), and continues to significantly change until trial 35. It is negative from trials 16 to 25
$\beta_1 + \beta_2 + \beta_3 = -3.47$), positive from trials 26 to 35 ($\beta_1 + \beta_2 + \beta_3 + \beta_4 = 3.00$), and does not
significantly change after trial 35. The features estimated from the linear spline mixed model are
consistent with patterns that are observed in Figure 3.

In the concussion data set, there is a statistically significant negative slope between trials 1 and 5
($\beta_1 = -13.90$) for non-concussed subjects. The magnitude of the slope is statistically significantly
different and slightly positive from trials 6 to 15 ($\beta_1 + \beta_2 = .78$). The slope changes from trials
16 to 25 and 26 to 35, but the magnitude of these changes is small (-1.74 and 1.54, respectively).
For the concussed model, all changes in slope are statistically significant and large in magnitude, ranging from about -15 to 17. The features estimated from the linear spline mixed models are consistent with patterns that are observed in Figure 4.

The coefficients from the linear spline mixed model can be combined to estimate the magnitude of the slope in each trial interval. Table 3 presents the estimated slope within each trial range and the corresponding statistical significance using a test of contrasts. Together, results in Tables 2 and 3 suggest differences in average response time patterns for the exposed (hypoxic and concussed) versus non-exposed subjects in both the altitude and concussion data sets. In the two studies, both groups’ average response times show a downward slope in the first 5 or so trials, suggesting a learning effect. However, while the normal subjects don't exhibit large changes after that time, the hypoxic and concussed subjects fluctuate throughout the trials, never achieving a constant effect. In the altitude data set, most of the changes in the shape of the average trial profiles are statistically significant for hypoxic subjects and all changes are large and significant for concussed subjects. The significant changes in slopes (i.e. the coefficients of the spline covariates in Table 2) reflect the curvature of the trial profiles for exposed subjects as opposed to the stable trial profiles of the non-exposed subjects following the initial learning effect. Furthermore, the slopes in each trial interval (i.e. the cumulative coefficient effects in Table 3) are large for exposed subjects–ranging from -1.82 to 4.01 and -9.80 to 4.80 for hypoxic and concussed subjects, respectively–after the initial learning effect. In contrast, the slopes in the same intervals are much smaller for the non-exposed: -1.23 to 0.92 and -0.97 to 0.77 for sea level and non-concussed subjects, respectively, reflecting the stability of post-learning responses for these groups.

By fitting a combined model for each dataset containing an interaction terms for the exposed vs. non-exposed groups, differences in mean profiles between the two groups were formally tested in each data set (Table 4). In the altitude data set, the change in slope at trial 15 and 25 are statistically significantly different for sea level versus hypoxic subjects, reflecting difference in the mean trial profiles between the groups in the mid-range of the trials. In the concussion data set, the combined model showed that changes in slopes at trial 15, 25 and 35 are significantly different between concussed and non-concussed subjects, indicating that the model identifies different shapes in the average trial profiles between the two groups. For example, for concussed
subjects the slope from trial 6 to 10 and trial 16 to 25 is 4.78 (-12.11+16.89) and -5.70 (-12.11+16.89-10.48), respectively. This change in slope, -10.48, is statistically significant. For healthy subjects, the slope from trial 6 to 10 and trial 16 to 25 is 0.76 (-12.11-1.80+16.89-2.22) and -0.98 (-12.11-1.80+16.89-2.22-10.48+8.74), respectively. This change in slope, -1.74, is statistically significantly different (and smaller) than the change in slope for the concussed subjects (-10.48).

Discussion

Using simple plots, loess curves, and spline regression—techniques that are readily available in most statistical software packages—we show the potential value of trial-by-trial analysis in discriminating SRT response patterns between concussed and non-concussed subjects and between the same individuals at sea level and extreme altitude. These methods used all available data points and demonstrated significant differences in the shapes of response curves between exposure groups in each data set. Not only were the response curves of exposed subjects more variable than their non-exposed counterparts, but the placement of exposed subjects’ curves was also distinct in the two data sets: In the altitude data set, the curve for hypoxic subjects was higher on the Y-axis than that of sea level subjects, while the curve for concussed subjects fluctuated in the same region of the Y-axis as the curve for non-concussed subjects. Thus, although our models demonstrated that the SRT curves for both hypoxic and concussed subjects were highly variable and differed significantly from their non-exposed counterparts, examination of the same data using only means as a strategy to summarize the data would have indicated only that average SRT of hypoxic subjects was higher than at sea level. Thus, although some of the differences between groups can be captured in traditional metrics like means and standard deviations, these summary measures do not capture a wealth of potentially relevant information that is offered by examining the shape of response curves over the full course of test administration. We believe that this information is potentially important and that its value for identifying and tracking cognitive deficit warrants further investigation.

While standard t-tests indicated differences of -38.12 (p-value = 0.00) and -4.04 (p-value = .50), for the hypoxic and concussed subjects, respectively, examination of trial-by-trial data yielded a more detailed picture of test performance. Among the sea level and non-concussed subjects, there were stable aggregated mean response times following an initial learning effect. For these
subjects, ignoring the time dimension masks the learning effect, but otherwise captured the mean response time. In contrast, the trial-by-trial approach for the hypoxic and concussed subjects demonstrates a curvy response pattern throughout the SRT test administration, and this shape was entirely masked when the data were collapsed across trials and summarized as a mean. In fact, while aggregated analysis indicated no difference in mean response times between groups in the concussion data, the trial-by-trial approach indicated statistically significant differences in mean trial profiles between groups. Thus, our approach to describing cognitive performance has the potential to unmask significant differences between groups that can’t be identified with aggregated strategies, thereby allowing examination of research questions that require a more granular approach to the data. A critical question for moving this work forward is the extent to which these methods—which currently focus on group profiles—can be extended to individual-level data.

While the same SRT test module was administered to all subjects in this report, important differences in the nature of the altitude and concussion data must be considered. The altitude study was designed to have repeated DANA assessments on the same subjects at various altitudes (i.e. a paired comparison). As a result, the altitude data have a comparable number of subjects for both the sea level and hypoxic conditions. In contrast, the number of subjects is unbalanced in the concussion data set, which includes a relatively small number of concussed subjects from a large sample of cadets. Despite these differences in design and sample size, the trial profiles for the sea level and non-concussed subjects were similar: a dip in average response time until about trial 5, followed by linear and flat average response times for the remaining trials.

Importantly, the average trial-level response time was about 300ms among non-exposed subjects in both datasets, reflecting an expected level of similarity among these young, healthy college-age subjects. In contrast, average trial profiles for the concussed and hypoxic subjects were considerably more variable than their non-concussed and sea level counterparts. The relatively larger degree of variability among concussed participants is likely due to small sample size. Nonetheless, although the loess curve for concussed subjects exhibits more curvature than the hypoxic subjects, particularly after trial 10, the knots—the places where participants’ slopes change across the 40 trials—were roughly similar in the two groups. Although larger sample
sizes are needed to confirm that these methods are effective in distinguishing groups, these empirical observations support the potential utility of focusing on the pattern of repeated measures as well as means and standard deviations when assessing differences in SRT in the setting of concussion and hypoxia. These findings also support extension of this line of investigation to other conditions such as depression, PTSD mild cognitive impairment, and dementia.

As we develop this line of work, we envision developing the idea of a “cognitive signature” that quantitatively describes an individual’s pattern of repeated, computerized cognitive testing measures. The concept of the cognitive signature has been introduced in the setting of bipolar disorder, anorexia nervosa, and multiple sclerosis to describe behavior or symptom patterns that occur with high frequency among patients with specific health conditions. In contrast to these applications, we will describe trial-by-trial cognitive testing data that, with additional investigation and validation, may provide subtle clues to the presence of mild or subclinical cognitive impairment, differences in etiology among various conditions that result in gross cognitive decline, or a more sensitive strategy to tracking cognitive decline over time. The similarity of knot points in our spline regression models for both concussed and hypoxic patients suggests that there may be direct clinical value in pursuing these questions.

Importantly, the idea of developing and validating a clinically relevant cognitive signature may not require a full neurocognitive battery. Full batteries are lengthy, labor intensive, and expensive. These characteristics limit their practicality for the “bedside” or “in-clinic” approach needed in the patient care setting, and they add cost to the drug development process. In order to be practical for these varied purposes, a cognitive test should be easy to administer, short in duration, and acceptable to the patient. Ideally, it should also help identify the presence of cognitive deficit, as well as the origin of any observed deficit so that appropriate treatment can be initiated. Advances in technology—particularly mobile technologies—may simplify cognitive assessment, including those that can drive the development of cognitive signatures. These technologies can also facilitate storage and tracking of complex, pattern-rich data over long periods of time, thereby aiding clinicians in early identification of clinically relevant changes in cognitive performance. In addition to their role in screening and tracking change, these strategies could have a significant impact on drug development if distinct cognitive
signatures are linked to specific health conditions and if their measurement is validated for clinical trials. Indeed, a recent commentary on the value of digital technologies in cognitive assessment focuses on how these technologies provide a “richer, scalable, and objective set of measurements” and these approaches to cognitive testing offer major advantages over the “classically noisy, subjective, data-poor clinical endpoints” that have been used in the past.” Further investigation into the role of cognitive signatures in various states of health and disease may help respond to the need for inexpensive methods to detect early features of cognitive decline that leverage the richness of computerized cognitive testing data.
Table 1: Summary of altitude and concussion data sets

<table>
<thead>
<tr>
<th>Study Condition</th>
<th>Altitude Data</th>
<th>Concussion Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Subjects</td>
<td>5260 m</td>
<td>Concussed</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>6</td>
</tr>
<tr>
<td>Average Number of Trials Per Subject</td>
<td>37.4</td>
<td>39.3</td>
</tr>
<tr>
<td>Range of Number of Trials Per Subject</td>
<td>10-40</td>
<td>36-40</td>
</tr>
<tr>
<td>Average Response Time</td>
<td>337.1</td>
<td>314.8</td>
</tr>
<tr>
<td>Range of Response Time</td>
<td>160-863</td>
<td>180-832</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>130 m</td>
<td>Not Concussed</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>153</td>
</tr>
<tr>
<td>Average Number of Trials Per Subject</td>
<td>39.8</td>
<td></td>
</tr>
<tr>
<td>Range of Number of Trials Per Subject</td>
<td>38-40</td>
<td></td>
</tr>
<tr>
<td>Average Response Time</td>
<td>299.0</td>
<td></td>
</tr>
<tr>
<td>Range of Response Time</td>
<td>198-757</td>
<td></td>
</tr>
</tbody>
</table>
## Table 2: Coefficient Estimates from Linear Spline Mixed Model by Data Set

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Estimate (s.e.)</th>
<th>Altitude Data</th>
<th>Concussion Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Hypoxia</td>
<td>Sea Level</td>
</tr>
<tr>
<td>Intercept</td>
<td>394.4 (26.26)**</td>
<td>344.58 (14.71)**</td>
<td>358.74 (52.41)**</td>
</tr>
<tr>
<td>Trial Number (Slope: Trials 1-5)</td>
<td>-14.86 (5.72)**</td>
<td>-9.20 (3.08)**</td>
<td>-12.07 (8.27)</td>
</tr>
<tr>
<td>Spline: Knot at 5 (Change in Slope @ Trial 5)</td>
<td>18.87 (6.83)**</td>
<td>8.23 (3.68)**</td>
<td>16.87 (9.89)*</td>
</tr>
<tr>
<td>Spline: Knot at 15 (Change in Slope @ Trial 15)</td>
<td>-7.48 (2.92)**</td>
<td>1.89 (1.59)</td>
<td>-10.50 (4.28)**</td>
</tr>
<tr>
<td>Spline: Knot at 25 (Change in Slope @ Trial 25)</td>
<td>6.47 (2.86)**</td>
<td>-0.34 (1.58)</td>
<td>10.40 (4.27)**</td>
</tr>
<tr>
<td>Spline: Knot at 35 (Change in Slope @ Trial 35)</td>
<td>-4.82 (5.40)</td>
<td>-1.81 (2.98)</td>
<td>-14.51 (8.01)*</td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.
<table>
<thead>
<tr>
<th>Trial Number Range</th>
<th>Altitude Data</th>
<th>Concussion Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Above Sea Level</td>
<td>Sea Level</td>
</tr>
<tr>
<td>1-5</td>
<td>-14.86 (5.72)**</td>
<td>-9.20 (3.08)**</td>
</tr>
<tr>
<td>6-15</td>
<td>4.01 (1.71)*</td>
<td>-0.97 (0.93)</td>
</tr>
<tr>
<td>16-25</td>
<td>-3.47 (1.54)*</td>
<td>0.92 (0.84)</td>
</tr>
<tr>
<td>26-35</td>
<td>3.01 (1.65)</td>
<td>0.58 (0.91)</td>
</tr>
<tr>
<td>&gt;35</td>
<td>-1.82 (4.28)</td>
<td>-1.23 (2.34)</td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.
Table 4: Linear Spline Mixed Model Coefficient Estimates – Combined Model

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Altitude Data</th>
<th>Concussion Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>394.4 (21.45)**</td>
<td>358.80 (35.74)***</td>
</tr>
<tr>
<td>Non-Exposed</td>
<td>-49.78 (31.40)</td>
<td>15.91 (36.44)</td>
</tr>
<tr>
<td>Trial Number (Slope: Trials 1-5)</td>
<td>-14.86 (4.64)**</td>
<td>-12.11 (7.54)</td>
</tr>
<tr>
<td>Non-Exposed * Trial Number</td>
<td>5.65 (6.73)</td>
<td>-1.80 (7.69)</td>
</tr>
<tr>
<td>Spline: Knot at 5 (Change in Slope @ Trial 5)</td>
<td>18.87 (5.54)**</td>
<td>16.89 (9.02)*</td>
</tr>
<tr>
<td>Spline: Knot at 15 (Change in Slope @ Trial 15)</td>
<td>-7.48 (2.37)**</td>
<td>-10.48 (3.91)**</td>
</tr>
<tr>
<td>Spline: Knot at 25 (Change in Slope @ Trial 25)</td>
<td>6.47 (2.32)**</td>
<td>10.43 (3.89)**</td>
</tr>
<tr>
<td>Spline: Knot at 35 (Change in Slope @ Trial 35)</td>
<td>-4.81 (4.38)</td>
<td>-14.56 (7.31)**</td>
</tr>
<tr>
<td>Non-Exposed* Spline: Knot at 5</td>
<td>-10.64 (8.05)</td>
<td>-2.22 (9.20)</td>
</tr>
<tr>
<td>Non-Exposed * Spline: Knot at 15</td>
<td>9.37 (3.46)**</td>
<td>8.74 (3.98)**</td>
</tr>
<tr>
<td>Non-Exposed * Spline: Knot at 25</td>
<td>-6.81 (3.41)**</td>
<td>-8.89 (3.97)**</td>
</tr>
<tr>
<td>Non-Exposed * Spline: Knot at 35</td>
<td>3.00 (6.45)</td>
<td>13.82 (7.45)*</td>
</tr>
</tbody>
</table>

Note: Statistical significance at the 95% and 90% confidence level is indicated by ** and *, respectively.
Figure 1: Trial Profiles (solid lines) and Trial Averages (points) of Response Time by Exposure in the Altitude Data Set.
Figure 2: Trial Profiles (solid lines) and Trial Averages (points) of Response Time by Exposure to the Air Force Data Set
Figure 3: Trial Averages (points), Loess (dashed line) and Linear Spline Regression Fit (solid line) of Response Time by Elevation in the Altitude Data Set
Figure 4: Trial Averages (points), Loess (dashed line) and Linear Spline Regression Fit (solid line) of Response Time by Concussion Status in the Concussion Data Set
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Abstract

Normative reference data used for clinical interpretation of neuropsychological testing results are only valid to the extent that the sample they are based on is composed of “normal” individuals. Accordingly, efforts are made to exclude individuals with histories and/or diagnoses that might bias test performance. In this report we focus on these features in active-duty military personnel because published data on computerized neurocognitive testing norms for this population have not explicitly considered the consequences of neurobehavioral disorders (e.g., PTSD, depression, etc.), which are prevalent in this population and known to affect performance on some cognitive assessments. We administered DANA, a mobile, neurocognitive assessment tool, to a large sample of active-duty military personnel and found that scores on self-administered psychological assessments negatively impacted a number of neurocognitive tests. These results suggest that neurobehavioral disorders that are relatively common in this population should be controlled for when establishing normative datasets for neurocognitive outcomes.
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INTRODUCTION

Normative data are used extensively in the clinical interpretation of neurocognitive testing results since a single score on an assessment is difficult to interpret without knowing how it compares to others in the test-taking population. For example, an individual’s performance might be compared to a reference distribution centered on a sample mean that is derived from a set of “normal” subjects. Because there is variability in these results–even among normally functioning subjects–cutoff points at each end of the distribution are established as thresholds for classifying patients as potentially “non-normal.” If the reference empirical distribution is approximately symmetric, then any patient falling more than +/- 2 standard deviations away from the mean may be considered “non-normal.”

It is widely recognized that normative data are only useful to the extent that (i) they can be applied to individuals with similar characteristics to the sample from which the data were collected (e.g., Heaton et al., 1986; Ross & Lichtenberg, 1998) and (ii) that the reference data comprise observations from “normal,” i.e., unimpaired, subjects. Appreciation of the latter point has resulted in efforts to exclude from normative data individuals with histories and/or diagnoses that can be reasonably expected to affect test performance, and by extension, the larger distribution. Exclusion criteria can include general, domain-specific features (e.g., history of memory complaints if the normative data are for scores on a memory-based test) as well as features that might be expected to occur with greater incidence in a particular population (e.g., presence of dementia in a geriatric sample). For example, Schneider and colleagues (2015) pre-screened subjects for history of dementia and other age-related neurologic issues when they collected normative data for a number of neuropsychological tests from a sample of older adults.
Demographic characteristics of the sample, e.g., age and gender, may also affect normative data. If the population that the sample is meant to represent includes multiple levels or values of these characteristics (e.g., both males and females for gender) and if differences in these values are thought to yield substantial effects on the measure of interest, then these effects must also be controlled for. Typically, this is accomplished by presentation of stratified tables of means conditioned on each value of the demographic feature. For example, after statistical testing revealed significant effects of age and education, Ganguli et al. (2010) presented normative data for a number of cognitive assessments stratified by both of these features.

In this report, we consider the task of establishing a normative dataset for a neurocognitive assessment tool (NCAT) in the context of the active-duty military population. In particular, we focus on which population-specific features should be accounted for in the process of defining a normative dataset. Beyond controlling for basic demographic factors such as age and gender, most published normative data on NCATs for military use cases (e.g., Vincent et al., 2012; Roebuck-Spencer et al., 2013) do not consider the consequences of neurobehavioral disorders that likely affect active duty service members at a rate greater than that of the general population (e.g., posttraumatic stress disorder (PTSD)). Although Roebuck-Spencer and colleagues identify this issue as a potential limitation of their approach, they note that because their sample “comprised active duty service members who had not been medically discharged, they are presumed to be healthy and free of medical or psychiatric conditions that would significantly impair performance on neuropsychological testing” (p. 503). This report explores this basic assumption.

Despite the implications of service members’ discharge status or classification as “active-duty,” there is evidence that a subset of this population may be affected by neurobehavioral
challenges. For example, Hoge et al. (2004) estimated the rate of probable PTSD at 9 percent among pre-deployed service members, and 12 and 18 percent at post-deployment among participants in Operations Enduring Freedom and Iraqi Freedom, respectively. Those findings are relevant because PTSD is known to negatively impact performance on certain neurocognitive tests (e.g., Horner & Hamner, 2002; Swick et al., 2012). These results suggest that it is prudent to explicitly test for the presence of various psychological disorders to determine whether their neurocognitive consequences, if any, are extreme enough to substantially bias data that would otherwise be mistakenly classified as “normative.”

Using a large sample of active duty service members aged 18-64, we examined performance on eight cognitive tests, and then studied the impact of self-reported sleep disturbance, depression, and PTSD on these distributions. We hypothesized that independent of age and gender, active duty military personnel with sleep disturbances, depression, and PTSD would perform less favorably on computerized cognitive tests than their counterparts who do not report these conditions. If this hypothesis proves true, it has direct implications for how normative data are used to evaluate cognitive efficiency in active duty military personnel.

**METHODS**

DANA, a hand-held, computerized neurocognitive assessment tool, was administered to 814 active duty service members (71% male) aged 18-64 stationed at the Fort Hood military post near Killeen, Texas. A data collection error resulted in three instances in which two participants’ data were assigned to a single unique identifier. These six records were excluded from analysis, yielding a final sample size of 808.
Service members were recruited via distribution of fliers at locations around the Ft. Hood post and through direct briefings by the site PI after unit/company formation. Consent materials stated that the research goal was to collect a large database of cognitive data on active-duty military, so participants were naïve to any potential theoretical comparisons. It should be noted that since 59 percent of our sample had been previously deployed, depending on when deployment occurred, some may have been exposed to the Automated Neuropsychological Assessment Metrics (ANAM) battery (e.g., Vincent et al., 2012). A 2008 Congressional mandate required administration of this battery prior to deployment. ANAM’s subtests are comparable to DANA’s, so it is possible that some participants entered the experimental setting having prior experience with computerized cognitive testing.

Military personnel were eligible to take part in the study if they were classified as active duty and between the ages of 18 and 64 (inclusive). Potential participants were excluded if they had consumed alcohol within the last eight hours, regularly used mind-altering medications (e.g., anti-psychotic medications, benzodiazepines, Benadryl, etc.), or had sustained a concussion within the month prior to testing. DANA was administered on Samsung Galaxy S4 smartphones, which the developers of DANA have found to be technically suitable for this purpose.

DANA contains a battery of tests designed to examine cognitive performance on several tasks, and it also includes several psychological tests. Its favorable psychometric properties and test-retest reliability has been documented (Lathan et al., 2013; Russo & Lathan, 2015). Russo & Lathan demonstrate that the test-retest reliability coefficients for DANA’s Simple Reaction Time and Procedural Reaction Time subtests (intraclass correlation coefficients of 0.81 and 0.75, respectively) are comparable to other assessment batteries that contain these tests. A summary of the neurocognitive tests examined in this study is provided in Table 1.
A score of less than 66 percent correct on any DANA subtest is considered an invalid administration and excluded from analysis. This criterion is evaluated on a per-subtest basis; if a participant scored less than 66 percent correct on a given subtest or set of subtests, only those observations are excluded, but the remainder of their record is included in analysis. The main outcome variable in this study is “throughput,” a speed-accuracy product that quantifies the number of correct responses per minute (Thorne, 2006):

\[
\text{Accuracy} \times \text{Speed} \times 60,000
\]

where accuracy is the proportion of correct responses, speed is the reciprocal of mean correct reaction time, and the scaling factor of 60,000 converts the quantity to units of min\(^{-1}\).

Participants were also administered three psychological assessments: the Posttraumatic Stress Disorder Checklist - Military (PCL-M), a military-specific posttraumatic stress disorder assessment (McDonald & Calhoun, 2010), the Patient Health Questionnaire 8 (PHQ-8), a depression diagnostic (Kroenke et al., 2009), and the Pittsburgh Sleep Quality Index (PSQI), a measure of sleep disturbance/insomnia (Buysse et al., 1989).

**Analysis**

The goal of this report is to examine the effects of PCL-M (PTSD), PHQ-8 (depression) and PSQI (insomnia) scores on cognitive performance, and to understand the impact of these measures on normative data in active duty military personnel.

We assess relationships between throughput and scores on the three psychological assessments with regression models that control for age and gender. Given this strategy, an
immediate issue to consider is the expected pattern of comorbidities among the disorders that these measures assess. For example, the relationships between PTSD and depression (e.g., O’Donnell et al., 2004; Brady et al., 2000) and PTSD and disturbed sleep (e.g., Mysliwiec et al., 2013; Leskin et al., 2013) have received considerable attention in the literature. If present in our sample, evidence of these associations would have important implications for both the conceptual and data-analytic components of our study. Accordingly, we first examined correlations among PCL-M, PHQ-8 and PSQI scores to inform our general strategy for modeling the data.

Statistical analyses were carried out under R version 3.3.1 (R Core Team, 2016). Regression models were fit via ordinary least squares, and visual inspection of fitted vs. residual and normal quantile-quantile plots indicated that model assumptions were adequately met, and consideration of Cook’s distance revealed that no data points had undue influence on parameter estimates. Gender and age were considered potential confounders and included as covariates, and they were treated as categorical and dummy coded. For age, the 18-19 band serves as the reference level, and the female gender category serves as the reference for gender. Reported coefficients are unstandardized so that effect sizes can be interpreted in terms of throughput, the unit of interest.

RESULTS

Table 2 provides a breakdown with marginal totals of the final sample age-gender distribution.¹

¹ These age groups are hard-coded into the demographic questionnaire included in DANA and were thus not devised with reference to the present analysis.
DANA throughput values are approximately normally distributed, but this is not true of scores on the administered psychological assessments. Table 3 provides descriptive statistics for these outcomes. The distributions of scores for all three assessments are highly right-skewed, with extreme scores on the high end of the distribution suggesting outliers. We take this asymmetry to reflect the general incidence of the disorders they measure and note that including all scores in the regression analyses described below yielded models that display an adequate linear fit to the data, suggesting that while relatively few in number, these extreme scores are nonetheless principled.

As Table 4 indicates, scores on these assessments are highly correlated. Given these correlations, multicollinearity is likely to prevent isolation of the unique effect of each psychological assessment score on throughput outcomes. We therefore employed a hierarchical procedure in which two regression models were fit for each DANA subtest. The first regresses throughput on the control variables (age and gender) and PCL-M scores. The second is identical but was further specified to include covariates for PHQ-8 and PSQI scores. We used the first model to examine the coefficient associated with PCL-M scores, and the second was compared to the first, allowing assessment of whether PHQ-8 and PSQI scores significantly impact throughput beyond the effect of PCL-M scores alone.

Results of the PCL-M-only models reveal a significant negative effect of PCL-M scores for five of the eight DANA subtests: SRT1, PRT, GNG, CSL and SRT2 (Table 5). Consistent with findings from other normative studies of neurocognitive assessment (e.g., Vincent et al.,

---

2 We chose to include PCL-M scores as a predictor in our reduced models under the assumption that it would explain the most variance in the data relative to PHQ-8 and PSQI scores. This assumption is based on the implicational relationships present among the three disorders these measures assess: in terms of symptoms, PTSD can imply depression and sleep issues, but the reverse is not necessarily true. PCL-M scores were scaled from their original range (17-85) to 0-68 to facilitate interpretation of the intercept term.

3 We adopted this strategy because multicollinearity issues are only problematic for inference on individual coefficients within a model and not inference on model comparison as summarized by an ANOVA F-ratio.
2012), significant effects of age and gender are also observed in the expected direction for a number of subtests as well.\(^4\) We also point out that our validity criterion, i.e., greater than 66 percent of trials correctly completed, results in different numbers of exclusions depending on the subtest. A particular issue concerns the Code Substitution – Recall (CSR) subtest, where 13 percent of the observations were excluded as invalid. This is likely due to this subtest’s greater difficulty relative to others.

Figure 1 plots age- and gender-adjusted PCL-M slopes to facilitate a comparison of effect sizes across the DANA subtests where the PCL-M coefficient reached significance.

For each subtest, the PCL-M-only model was compared to a model including covariates for PHQ-8 and PSQI scores via ANOVA. The results of these analyses show that inclusion of PHQ-8 and PSQI scores provides very little additional explanatory power over inclusion of the PCL-M covariates alone (Table 6), suggesting that PCL-M accounts for a large majority of the variance among psychological assessment covariates.

**DISCUSSION**

This report focused on the task of establishing a normative dataset of neurocognitive performance for the active-duty military population. This work was driven in part by previous research describing the incidence and consequences of behavioral issues in active-duty military samples. For example, Spira et al. (2014) documented negative relationships between PCL-M and PHQ-8 scores and concussion history and neurocognitive performance, a result that suggests behavioral issues may impact neurocognitive abilities in this population in a more direct fashion.

\(^4\) Treating PCL-M scores as a continuous variable renders the presentation stratified normative tables impossible. However, an individual’s mean throughput values can be predicted from the regression equations. For example, the expected SRT1 throughput value for a 32 year-old male with a PCL-M score of 30 can be calculated as follows: 182.34 - 0.38*(30-17) + 9.42 – 3.69 = 183.13. See Van Breukelen & Vlaeyen (2005) for more detail on the regression-based approach to normative data.
The potential implications of these questions can be appreciated in the context of results from a meta-analysis of 25 studies that estimated the prevalence of DSM-IV major depression among U.S. military personnel. That study showed that the prevalence of depression was 12.0% among current deployed personnel and 13.1% among previously-deployed personnel (Gaderman et al., 2012). Behavioral issues such as depression have a causal impact on cognitive function (e.g., slowed reaction time; Azorin et al., 1995), therefore the relatively high prevalence of these psychological risk factors suggests that they may play a potentially large role in influencing the distribution of “normative” cognitive function measures in active-duty military personnel.

Our data showed that scores on the PCL-M, an instrument that assesses PTSD severity, were also negatively associated with performance on a number of neurocognitive tests in the DANA battery. This basic observation extends the implications of our findings concerning establishment of normative data in the active duty military population. We also observed strong correlations among PCL-M, PHQ-8, and PSQI scores. These correlations reflect an expected comorbidity pattern among these factors and suggests that these factors tend to cluster among affected individuals. We also found that PHQ-8 and PSQI scores did not account for a significant portion of the variance in throughput beyond what is contributed by PCL-M scores alone. Thus, although PTSD severity, sleep disturbance, and depression are associated with one another, in our sample, the impact of these factors on neurocognitive performance can be explained adequately using only PCL-M.

An immediate application of these findings concerns the establishment of normative datasets for neurocognitive performance among active-duty military personnel. The consequences of neurobehavioral disorders on testing results have not been adequately examined in this setting. We suspect this gap in the literature is due in part to the assumption that an
“active-duty” designation implies a population free of psychiatric disorders that would affect performance on neurocognitive assessments, as suggested by Roebuck-Spencer et al., 2013. To our knowledge, this is the first study to this issue. Our findings challenge the basic assumption that an active-duty designation is sufficient to define the population from which normative data can be derived for military personnel.

In particular, our models show that increasing PCL-M scores cause the mean of the throughput distribution to decrease. If the effect of these scores is not controlled for, then the false negative rate for psychologically healthy individuals will increase. This is because any “non-normal” threshold, e.g., greater than two standard deviations below the mean, etc., itself depends on the location of the distribution. If the mean is downwardly biased, then more individuals who are “non-normal” in the unbiased distribution will be classified as “normal” when the biased distribution is utilized for comparison. The extent of misclassification due to this bias depends on its effect size, with larger effects resulting in a greater number of misclassifications.

Extending beyond the issue of what population should be used to define normative neuropsychological data among active-duty military personnel, results of this study have implications for a more basic issue concerning the utility of normative neuropsychological data: specifically, the fundamental challenge of knowing which features of a population to measure and control for to ensure that a normative data set truly represents the performance of normally functioning individuals. While it is possible to identify many features by examining both domain- and population-specific factors that might reasonably be expected to affect cognitive performance, others will invariably be missed.
A final issue concerns the interpretation of our results in terms of what constitutes a “normal” reference sample. If the incidence of PTSD and related comorbidities is relatively high in a population, then can a sample that includes affected individuals be considered “normal?” If the complete sample were utilized, it would be necessary to control for the effects of these disorders (e.g., via regression-based norms with appropriate covariates or via stratified tables of conditional means). On the other hand, it can be argued that it would be appropriate to exclude these individuals if their psychological features are thought to be generally uncharacteristic of the target population under consideration.

In our data, 13 percent of participants scored within clinical range on the PCL-M (≥ 34 for “moderate PTS”), six percent within clinical range on the PHQ-8 (≥ 10 for “major depression”) and 48 percent within clinical range on the PSQI (≥ 5 for “poor sleep quality”). If the definition “normal” for this population is based in part on these frequencies, then it might be difficult to justify excluding individuals with evidence of poor sleep quality since they comprise nearly half of the sample. On the other hand, relatively few participants scored within the clinical range for depression, so they might be considered “outside the norm” and excluded from the sample with little loss of power related to the reduction in sample size. Although the purpose of this report was not to argue a position on this issue, we highlight this particular practical consequence of our findings, which reflects the original purpose for pursuing this line of investigation.

Two important limitations of this study should be addressed. First, evidence of neurobehavioral issues (PTSD, depression, and disturbed sleep) were obtained via self-report, and no formal diagnoses were obtained. Although the instruments used to assess these disorders have been validated, they are not perfectly predictive of clinical diagnosis. However, if the
scores obtained on these assessments are in some cases not truly reflective of the underlying construct they are meant to measure, this issue only affects the interpretation of our results and not their utility. The absence of clinical diagnosis does not alter the fact that participants’ self-assessments correlate negatively with neurocognitive performance; only the link between these measures and the construct they assess is under question.

A related issue is that we considered only a limited number of neurobehavioral issues and a limited number of instruments for their assessment. It is possible that other assessments, or a combination of assessments, would provide a more accurate diagnostic of psychological disorder. Further, there are other disorders we did not assess, such as anxiety, that may also negatively impact neurocognitive testing results. We expect that future research efforts will consider this issue in more detail.

CONCLUSION

This report examined key underlying assumptions concerning the use of normative data for cognitive testing in active-duty military personnel. We show that scores on assessments for PTSD, depression, and disturbed sleep—psychological issues that occur with relatively high frequency among active-duty personnel—have an unfavorable impact on quantitative measures of cognitive efficiency. These psychological factors may therefore skew the distributions of cognitive efficiency measures in large samples of seemingly healthy military personnel in ways that could affect “non-normal” classifications.
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Table 1: Description of DANA Subtests

<table>
<thead>
<tr>
<th>Test name</th>
<th>Task Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Reaction Time (SRT)</td>
<td>The subject taps an orange target symbol as quickly as possible each time it appears. The location and shape of the stimulus do not vary from trial to trial.</td>
</tr>
<tr>
<td>Procedural Reaction Time (PRT)</td>
<td>The screen displays one of four numbers (1, 2, 3, or 4) for 2 seconds. The subject taps the left button (“2 or 3”) or right button (“3 or 4”) as quickly as possible to indicate which category</td>
</tr>
<tr>
<td>Task</td>
<td>Description</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Go/No-Go (GNG)</td>
<td>A building is presented on the screen with several windows. Either a “friend” (green) or “foe” (gray) appears in a window. The subject must tap the “BLAST” button as quickly as possible only when a “foe” appears.</td>
</tr>
<tr>
<td>Code Substitution – Learning (CSL)</td>
<td>Subjects refer to a key of 9 symbol-digit pairs that are shown across the upper portion of the screen. Single symbol-digit pairs are presented in succession below the key, and the subject indicates whether or not the single pair matches the code by tapping “Yes” or “No” as quickly as possible.</td>
</tr>
<tr>
<td>Code Substitution – Recall (CSR)</td>
<td>After a delay of several intervening tests, the same symbol-digit pairs from the earlier Code Substitution – Learning task are presented without the key. The subject indicates whether or not the pairing was included in the code that was presented in the earlier Code Substitution – Learning section by tapping “Yes” or “No” as quickly as possible.</td>
</tr>
</tbody>
</table>
Spatial Processing (SP)

Pairs of four-bar histograms are displayed on the screen, one pair at a time and simultaneously, with one histogram rotated 90 degrees (either clockwise or counterclockwise). The subject is required to determine whether the two histograms would be identical if no rotation was applied by tapping either the “Same” or “Different” button as quickly as possible.

Matching to Sample (MTS)

A single 4 x 4 checkerboard pattern is presented on the screen for a study period of 3000 ms. It then disappears for 5 seconds, after which two patterns are presented side-by-side. The subject indicates which of these two patterns was displayed during the study period by tapping on the checkerboard that they believe is identical to the originally presented stimulus as quickly as possible.

Table 2: Sample age and gender distribution

<table>
<thead>
<tr>
<th></th>
<th>18-19</th>
<th>20-24</th>
<th>25-29</th>
<th>30-34</th>
<th>35-44</th>
<th>45-54</th>
<th>55-64</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>94</td>
<td>91</td>
<td>58</td>
<td>29</td>
<td>571</td>
</tr>
</tbody>
</table>
Table 3: Descriptive Statistics for Administered Psychological Assessments

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Possible range</th>
<th>Min</th>
<th>1st quartile</th>
<th>Median</th>
<th>3rd quartile</th>
<th>Max</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCL-M</td>
<td>17-85</td>
<td>17.00</td>
<td>17.00</td>
<td>20.00</td>
<td>26.00</td>
<td>85.00</td>
<td>24.07</td>
</tr>
<tr>
<td>PHQ-8</td>
<td>0-24</td>
<td>0.00</td>
<td>0.00</td>
<td>2.00</td>
<td>4.00</td>
<td>22.00</td>
<td>2.80</td>
</tr>
<tr>
<td>PSQI</td>
<td>0-21</td>
<td>0.00</td>
<td>2.00</td>
<td>4.00</td>
<td>7.00</td>
<td>16.00</td>
<td>4.79</td>
</tr>
</tbody>
</table>

Table 4: Pairwise Correlations Between Psychological Assessments

<table>
<thead>
<tr>
<th></th>
<th>PCL-M</th>
<th>PHQ-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCL-M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-8</td>
<td>.74***</td>
<td></td>
</tr>
<tr>
<td>PSQI</td>
<td>.66***</td>
<td>.66***</td>
</tr>
</tbody>
</table>

Note: *** = p < .001
Table 5: Coefficient Estimates and (standard errors) by DANA Subtest

<table>
<thead>
<tr>
<th>β</th>
<th>SRT1 (N=804)</th>
<th>PRT (N=805)</th>
<th>GNG (N=761)</th>
<th>CSL (N=803)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>182.34 (3.20)***</td>
<td>95.51 (1.55)***</td>
<td>116.30 (2.14)***</td>
<td>45.64 (0.87)***</td>
</tr>
<tr>
<td>PCL-M</td>
<td>-0.38 (0.11)***</td>
<td>-0.22 (0.05)***</td>
<td>-0.015 (0.07)*</td>
<td>-0.11 (0.03)***</td>
</tr>
<tr>
<td>Male</td>
<td>9.42 (2.30)***</td>
<td>2.66 (1.11)</td>
<td>4.95 (1.53)**</td>
<td>1.12 (0.62)</td>
</tr>
<tr>
<td>Age: 20-24</td>
<td>5.00 (3.37)</td>
<td>-1.18 (1.63)</td>
<td>-3.31 (2.23)</td>
<td>-0.03 (0.92)</td>
</tr>
<tr>
<td>Age: 25-29</td>
<td>3.17 (3.50)</td>
<td>0.52 (1.69)</td>
<td>-2.92 (2.32)</td>
<td>0.49 (0.95)</td>
</tr>
<tr>
<td>Age: 30-34</td>
<td>-3.69 (3.66)</td>
<td>-2.63 (1.77)</td>
<td>-4.14 (2.41)</td>
<td>-2.26 (0.99)*</td>
</tr>
<tr>
<td>Age: 35-44</td>
<td>-7.00 (3.73)</td>
<td>-2.73 (1.80)</td>
<td>-7.40 (2.45)**</td>
<td>-4.17 (1.02)***</td>
</tr>
<tr>
<td>Age: 45-54</td>
<td>-15.32 (4.28)***</td>
<td>-11.11 (2.07)***</td>
<td>-21.37 (2.87)***</td>
<td>-9.68 (1.17)***</td>
</tr>
<tr>
<td>Age: 55-64</td>
<td>-23.27 (5.75)***</td>
<td>-16.23 (2.78)***</td>
<td>-25.40 (3.87)***</td>
<td>-12.60 (1.62)***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>β</th>
<th>CSR (N=701)</th>
<th>MTS (N=759)</th>
<th>SP (N=798)</th>
<th>SRT2 (N=793)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>46.62 (1.27)***</td>
<td>33.43 (0.87)***</td>
<td>33.55 (0.81)***</td>
<td>172.06 (3.46)***</td>
</tr>
</tbody>
</table>
### CONTAMINATION OF COGNITIVE TESTING NORMS

#### Table 6: Comparisons of PCL-M-only models and fully specified models

<table>
<thead>
<tr>
<th>Adjusted $r^2$</th>
<th>PCL-M only</th>
<th>PCL-M + PSQI and PHQ-8</th>
<th>ANOVA</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRT1</td>
<td>0.08</td>
<td>0.08</td>
<td>F(2, 793) = 1.56</td>
<td>0.21</td>
</tr>
<tr>
<td>PRT</td>
<td>0.10</td>
<td>0.10</td>
<td>F(2, 794) = 0.94</td>
<td>0.39</td>
</tr>
<tr>
<td>GNG</td>
<td>0.12</td>
<td>0.12</td>
<td>F(2, 750) = 0.15</td>
<td>0.86</td>
</tr>
<tr>
<td>CSL</td>
<td>0.18</td>
<td>0.18</td>
<td>F(2, 792) = 0.41</td>
<td>0.67</td>
</tr>
<tr>
<td>CSR</td>
<td>0.13</td>
<td>0.12</td>
<td>F(2, 690) = 0.36</td>
<td>0.70</td>
</tr>
<tr>
<td>MTS</td>
<td>0.05</td>
<td>0.05</td>
<td>F(2, 748) = 0.22</td>
<td>0.80</td>
</tr>
<tr>
<td>SP</td>
<td>0.10</td>
<td>0.10</td>
<td>F(2, 787) = 2.32</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Note: * = p < .05; ** = p < .01; *** = p < .001. The N for each subtest varies due to excluding administrations where less than 66 percent of trials were correctly completed.
SRT2 | 0.05 | 0.05 | \( F(2, 782) = 0.50 \) | 0.61

Figure 1: Age- and gender-adjusted slope effects of PCL-M score on throughput for subtests where the effect was significant.
Note: PCL-M scores are presented on their original scale (17-85).
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DANA Installation & Use

1. Install DANA on a Mobile Device

1. Enable **Developer options**:  
   a. Go to `Settings` > `About device` and tap Build number 7 times.  
      This should enable *Developer options*, creating it as a new `Settings` section.  
      *On some devices, Developer options is located in `Settings` > `About device` > `Software info`.

2. Go to `Settings` > `Developer options` and turn on **USB debugging**.

3. Connect your device to your Windows or Mac PC via wired USB.

4. If prompted whether to **Allow USB debugging**, check the *Always allow from this computer* box and select **OK**.
5. Then, make sure MTP file transfer protocol is enabled:
   a. Depending on the device type, a notification may appear on-screen (see image below). If so, tap **ALLOW**.
   b. Otherwise, you may need to swipe down from the top of your screen to view your notifications, tap the USB notification, then Transferring media files (or the equivalent MTP connection choice).

   ![](image1.png)

6. On the PC, double-click to open the mobile device in a file explorer window.
7. Copy the provided DANA install file (.apk format) to the mobile device.
8. Select the apk file, then select **INSTALL**. The DANA app should then install on the mobile device.

**If using a Mac PC, make sure you have the Android File Transfer application installed: https://www.android.com/filetransfer/**

Once installed, Android File Transfer will automatically open when your mobile device is connected via USB and MTP is enabled, allowing you to continue with Step 7 above.

2. Open DANA

Launch the DANA RIF app from the Apps Tray.

If you are asked whether to "Allow DANA RIF to access photos, media, and files on your device," select **ALLOW**. This will allow the app to save exported data files to your device's internal storage.

If you selected **DENY** by accident, see Appendix C for instructions on how to change this setting.
Log In

DANA RIF is designed to authenticate and upload data to the DANA cloud database (when the device is online). However, the cloud database endpoint has been removed from the app since its use requires the database to be hosted on a server connected to the Internet. Instructions for configuring this are included in a Readme file included along with the database and web portal repositories.

In lieu of online user authentication, one offline Administrator user has been hard-coded into the app. You can log in to the app as this user using these credentials:

- Username: admin
- Password: pass6677

DANA User Roles & Permissions

All DANA users fall into one of the following roles with the associated permissions:

- **Subject**: Can only take tests; cannot see any data
- **Examiner**: Can only see their subjects’ results and all assessment options; can edit test batteries / individual tests
- **Clinician**: Can see all subjects’ results and all assessment options; can edit test batteries / individual tests
- **Administrator**: Can see all subjects, results, and assessment options; can edit test batteries / individual tests; and can manage team members through the web portal

*Additional Examiner, Clinician, and Administrator users can be created via the Web Portal (assuming the cloud database and web portal are hosted on an internet-connected server). See Section 9.*

**Note**: Once logged in, if DANA is ever interrupted, you will be logged out for data security and privacy reasons. **If the interruption occurs during an assessment, data for that assessment will be discarded.**

Interruptions include:

- Selecting the Home button
- Selecting the Multi-task button (and / or switching to another app)
- Putting the display to sleep (or allowing the display to timeout)
- Turning the device off
4. **Add a New Subject**

Navigate to the **Subjects** section of the app, select the **Add Subject** icon from the **Subjects** screen, then enter a first name, last name, date of birth, and select **SAVE**.

5. **Select a Subject and an Assessment**

Select a Subject (or add a new one and select them), and then select a test battery or an individual test to start an assessment.
Default DANA Test Batteries

DANA Rapid
(~5 min)
1. Simple Reaction Time
2. Procedural Reaction Time
3. Go/No-Go

DANA Standard
(~20 min)
1. Simple Reaction Time
2. Code Substitution (Learning)
3. Procedural Reaction Time
4. Spatial Processing
5. Go/No-Go
6. Match to Sample
7. Memory Search (Sternberg)
8. Simple Reaction Time
9. Patient Health Questionnaire 8
10. Insomnia Severity Index

Default DANA Individual Tests

1. Simple Reaction Time
2. Procedural Reaction Time
3. Go/No-Go
4. Code Substitution (Learning & Recall)
5. Spatial Processing
6. Match to Sample
7. Memory Search (Sternberg)
8. Patient Health Questionnaire 8
9. Insomnia Severity Index
10. PTSD Check List – Civilian
11. Primary Care PTSD screen
12. Pittsburgh Sleep Quality Index
13. Stanford Sleepiness Scale
View Results on the Mobile Device

Log into DANA (if logged out)

After selecting a subject, select **VIEW RESULTS** for the desired assessment type.
Then select **View Result** for the specific date and time.

Choose how to view your results using the tabs at the top:
- **Summary**
- **Graph**
- **Raw Data**

On small screens: tap here to toggle to Mean Reaction Time & % Correct

Use the drop down menu to choose which individual test’s results to view. Use the bottom tabs to choose graph.
Export Results Data from the DANA App

Select the *Global Export* button to export all test results on that device in CSV format.

All data on that mobile device will then be saved to the *DANA > Exports* directory in the device’s storage.

The CSV files can then be transferred to a PC via a wired USB connection (see *Section 10*).
8 Edit Individual Tests and Test Batteries

Choose **Edit/View Test Batteries** or **Edit/View Individual Tests** from the navigation drawer.

**Test Batteries:**
Select a battery to edit or select the plus sign to create a new one.

**Test Batteries:**
Select tests to add, then select **Add Test** to add them to the battery.

**Test Batteries:**
You can create a new or modify an existing battery.

**Individual Tests:**
You can select an individual test and modify its parameters.

Save each new test or battery with a unique name.

---
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Code Substitution: Learning vs. Recall section

The Code Substitution test has two potential sections: Learning and Recall. The Learning section teaches a code set to the Subject; the Recall section then tests the Subject’s ability to recall that same code set.

By default, Code Substitution is the Learning section. To add a Recall section to a test battery, add a second (or more) instance(s) of Code Substitution to the test battery (as shown below).

When one or more Recall sections follows the Learning section, the Learning section increases (by default) from 36 to 72 regular trials.
DANA Web Portal

If both the web portal and cloud database code is hosted on an internet-connected server and endpoints are specified in the app, the following instructions would apply for web portal use:

Visit [web portal URL – to be specified] and log in

1. Subjects section
   - View subjects list
   - Select a subject to view assessments

2. Results section
   - View a subject’s assessments
   - Select an assessment to view results
   - Results can also be downloaded in both PDF and CSV format

After logging in, you can access*…

*See Section 3 for permissions by user role
3. Manage Team section
- Create new users
- Manage members of the administrative team
Transfer Results Files from the Mobile Device (USB)

1. Make sure that USB debugging is turned on. (See instructions in Section 1.)
2. Connect your device to your Windows or Mac PC via wired USB.
   Then, make sure MTP file transfer protocol is enabled:
   • Depending on the device type, a notification may appear on-screen (see image below). If so, tap ALLOW.
   • Otherwise, you may need to swipe down from the top of your screen to view your notifications, tap the USB notification, then Transferring media files (or the equivalent MTP connection choice).
3. On the PC, double-click to open the mobile device in a file explorer window and navigate to the directory in [Device] > DANA > Exports. All exported files should be located in this directory.
4. Copy exported files to the PC.

**If using a Mac PC, make sure you have the Android File Transfer application installed: https://www.android.com/filetransfer/**

Once installed, Android File Transfer will automatically open when your mobile device is connected via USB and MTP is enabled; navigate to the DANA > Exports directory and then files to the PC.
Interpreting the Results Screen

In both the Android DANA application and the DANA web portal, the number of correctly completed trials on each test is summarized via a three-way categorization scheme (√, -, or x):

- **Acceptable number of trials completed**: the subject has completed an acceptable number of trials, i.e., a number not affected by either of the constraints described below.
- **Unacceptable number of trials completed**: the number of trials completed by the subject is at or below the 5\(^{th}\) percentile of normal performance. See the appendix on page 18 for a description of the normative reference data used.
- **Test incomplete**: the subject correctly completed less than 66% of trials, which is at or near chance performance depending on the subtest.

The summary screens also suggest factors that may affect performance, such as head injury, memory impairment, dementia, etc. However, this list is not exhaustive; some factors such as age (e.g., very young or very old) are also likely to have performance consequences. DANA administrators should rely on their judgment and experience when considering possible causes of a less than ideal number of trials correctly completed.
DANA Test & Test Battery Descriptions

DANA includes both cognitive tests and psychological surveys. The default configuration for each is represented below.

Simple Reaction Time
The subject taps on the location of the orange target symbol as quickly as possible each time it appears.

Practice Trials: 5
Regular Trials: 40

Procedural Reaction Time
The screen displays one of four numbers (2, 3, 4 or 5) for 2 seconds. The subject taps the left button (2 or 3) or right button (4 or 5) at the bottom of the screen as quickly as possible to indicate which number was displayed.

Practice Trials: 10
Regular Trials: 32
Go/No-Go
A house is presented on the screen with several windows. Either a “friend” (green) or “foe” (gray) appears in a window. The subject must tap the **BLAST** button only when a “foe” appears.

Practice Trials: 5
Regular Trials: 30

---

Code Substitution (Learning Section)
Subjects refer to a code set of 9 symbol-digit pairs that is shown on the screen. Single symbol-digit pairs are presented in succession below the code, and the subject indicates whether or not the single pair matches the code by tapping **YES** or **NO**.

Practice Trials: 4
Regular Trials (if no Recall section after): 36
Regular Trials (if Recall section after): 72
Code Substitution (Recall Section)

After a delay of several intervening tests, single symbol-digit pairs are presented again; this time without the code above. The subject indicates whether or not the pairing was included in the code that was presented in the earlier Code Substitution (Learning) section by tapping **YES** or **NO**.

**Practice Trials:** 0  
**Regular Trials:** 36

---

Spatial Processing

Pairs of four-bar histograms are displayed on the screen simultaneously, one rotated 90 degrees (either clockwise or counterclockwise). The subject is required to determine whether they would identical if the rotation was not applied.

**Practice Trials:** 10  
**Regular Trials:** 20
Match to Sample
A single 4 x 4 checkerboard pattern is presented on the screen for brief study period. It then disappears for 5 seconds, after which two patterns are presented side-by-side. The subject indicates which of these two patterns was displayed during the study period.

Practice Trials: 3
Regular Trials: 20

Memory Search (Sternberg)
Before the test begins, the subject is required to memorize a list of five letters. Then, each trial presents a single letter, and the subject must indicate whether that letter is contained in the memorized list.

Practice Trials: 0
Regular Trials: 30
Patient Health Questionnaire 8 (PHQ-8)

Purpose: Measures depression
Questions: 8-9

Primary Care – PTSD Screen (PC-PTSD)

Purpose: Initial screen for PTSD to be used in primary care
Questions: 4
Insomnia Severity Index (ISI)

Purpose: Measures severity of insomnia
Questions: 7

Pittsburgh Sleep Quality Index (PSQI)

Purpose: Measures quality of sleep
Questions: 19-24
PTSD Check List for Civilians (PCL-C)

Purpose: Measures PTSD-related symptoms
Questions: 17

Stanford Sleepiness Scale (SSS)

Purpose: Measures sleepiness
Questions: 1
Appendix A: Description of Normative Reference Data Used for the Summary Screen

The “✓,” “−,” and “X” that categorize the number of correctly completed trials on the summary screen are based in part on DANA data from a sample of 552 healthy U.S. military service members aged 18 – 64. The “−” designation is applied to subtest administrations where the proportion of correctly completed trials is below the 5th percentile as determined by this normative dataset.

The 5th percentile was calculated after excluding administrations where less than 66% of trials were correctly completed (i.e., administrations with the “X” designation). The table below presents percentile distributions for percent correct for each subtest.

<table>
<thead>
<tr>
<th>Subtest</th>
<th>5%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRT1</td>
<td>95.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>PRT</td>
<td>93.8</td>
<td>96.9</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>GNG</td>
<td>93.3</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>CSL</td>
<td>87.5</td>
<td>94.4</td>
<td>97.2</td>
<td>98.6</td>
<td>100.0</td>
</tr>
<tr>
<td>CSR</td>
<td>69.4</td>
<td>80.6</td>
<td>88.9</td>
<td>94.4</td>
<td>100.0</td>
</tr>
<tr>
<td>MTS</td>
<td>73.3</td>
<td>80.0</td>
<td>86.7</td>
<td>93.3</td>
<td>96.7</td>
</tr>
<tr>
<td>SP</td>
<td>80.0</td>
<td>90.0</td>
<td>95.0</td>
<td>95.0</td>
<td>100.0</td>
</tr>
<tr>
<td>MS*</td>
<td>80.0</td>
<td>93.3</td>
<td>96.7</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>SRT2</td>
<td>92.5</td>
<td>97.5</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

* Data for the Memory Search (MS) subtest were not collected from the sample described above. Normative values for this subtest were collected from a demographically similar sample of 124 healthy adults.
Appendix B: Description of DANA Summary Statistics

Three primary summary statistics are calculated by DANA and displayed in report screens: (1) Cognitive Efficiency, (2) Mean Correct Response Time (+/- a standard deviation), and (3) Percent Correct.

Cognitive Efficiency:
Cognitive Efficiency (CE), a combined measure of both speed and accuracy, is the amount of correct responses per minute. Units: correct responses / minute

\[ CE = \left( \frac{\text{percentCorrect}}{\text{meanCorrectReactionTime}} \right) \times 60,000 \]

Mean Correct Response / Reaction Time:
Represented on report screens as simply Response Time or Reaction Time, this value is the average (mean) response time for all correct trials for a given test administration. For the Go/No-Go test only, response times for correct “No-Go” trials are excluded from this calculation. Units: milliseconds (ms)

\[ \text{meanCorrectRT} = \text{average}(\text{correctRT}_1, \text{correctRT}_2, ..., \text{correctRT}_n) \]

Percent Correct:
This value is simply the percentage of correct trials for a given test administration. Units: %

\[ PC = \frac{\text{numberOfCorrectTrials}}{\text{totalNumberOfTrials}} \times 100\% \]
Appendix C: Adjusting App Permissions

The first time the DANA RIF app is opened, a permissions prompt should appear on the login screen (see screenshot) asking if the app may have access to “photos, media, and files on your device.” If **DENY** was selected in that prompt, the app will not be able to save exported CSV data to the device’s internal storage. But you can change this permissions setting to grant access to device files and allow exported CSV data files to be saved:

1. Go to the Settings app on your device

2. Select **Applications**, then **Application manager** (if needed), then the **DANA RIF** app
3. Select Permissions, then toggle the **Storage** permission to **ON**.

The DANA app should now be able to save exported data files to the device’s internal storage.
DANA™ Technology Transition Package

I. Description of DANA

Developed by AnthroTronix, Inc. (ATinc), DANA™, the Defense Automated Neurobehavioral Assessment, is an FDA-cleared, Neurocognitive Assessment Test (NCAT) running as a mobile application on Android-based devices. DANA has been demonstrated as valid and reliable in all settings, and has shown sensitivity and distinguished impaired vs. non-impaired in a variety of populations, including extremely depressed, acute concussion, hypoxia, and mild cognitive impairment due to PTSD. DANA has been successfully administered to members of the Army, Navy, Air Force, and Marines in five extreme environments: arctic, altitude, jungle, desert, and shipboard in high sea states.

Included in DANA are assessments of speed and accuracy on a number of standardized neurocognitive tests, along with standardized psychological assessments (e.g., for depression, PTSD, disturbed sleep, etc.). Test results are available immediately and are displayed on intuitive reporting screens that make it easy to track an individual’s performance over time; they can also be easily exported in CSV and PDF file formats.

These individual tests are combined into two standard test batteries: DANA Brain Vital, which can be administered in under five minutes, and DANA Standard, which takes approximately 20 minutes to administer, as shown in Table 1 below. In addition, DANA Modular enables clinicians to customize test batteries in real-time, and which can include any combination of individual cognitive and psychological tests, and parameters within each of those tests, such as the number of trials, can be modified as well.

Because DANA assesses the speed of response, as well as response accuracy, ATinc has established specifications for the maximum variability in latency between when a user touches a screen in response to a stimulus, and when the system records the response. ATinc has conducted extensive testing to determine if specific Android-based devices meet this specification.

Figure 1 below shows the screen shots from Simple Reaction Time (SRT), Procedural Reaction Time (PRT), and Go/No-Go Decision Making Tests (GNG), and Figure 2 shows sample report screens.
**Table 1: DANA Test Battery Configurations**

<table>
<thead>
<tr>
<th>DANA Brain Vital (5 minutes)</th>
<th>DANA Standard (20 minutes)</th>
<th>DANA Modular (Varies)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Reaction Time</td>
<td>Simple Reaction Time</td>
<td>Can be configured to include any combination of individual cognitive and psychological tests.</td>
</tr>
<tr>
<td>Procedural Reaction Time</td>
<td>Code Substitution (Learning)</td>
<td>Individual cognitive tests can be modified to change parameters, including the number of trials.</td>
</tr>
<tr>
<td>Go/No-Go</td>
<td>Procedural Reaction Time</td>
<td>Additional tests available include:</td>
</tr>
<tr>
<td></td>
<td>Spatial Reasoning</td>
<td>- Combat MACE interview</td>
</tr>
<tr>
<td></td>
<td>Go/No-Go</td>
<td>- Combat Exposure Scale (CES)</td>
</tr>
<tr>
<td></td>
<td>Matching to Sample</td>
<td>- PTSD Check List – Military Version (PCL-M)</td>
</tr>
<tr>
<td></td>
<td>Memory Search (Sternberg)</td>
<td>- Deployment Stress Inventory (DSI)</td>
</tr>
<tr>
<td></td>
<td>Simple Reaction Time</td>
<td>- Code Substitution (Recall)</td>
</tr>
<tr>
<td></td>
<td>Patient Health Questionnaire (PHQ-8)</td>
<td>- Pittsburgh Sleep Quality Index (PSQI)</td>
</tr>
<tr>
<td></td>
<td>Insomnia Severity Index (ISI)</td>
<td>- Primary Care PTSD screen (PC-PTSD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Stanford Sleepiness Scale</td>
</tr>
</tbody>
</table>
Figure 1: Screen Shots from Simple Reaction Time, Procedural Reaction Time, and Go/No-Go Decision Making Tests

Figure 2: Sample Report Screens
II. Benefits of DANA

Because DANA runs as a mobile application on Android-based devices with results available immediately, Combat Medics, Navy Corpsmen, Air Force Pararescuemen (PJs), and other Role 1 providers can use it down range to assess warfighters in real-time; the Department of Defense (DoD) does not currently have this capability. DANA acts as a Brain Thermometer™ and provides fast and objective screening for any changes in cognitive and neurobehavioral function. It is extremely sensitive to changes in cognitive efficiency due to any cause, and provides a quick and simple means to capture longitudinal cognitive and neurobehavioral biometrics. It supports quicker triage and assessing fit-for-duty and return-to-duty determination. And, DANA tracks changes in cognitive processing over time, monitoring responsiveness to treatment.

Test performances are measured to the millisecond, and studies published in peer-reviewed journals show that test-retest reliability coefficient is higher than that of the Automated Neurobehavioral Assessment Metric (ANAM) for Simple Reaction Time (SRT) and Procedural Reaction Time (PRT) tests and of the Intermediate Post-Concussion Assessment and Cognitive Testing (ImPACT) for the SRT test (Russo and Lathan, 2015).

III. Risk Analysis

As Table 2 below shows, ATinc assesses that there is a low risk level associated with the technical, cost, schedule, and business areas related to DANA. In January 2017 ATinc successfully released a commercial version of DANA for the civilian market, so it is confident that the core technology performs per its specification. In addition, there have been multiple papers published in peer-reviewed scientific publications; citations for these articles are listed in Appendix A, establishing DANA’s test-retest reliability and its ability to distinguish impaired vs. non-impaired in a variety of populations.

This is the first ATinc product to be integrated into the DoD’s health care system. By leveraging long-term relationships with several DoD prime contractors, including Lockheed Martin, Raytheon BBN, among others, ATinc will ensure that it can integrate DANA successfully.
Table 2 Risk Chart

<table>
<thead>
<tr>
<th>RISK AREA</th>
<th>RISK LEVEL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>BUSINESS</td>
<td>✓</td>
</tr>
<tr>
<td>COST</td>
<td>✓</td>
</tr>
<tr>
<td>SCHEDULE</td>
<td>✓</td>
</tr>
<tr>
<td>TECHNICAL</td>
<td>✓</td>
</tr>
</tbody>
</table>

IV. Operational Needs

DANA addresses the DoD’s need to objectively assess the cognitive processing of warfighters by Army Medics, Navy Corpsmen, Air Force PJs and other providers in Roles of Care 1-4, using a test that has a high test-retest reliability. In addition, DANA meets the DoD need for an FDA-cleared medical device, and since it runs as a mobile application on Android-based devices, it is suitable to be used at the point of injury, in Battalion Aid Stations, as well as at higher levels of care. DANA also provides the DoD with the ability to capture brain-based longitudinal biometrics over the entire length of service of a warfighter.

V. Transition Targets

Special Operations Command (SOCOM). ATinc began actively working with SOCOM since August 2016 as a transition target. ATinc first met with the SOCOM Command Psychologist, COL Mark Baggett, USA, as well as SOCOM’s Command Surgeon, CAPT Scott Cota, USN, at the Military Health System Research Symposium, held in Orlando, FL. At the meeting SOCOM identified DANA as potentially addressing its need to objectively and quickly assess Operators down range who may have experienced a change in cognitive processing. In addition, since DANA’s test-retest reliability coefficient is higher than that of ImPACT for the SRT test, which SOCOM currently uses, it provides more statistically significant results. SOCOM is planning on conducting a pilot study using DANA in the summer of 2017, and if results from that study meet its expectations, is interested in acquiring DANA for use throughout the Command.

US Army Medical Research and Materiel Command (MRMC). Non-Invasive Neurocognitive Assessment Device (NINAD) Integrated Product Team (IPT). The NINAD IPT is the organization within the Army that is responsible for considering possible materiel solutions
for neurocognitive assessment devices. ATinc has been meeting with the NINAD IPT, and its members, on a regular basis since 2014. In those meetings, ATinc has updated the NINAD IPT on its progress in developing DANA, and most recently met with the NINAD IPT at an Industry Day held in Baltimore, MD in December 2016, and has answered follow-up questions from the IPT.

VI. TRL and MRL (Technology Readiness Level and Manufacturing Readiness Level)

**TRL-7**: System prototype demonstration in an operational environment

ATinc assesses DANA as TRL-7, since prototypes have been used in operational settings, including in Afghanistan, aboard the USS George Washington in high sea states, as well as in arctic, altitude, and jungle environments. Several articles have been published in peer-reviewed scientific journals, as listed in Appendix A, based on studies performed in those environments.

**MRL-4**: Capability to produce the technology in a laboratory environment

ATinc has successfully produced DANA for use by a number of DoD customers. However, these were very small production runs produced at ATinc’s own facility. ATinc will need to scale its manufacturing capabilities, or identify a qualified subcontractor, when it comes time to produce DANA in production quantities.

VII. Technology Integration Process & Funding

DoD customers will be able to acquire and integrate DANA in at least two different ways:

1. **Integration of DANA by DoD itself without support from ATinc**

At the end of this Rapid Innovation Fund contract, ATinc will deliver to CDMRP on a DVD an executable copy for Android devices of DANA 4.0.0-RIF, and the DoD will have a royalty-free license to use this version of DANA. DoD customers within the DoD can then obtain DANA directly from CDMRP and integrate it into their medical protocols and Information Technology systems without any involvement from ATinc.

However, based on feedback that ATinc has received from potential DoD customers, such as SOCOM, it believes that they will need changes made to DANA to fit into their intended use cases, and so that it can be integrated with their medical Information Technology (IT) systems. For example, based on the SOW for this RIF contract, DANA needs to connect to a web portal and automatically upload data to that portal. We now know that will be unacceptable for most, if
not all, DoD customers. Under this scenario then, the DoD would need to modify DANA, without ATinc’s assistance, to facilitate integration with the appropriate medical IT systems, such as with AHLTA-T or the Military Health System’s GENESIS program.

Also, under this scenario, ATinc would not provide ongoing technical support or software updates to DANA. This could be problematic in the future as new versions of the Android OS are released and DANA may not be compatible with them. In addition, as noted in Section I above, ATinc currently tests Android devices to ensure that they are within specification for the variability in lag time in recording a user’s response. If the DoD distributes and integrates DANA by itself, then it will also need to test and qualify new Android-based devices when they are released.

2. Integration of DANA with support from ATinc

Based on its experience in working with SOCOM, ATinc has a much better understanding of the work that needs to be done to successfully acquire and integrate DANA by a DoD customer, and would leverage that experience in working with other DoD customers. Below is the DANA technology integration plan that ATinc has developed for SOCOM based on its discussions with SOCOM, and then a more generalized DANA technology integration plan for other DoD customers.

A. DANA technology integration plan for SOCOM

Representatives from ATinc held a follow up meeting with COL Baggett and a number of members of his team at MacDill AFB in November 2016. As a result of that meeting, SOCOM purchased from ATinc one tablet and one mobile phone pre-loaded with DANA.

Based on feedback from SOCOM, ATinc agreed to make several changes to DANA, and completed DANA 4.1.0-SOCOM on March 31, 2017. These changes include the elimination of the automatic upload of data from DANA to ATinc’s HIPAA compliant cloud and one button global export of data into CSV files. SOCOM intends to purchase a limited number of tablets with DANA from ATinc and begin a pilot study to collect data from warfighters participating in selection classes during the Summer, 2017. If that pilot study goes well, SOCOM has indicated to ATinc that it would then like to begin deploying DANA downrange.

In addition, SOCOM has informed ATinc that it would need the data from DANA to be exported into a separate database, SPEAR, which another contractor, Titus Human Performance Solutions, is providing to SOCOM. ATinc has worked with Titus to develop a proposal for SOCOM that would enable it to create a proof-of-concept integration – showing that DANA could in fact export data successfully into the SPEAR data base. ATinc is also
working with Titus to develop a proposal for SOCOM to support porting DANA so that it can run on the same Windows tablet as SPEAR currently runs.

In addition, from its discussions with SOCOM, ATinc has learned that a key feature that is included in the SOW under this RIF, automated connectivity to the ATinc cloud where DANA data would be automatically stored, is not acceptable to SOCOM, and probably other DoD customers, because of DoD-wide guidelines regarding the storage of medical data of active duty service members.

If SOCOM proceeds with acquiring DANA, ATinc will need to negotiate a contract to provide ongoing technical and software support for it. This contract would address the following areas:

i. Creating training materials and user guides.

ii. Developing a technical support plan so that ATinc can provide ongoing Level 1 and Level 2 technical support for DANA users.

iii. Developing a software update plan so that ATinc can provide regular software updates for DANA that would, among other things, ensure its compatibility with future versions of the Android OS.

iv. Testing and certifying Android smart phones and tablets to ensure DANA’s reliability.

ATinc has developed the following notional plan for the integration of DANA into SOCOM:

<table>
<thead>
<tr>
<th>Task</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete work on DANA 4.1.0-SOCOM, which includes changes to address SOCOM-specific needs.</td>
<td>March 31, 2017</td>
</tr>
<tr>
<td>Load DANA 4.1.0-SOCOM onto Android OS tablet and smart phone already purchased by SOCOM.</td>
<td>April 15, 2017</td>
</tr>
<tr>
<td>Support SOCOM Trial/data collection:</td>
<td>April 15-September 30, 2017</td>
</tr>
<tr>
<td>• Receive and process order for 50 tablets pre-loaded with DANA.</td>
<td></td>
</tr>
<tr>
<td>• Support SOCOM trial and data collection itself.</td>
<td></td>
</tr>
<tr>
<td>Proof-of-Concept migration of data from DANA to SPEAR database.</td>
<td>July 1-September 30, 2017</td>
</tr>
<tr>
<td>Follow up to SOCOM trial:</td>
<td>October 1, 2017-March 30, 2018</td>
</tr>
<tr>
<td>• Determine with SOCOM any needed revisions to DANA based on experience from trial.</td>
<td></td>
</tr>
</tbody>
</table>
• Implement and test needed revisions.
• Deliver revised DANA.

| Initial roll out of DANA to SOCOM. | April 1, 2018 |

### B. DANA technology integration plan for other DoD customers

Listed below are the areas which ATinc would address, under acquisition and service contracts to be negotiated, with other DoD customers to ensure the successful technology integration of DANA:

a. Modify DANA 4.0.0-RIF to address the needs of specific DoD customers and their intended use cases.

b. Develop a healthcare IT integration plan, which could entail:
   (1) Creation of a Risk Management Framework (RMF) for integration of DANA Into DoD healthcare IT systems.
   (2) Process to export data into AHLTA-T or other healthcare IT systems, such as MHS GENESIS, to be determined based on customer needs.
   (3) Ensure compatibility with requirements of appropriate Program Offices such as the Joint Operational Medicine Information Systems (JOMIS) Program Management Office (PMO) or the MC 4 Program Office. The JOMIS PMO, for example, is in the process of introducing the Mobile Computing Capability, which utilizes Android-based devices to host medical mobile applications, which could be devices on which DANA runs.

c. Distribute DANA in the following ways:
   (1) Create and maintain an FTP site from which authorized DoD customers could download DANA.
   (2) Provide DANA preloaded on Android OS smart phones and tablets.  
      (a) If this option was selected, approval of a Manufacturing Plan to support the acquisition of Android devices and loading of DANA onto them at scale.

d. Update training materials and user guides as appropriate for any changes made to DANA in response to the DoD’s needs.

e. Develop a technical support plan so that ATinc can provide ongoing Level 1 and Level 2 technical support for DANA users.

f. Develop a software update plan so that ATinc can provide regular software updates for DANA that would, among other things, ensure its compatibility with future versions of the Android OS.

g. Test and certify Android smart phones and tablets to ensure DANA’s reliability.
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Cognition, mood, and purpose in life in neuromyelitis optica spectrum disorder
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preventative health care services [23]. PIL in NMOSD has not yet been studied.

Here, we sought to measure the relationship between cognition, mood, and PIL in NMOSD. This is the first study to assess PIL in NMOSD. Here, we compare PIL in NMOSD to non-NMOSD control subjects, and we examine the relationships between PIL, mood, and cognition in both cohorts.

2. Material and methods

2.1. Participants

Subjects were recruited from attendees of the Johns Hopkins Hospital NMO Patient Day, held on October 5, 2014. Attendees came from across the United States to attend a series of lectures, and numerous research studies were conducted in conjunction with the lectures. Family or friends of NMOSD patients also attending NMO Patient Day served as control subjects. Only willing participants were recruited into the study, and those attending NMO Patient Day who did not wish to participate in research studies could do so without penalty. 20 control subjects and 23 individuals with NMOSD completed a DANA battery of cognitive assessment tests (see description below), with an additional 1 NMOSD patient completing the Patient Health Questionnaire (PHQ-9) test and the PIL test, and another NMOSD patient completing one NMOSD patient completing the PIL test (total NMOSD n = 25). All participants provided general personal information, including age, gender, and highest level of education. NMOSD participants provided information related to their disease, including date of NMOSD onset, date of NMOSD diagnosis, number of relapses, time since last relapse, and current mobility status. Three of the 25 NMOSD subjects are AQP4-IgG seronegative, but all 25 served as control subjects. Only willing participants were recruited into the study, and those attending NMO Patient Day who did not wish to participate in research studies could do so without penalty. 20 control subjects and 23 individuals with NMOSD completed a DANA battery of cognitive assessment tests (see description below), with an additional 1 NMOSD patient completing the Patient Health Questionnaire (PHQ-9) test and the PIL test, and another NMOSD patient completing the PIL test (total NMOSD n = 25). All participants provided general personal information, including age, gender, and highest level of education. NMOSD participants provided information related to their disease, including date of NMOSD onset, date of NMOSD diagnosis, number of relapses, time since last relapse, and current mobility status. Three of the 25 NMOSD subjects are AQP4-IgG seronegative, but all 25 meet the diagnostic criteria for NMOSD. All protocols were approved by the Johns Hopkins Institutional Review Board.

2.2. DANA cognitive assessment battery

Study subjects underwent a battery of cognitive tests on the neurocognitive assessment tool Defense Automated Neurobehavioral Assessment (DANA), developed by AnthroTronix, Inc. (Silver Spring, MD) [24]. The DANA tests are conducted on Samsung Galaxy tablets. The cognitive tests included in the current study were the Simple Reaction Time (SRT) test, Procedural Reaction Time (PRT) test, Spatial Processing (SP), and Code Substitution (CS) (Table 1). The primary outcome for cognitive tests was throughput, calculated as [(% correct) × (Reaction Time for correct responses) × 60,000]. In addition to the cognitive tests, the DANA battery also included a finger tapping test (FTT) to assess tapping motor function and the PHQ-9 to assess mood. In the FTT, the patient taps the tablet screen as many times as he or she can in a 10-second interval. Three consecutive trials were conducted with the dominant hand used to complete the cognitive test battery. The PHQ-9 is a standard and valid 9-question test to evaluate depression severity based on symptoms within the last two weeks [25].

Table 1

<table>
<thead>
<tr>
<th>Cognitive test</th>
<th>Structure</th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code Substitution</td>
<td>9 symbol-digit pairs are shown in a key and one combination is displayed, subject determines if the combination matches the key</td>
<td>Executive capacity, immediate memory, and attention</td>
</tr>
<tr>
<td>Spatial Processing</td>
<td>Pairs of 4-bar histograms are presented, one rotated 90°, subject determines if they are the same or different</td>
<td>Executive capacity and spatial manipulation</td>
</tr>
<tr>
<td>Simple Reaction Time</td>
<td>Subject taps on the location of an asterisk symbol as soon as it appears</td>
<td>Reaction time</td>
</tr>
<tr>
<td>Procedural Reaction Time</td>
<td>One of 4 numbers is displayed, subject must select if the number is a “2 or 3”, or “4 or 5”</td>
<td>Executive functioning with decision making capabilities</td>
</tr>
<tr>
<td>Finger tapping test</td>
<td>Subject taps the screen with pointer finger of dominant hand as many times as possible within a given time</td>
<td>Motor function</td>
</tr>
</tbody>
</table>

2.3. Purpose in life

A subset of participants additionally completed a modified Purpose in Life (PIL) survey. The PIL survey consists of 20 Likert-style items, in which the patient self-ranks himself or herself on a scale of 1–7 with anchors to each question or statement [14]. For example, question 1 reads, “I am usually: 1 (completely bored), 2, 3, 4 (neutral), 5, 6, 7 (exuberant, enthusiastic)”, and the subject circles the number corresponding to his or her usual state.

2.4. Statistical analyses

Regression analyses were conducted using Stata 13.1 (College Station, TX). Univariate analyses were conducted for DANA cognitive tests, followed by multivariate analyses. Independent variables factored into the multivariate analyses included age, gender, highest level of education, mood (as determined by PHQ-9 test), and the reported number of hours of sleep the previous night. Data are presented as Mean ± SEM. P values less than 0.05 are considered statistically significant.

3. Results

Study participant information is presented in Table 2. The control group had a nearly equal ratio of males and females. Females were significantly overrepresented in the NMOSD group (n = 23/25, 92%, P < 0.01), in line with the 65.1% female predominance of NMOSD in American patients [26]. Mean age of participants was higher in controls versus NMOSD (50.97 ± 3.48 versus 44.03 ± 2.86 years, respectively), but this difference did not reach statistical significance (P = 0.13). Participants attained equivalent levels of education (Control = 14.7 ± 0.6, NMOSD = 14.96 ± 0.5).

DANA cognitive test responses require a finger tap from the participant. Because NMOSD subjects can have motor impairments that might interfere with tapping, the PHQ-9 was used, which is a self-report measure of depression severity.

Table 2

<table>
<thead>
<tr>
<th>Study Sample Characteristics.</th>
<th>NMOSD</th>
<th>Control</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female)</td>
<td>23 (92%)</td>
<td>11 (55%)</td>
<td>0.004</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>44.03 ± 2.86</td>
<td>50.97 ± 3.48</td>
<td>0.128</td>
</tr>
<tr>
<td>Level of education (years)</td>
<td>14.96 ± 0.50</td>
<td>14.70 ± 0.59</td>
<td>0.736</td>
</tr>
<tr>
<td>Hours sleep, previous night</td>
<td>5.89 ± 0.39</td>
<td>6.58 ± 0.29</td>
<td>0.173</td>
</tr>
<tr>
<td>Disease duration (months)</td>
<td>65.09 ± 11.84</td>
<td>413.6 ± 131.0</td>
<td></td>
</tr>
<tr>
<td>Total # of relapses</td>
<td>4.25 ± 0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility impairment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully mobile</td>
<td>14 (56%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occasional walking aid</td>
<td>3 (12%)</td>
<td>1 (4%)</td>
<td></td>
</tr>
<tr>
<td>Wheelchair</td>
<td>3 (12%)</td>
<td>4 (16%)</td>
<td></td>
</tr>
</tbody>
</table>

Data are presented as mean ± SEM or number of participants (% total).
confound cognitive tests results, FTTs were conducted to determine if differences in finger motor function existed between groups. Interestingly, nearly statistically significant differences were observed between groups in the first FTT test, with NMOSD participants displaying fewer finger taps than controls (53.86 ± 2.09 versus 58.95 ± 1.47, respectively, p = 0.058), but the differences disappeared by the second (54.23 ± 2.14 versus 56.20 ± 1.87, respectively, P = 0.496) and third trials (52.18 ± 1.73 versus 51.80 ± 2.72, respectively, P = 0.905). Because the FTT results normalized between groups by the second and third trial and FTT tests were conducted prior to the cognitive tests, FTT results were not factored into primary analyses of cognitive test data.

No differences were observed between groups in uncontrolled univariate analyses for any cognitive test (SRT, PRT, SP, and CS; P = 0.46–0.95). When controlled for individually in multivariate analyses, gender, highest level of education, PHQ-9 score, and number of hours of sleep did not impact this significance of these results (P = 0.27–0.77). However, when age was controlled for in multivariate analyses, statistical significance was reached between NMOSD and control performance in the Code Substitution (CS) test (P = 0.037). Significance increased further when gender, highest level of education, PHQ-9 score, and number of hours of sleep were controlled for in addition to age in multivariate analysis (P = 0.029). Specifically, NMOSD patients had a 17.8% decrease in throughput scores compared to control subjects, indicating cognitive impairment in NMOSD. Similarly, NMOSD patients had lower mean correct response time on the CS test, as they took 13.8% longer to select the correct response versus controls (P = 0.022).

In the NMOSD group, neither disease duration nor diagnosis duration correlated with cognitive performance on any test. Significant relationships were observed, however, between the throughput metric on all four cognitive tests and age (Table 3). Significant associations between age and CS throughput were observed in all subjects pooled (P < 0.001), with every year of age corresponding to a 0.325 drop in CS throughput (mean control CS throughput = 35.02). The significant age and CS throughput relationships persisted after separating out control subjects (P < 0.001), and the trend remained after separating out NMOSD subjects (P = 0.074). Similar patterns emerged in the Spatial Processing (SP) test, with significant negative correlations existing in pooled and grouped analyses (P < 0.05 for all analyses). Negative relationships between age and throughput on the PRT and SRT tests were observed in pooled and control analyses (P < 0.05 for all analyses), but associations were not observed between age and throughput in the NMOSD group.

There was no difference in the number of hours of sleep the previous night between groups. A significant relationship between CS throughput and the reported number of hours of sleep the previous night was observed in NMOSD patients, with every hour of sleep corresponding with a 1.88 increase in CS throughput performance (P = 0.03). The reported number of hours of sleep the previous night did not affect CS throughput score in control subjects (P = 0.584). Scoring of the PHQ-9 is based on five point increments, where 0–4 indicates no depression, 5–9 indicates mild depression, 10–14 indicates moderate depression, 15–19 indicates moderately severe depression, and 20–27 indicates severe depression [27]. 58.3% of NMOSD subjects displayed mild, moderate or moderately severe depression compared to 21.1% of control subjects. 37.5% (9/24) NMOSD patients displayed mild depression, 16.7% (4/24) displayed moderate depression, and 4.2% (1/24) displayed moderately severe depression as compared to 5.3% (1/19), 5.3% (1/19), and 10.5% (2/19) of control subjects with mild, moderate, and moderately severe depression, respectively. Average PHQ-9 scores did not differ significantly between groups, although NMOSD patients did have higher scores, indicating more depressed mood overall, versus the control group. Control subjects averaged 4.26 ± 1.32 on the PHQ-9 test, corresponding to no depression, while NMOSD patients averaged 6.38 ± 0.95 points, corresponding to mild depression. In pooled analysis, females had higher depression scores compared to males (P = 0.01), and significance was maintained after controlling for diagnosis of NMOSD (P = 0.03).

PIL data revealed no differences between average PIL score in control and NMOSD subjects (113.5 ± 3.1 vs. 109.5 ± 2.7). There were, however, opposing relationships between cognition and PIL in control and NMOSD groups. CS throughput score improved by 0.205 points for every one point increase in PIL score in the NMOSD group (P = 0.067), while CS throughput score went down by 0.335 points for every one point increase in PIL score in the control group (P = 0.039) (Fig. 1). A trend relation was observed between PIL and PHQ-9 scores in control populations (P = 0.088), where higher PIL trended with lower PHQ-9 scores (i.e., less depression) in both groups. No relationship was found between PHQ-9 score and PIL in NMOSD subjects. The relationship between PIL and mood became statistically significant, however, when groups were pooled together (P = 0.041, Fig. 2).

4. Discussion

The present study is the first to evaluate and compare cognition, mood, and PIL in NMOSD and control subjects. We found significant impairments on CS test performance in NMOSD subjects after controlling for age, mood, education, gender, and number of hours of sleep the previous night. No impairment of cognitive function in NMOSD subjects was observed, however, when personal and demographic information were not taken into account in analyses. To study the effect of each variable (age, mood, education, gender, and number of hours of sleep), additional analyses were run in which each variable was omitted. Individual omission of gender, mood, education, or number of hours of sleep the previous night caused only minor fluctuations in significance level of CS throughput between groups (0.016–0.056). Omission of age, however, completely erased significant differences between groups (P = 0.44), indicating that cognitive test performance was highly dependent on age. In line with this observation, highly significant correlations were detected in pooled analyses between age and throughput in all cognitive tests, with test performance dropping as age increases. There was a trend toward differences between the average ages of NMOSD and control groups that did not reach statistical significance, with control subjects older than NMOSD subjects by over 6 years. Therefore, the age difference between groups would have concealed cognitive impairment in NMOSD if not properly controlled.

The CS test employed in the present study is similar to the more popular symbol digit modalities test (SDMT). In both the CS and SDMT test, 9 pairs of numbers and symbols are presented in a key, and the participant must communicate the correct number that corresponds to presented symbols. The SDMT is one of the most widely used cognitive tests in MS to rate cognitive impairment, due to its ease of use, high test–retest reliability, and high sensitivity [28,29]. A study in Chinese NMO patients reported impairments in the SDMT test (P < 0.001) as compared to age- and gender-matched controls [30]. This finding, in agreement with our CS test results, indicates that both the CS and SDMT are sensitive to detect cognitive impairment in NMOSD.

It is interesting that the only test to detect cognitive differences in NMOSD and control subjects in the present study was the CS test. A possible explanation as to why the SRT, PRT, and SP tests did not show impairments in NMOSD patients is because our patient

| Table 3 | Age versus cognitive test throughput regression analyses. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Cognitive test  | All subjects    | Control         | NMOSD           | All subjects    | Control         | NMOSD           |
|                 | P value         | coefficient     | P value         | coefficient     | P value         | coefficient     |
| Code Substitution | <0.001         | −0.325          | <0.001          | −0.499          | 0.074           | −0.218          |
| Spatial Processing | <0.001        | 0.22            | <0.001          | −0.278          | 0.025           | −0.185          |
| Simple Reaction  | 0.024           | 0.716           | 0.014           | −0.995          | 0.224           | 0.662           |
| Time Procedural Reaction Time | 0.006         | −0.368          | 0.001           | −0.599          | 0.595           | −0.111          |
population was highly educated (14.96 ± 0.5 years). Lower education levels are predictive of cognitive impairment in NMOSD [30]. Most NMOSD studies typically examine patient cohorts with an average of 11–12 years of education [3,6,13]. It is therefore possible that cognitive impairment was only detected in the CS test in the present study because our NMOSD patient population had such high levels of education attainment and were therefore more protected against cognitive impairment than typical NMOSD patient populations. The CS test could be the only test sensitive enough to pick up cognitive impairment in our highly educated patient population. The nature of the experimental design in which we tested NMOSD patients who willingly attended NMO Patient Day could select for more highly educated participants. Future studies will be designed to include a more diverse and representative NMOSD patient cohort. Within the NMOSD patient population, we also did not observe age-dependent decreases in performance in the SRT and PRT tests. These two tests are simpler and require less cognitive processing than the SP and CS tests, so it is possible that physical aspects of NMOSD cloud age-dependent changes in performance.

Disease duration, mobility, and sleep were examined to determine if any of these factors were related to cognition in NMOSD. Similar to other reports [7], we did not observe a relationship between NMOSD disease duration and cognitive test performance, suggesting that cognitive impairment occurs early in some individuals, but for others it is not an inevitable and progressive comorbidity of the disease. The present study required a definite diagnosis of NMO, but others have shown that diagnosis of NMO subtype (limited NMO versus definite NMO) does not relate to cognition [7]. In fact, cognitive impairment can be present in NMO patients without any visible brain lesions [31].

In the present study, 44% (11/25) of NMOSD participants reported some mobility impairment, but severity of mobility impairment also did not correlate with any cognitive test result or upper extremity dexterity (as assessed by FTT results). There was, however, a relationship between cognitive test performance and sleep in NMOSD patients, with NMOSD patients who had significantly less sleep the previous night performing worse on cognitive tests. This relationship between hours of sleep and cognition did not exist in the control subjects, suggesting that NMOSD patients may be more vulnerable to the cognitively impairing effects of little sleep. The importance of a good night’s sleep has been demonstrated in many studies in healthy individuals [32], but these data suggest the importance of sleep in NMOSD patients.

Use of the PHQ-9 to screen for depression has been validated in patients with multiple sclerosis (MS) [33]. Average PHQ-9 scores for non-NMO controls placed them in the non-depressed category, while
the average PHQ-9 score of the NMOSD group fell into the mildly depressed category. Although it would be reasonable to hypothesize that level of disability would impact mood, with more disabled patients having lower mood, PHQ-9 scores were unrelated to mobility status in NMOSD subjects. Similar results have been obtained in MS patients [34,35], indicating that physical disability alone does not cause depression in these neurological diseases. Similar to other reports [11], we found higher rates of depression in NMOSD versus control subjects. Although sleep disturbances are common in depressed individuals [36], we did not observe a relationship between number of hours of sleep the previous night and depression scores in either control or NMOSD subjects.

An interesting observation of the present study was the conflicting relationships between cognition and PIL between the NMOSD and control groups. While no differences in average PIL existed between groups, control subjects with a higher PIL score did worse on the CS cognitive test, while NMOSD subjects with a higher PIL score did better on the CS cognitive test. The results of this NMOSD study are in line with a study in AD patients that showed high PIL protects against cognitive impairment in AD when neuropathological burden is high [37]. It is therefore possible that high PIL could be protective against cognitive impairment in NMOSD as well. No studies have reported on PIL in primary caregivers of patients with physical disability. While not all control subjects in the present study were primary caregivers, all had a close friendship or familial link to the NMOSD subjects as significant travel was required for most study participants. It is possible that the stress of caregiver burden could negatively impact PIL or cognition in the control cohort. Future studies will include the differentiation between non-NMO controls who are not caregivers and controls who are caregivers to examine the effect of NMOSD caregiver burden on PIL and cognition.

A recent study evaluated computerized touch screen testing in subjects with NMO and MS [38]. Similar domains of cognition were tested in their cognitive battery and the present study. Although the authors recognized that cognitive impairment is present in NMO, they did not detect differences between the cognitive performance of 10 NMO patients and 15 control subjects as measured by the computerized tests. Based on these results, the authors concluded that computerized touch testing is not useful or sensitive in NMO patients. It is interesting, however, that no differences were observed in the mini-mental state examination (MMSE) scores between control subjects and participants with NMO. The MMSE is a standard test of cognitive function that has been used for over 40 years in research studies. With both the MMSE and the computerized test data in mind, it appears that a computerized test battery is relevant for measuring cognition in NMO, but that their sample size was too small to detect cognitive impairment in NMO by any measure. A further benefit of computerized testing, like the DANA test employed in the present study, is increased sensitivity. There is a maximum of 30 possible points to earn on the MMSE, so a ceiling effect is easily reached in certain cohorts. The DANA test, however, times tests down to the millisecond, allowing for extremely sensitive results that span a wider range between subjects.

There are several limitations to the present study. The participant group is self-selected on two dimensions. First, participants had to be interested in and motivated to attend Johns Hopkins NMO Patient Day. Therefore, it is possible that the attendees had better mood, higher PIL, and/or superior cognition as compared to the general NMOSD population. Second, attendance required significant travel for many of the participants, which could thwart the participation of some individuals with severe physical impairments and those in a lower socioeconomic status. While any of these factors could affect our results, the inclusion of family and friends of the NMOSD patients as the control population likely controlled for possible differences in socioeconomic status and/or stress of travel to attend Patient Day, and the variables of age, gender, education history, mood, and sleep were controlled for in the statistical analyses. As discussed above, however, rates of cognitive impairment could be lower in the present study as it is possible that high levels of education protect against cognitive impairment in NMOSD. Another limitation of the present study is that pain was not included in the analyses. While no subjects were in active or visible pain at any time during the testing process, it is possible that pain could influence our findings as others have demonstrated potential relationships between pain and depression [12], and pain and cognitive impairment in NMOSD [7]. Future studies will factor pain into analyses to determine if there is a relationship between pain and mood, cognition, and/or PIL. A final limitation of the present study is the lack of MRI data. We do not treat all participants with NMOSD who attended the Johns Hopkins NMO Patient Day, so MRI data were not available to us from all research subjects. Few studies have measured the relationship between cognition and brain lesions in NMOSD, but a recent report suggests that gray but not white matter lesions are associated with cognitive impairment in the disease [39]. Although outside the scope of the present study, future work from our group will focus on functional connectivity and white matter integrity in NMOSD.

5. Conclusions

Taken together, these results support the use of a mobile tablet-based cognitive assessment tool utilizing CS, an electronic version of the SDMT, for measuring cognitive impairment in NMOSD patients. Depression and cognitive impairment are comorbidities of NMOSD that are only recently beginning to be understood. Further studies are required to better characterize the interplay of mood and cognition in NMO. NMOSD patients with high PIL perform better on cognitive tests, and future studies will be designed to ascertain whether a higher will to find meaning in existence is a protective factor against cognitive decline in NMOSD.
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A Pilot to Investigate the Feasibility of Mobile Cognitive Assessment of elderly patients and caregivers in the home
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Abstract

**Background:** The number of older adults with Alzheimer’s disease (AD) has been steadily increasing and is likely to triple by 2050. Parallel increases in AD and informal AD caregivers who experience their own physical and cognitive challenges will result in the need for tools that can help both populations track their cognitive health easily, both in the clinic and at home.

**Methods:** DANA, a tablet-based, FDA-cleared computerized cognitive assessment tool, was used over 90 days among seven caregiver-AD patient dyads in-clinic and at home to assess DANA’s sensitivity in detecting mild cognitive impairment and dementia as well as its feasibility in the home and clinic.

**Results:** DANA is sensitive to certain differences in cognitive performance between AD patients and caregiver. Most subtests were found to be feasible for in-home use among both patients and caregivers.

**Conclusion:** DANA shows promise for use both in-clinic and in the home to track cognitive performance of AD patients and their caregivers.

Introduction

About one in nine Americans aged 65 and older has Alzheimer’s disease (AD), a proportion that increases to one in three among people 85 and older [1]. The aging of the U.S. population, as well as those in other industrialized countries, has resulted in marked growth in the numbers of older adults who live long enough to experience the debilitating impact of AD [2,3]. In addition to their increasing numbers, these older adults are also growing as a proportion of the total population. In the United States in 1900, there were about 3.1 million adults over the age of 65, and these individuals accounted for 4.1% of the total population. By contrast, in 2050, it is estimated that there will be 88.5 million adults over the age of 65, and this group will represent 20.2% of the population [4]. Assuming no new medical breakthroughs, it has been estimated that the number of AD cases will triple by 2050 from about 5 million to an estimated 13.8 million [5].

Advocacy organizations and policy makers have focused heavily on the need to develop effective treatments, service streams, and supports for AD. Passage of the 2011 National Alzheimer’s Project Act (NAPA) [6] called for coordinated efforts to accelerate AD research, provide better care, and improve services for patients and families. NAPA also established an Advisory Council for Alzheimer’s Research, Care, and Services. This group formulated a plan to address AD, including a clear set of objectives aimed at finding effective interventions and treatments [7].

Among the objectives outlined by the NAPA Advisory Council are several that focus on caregivers. The vast majority of day-to-day care for people with AD is provided by informal caregivers, and the extent of this care is considerable. In 2013, Americans provided 17.7 billion hours of unpaid care to people with AD and other dementias, [8] and in 2014, more than 15 million family members and other unpaid caregivers provided care to these individuals [9]. This translates to 21.9 hours of care per caregiver each week, or 1,139 hours of care per caregiver each year. It is well-established that the vast majority of Alzheimer’s care is provided in the home by unpaid caregivers.

The important role that is played by informal AD caregivers has generated growing interest in the characteristics and well-being of this population. National survey data show that 60% of caregivers of people with AD or dementia are adult children of the care recipient, 21% are over the age of 65, 51% are caring for someone over the age of 85, 23% have cared for the recipient for more than 5 years, 26% reported they have a disability, and nearly 17% report providing more than 40 hours of care each week. Ninety-four percent of AD caregivers in this survey reported that their care recipient experienced a change in thinking or memory in the past year [10].

Given the extent of their caregiving responsibilities, it is perhaps not surprising that AD caregivers are at increased risk of impaired cognition, depression, anxiety, and absenteeism, that they use healthcare services at higher rates than non-caregivers, and that their mental and physical health decreases as the severity of the AD care recipient’s symptoms increases [11,12]. Numerous reports have shown that caregiving itself is associated with unfavorable effects on various aspects of cognitive function due to factors such as stress and depression [13-20].

The availability of convenient tools to assess cognitive...
performance is therefore applicable not only to AD patients but also to the caregivers themselves as a means to monitor their own cognitive trajectories. Ideally, such a tool would be easy to use, acceptable to both patients and caregivers, suitable for use in the home, and would provide real-time, actionable information that is useful to the caregiver for both caregiving and self-care. If successfully implemented, such a tool could help caregivers (1) by providing them with objective information to track the cognitive trajectories of AD care recipients, and (2) by providing information on their own cognitive performance so that they can better understand and respond appropriately to the challenges imposed by their caregiving role. However, translation of cognitive assessment tools from clinic-based to in-home use among Alzheimer’s disease-caregiver dyads needs to be demonstrated not only to ensure that appropriate tests are selected for home use but also to show that these tests are sensitive to cognitive deficits as measured in the home, as this is where most caregiving occurs.

With these considerations in mind, the objectives of this report are to: (1) assess the in-clinic feasibility of administering a battery of tests via a mobile cognitive performance instrument among Alzheimer’s disease-caregiver dyads; (2) assess the sensitivity of this instrument for detecting mild cognitive impairment (MCI) and dementia and (3) test the feasibility of this instrument for assessing in-home cognitive performance.

Materials and Methods

Participants

AD patient-caregiver dyads were recruited at the Burke Rehabilitation Hospital in White Plains, New York. The Burke Rehabilitation Hospital is an acute rehabilitation hospital that provides inpatient and outpatient care services. AD Patients were

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Task Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Reaction Time (SRT)</td>
<td>The subject taps on the location of the yellow target symbol as quickly as possible each time it appears.</td>
</tr>
<tr>
<td>Procedural Reaction Time (PRT)</td>
<td>The screen displays one of four numbers (1, 2, 3 or 4) for 2 seconds. The subject taps the left button (“2” or “3”) or right button (“3” or “4”) at the bottom of the screen as quickly as possible to indicate which number was displayed.</td>
</tr>
<tr>
<td>Go/No-Go (GNG)</td>
<td>A house is presented on the screen with several windows. Either a “friend” (green) or “foe” (gray) appears in a window. The respondent must tap the “fire” button only when a “foe” appears.</td>
</tr>
<tr>
<td>Code Substitution-Learning (CSL)</td>
<td>Subjects refer to a code set of 9 symbol-digit pairs that are shown across the upper portion of the screen. Single symbol-digit pairs are presented in succession below the key, and the subject indicates whether or not the single pair matches the code by tapping “Yes” or “No.”</td>
</tr>
<tr>
<td>Code Substitution-Recall (CSR)</td>
<td>After a delay of several intervening tests, the same symbol-digit pairs from the earlier Code Substitution-Learning task are presented without the code. The subject indicates whether or not the pairing was included in the code that was presented in the earlier code substitution learning section.</td>
</tr>
<tr>
<td>Spatial Processing (SP)</td>
<td>Pairs of four-bar histograms are displayed on the screen simultaneously, and the subject is requested to determine whether they are identical. One histogram is always rotated either ±90 degrees with respect to the other histogram.</td>
</tr>
<tr>
<td>Matching to Sample (MTS)</td>
<td>A single 4 x 4 checkerboard pattern is presented on the screen for brief study period. It then disappears for 5 seconds, after which two patterns are presented side-by-side. The subject indicates which of these two patterns was displayed during the study period.</td>
</tr>
</tbody>
</table>

Table 1: Description of DANA subtests.

<table>
<thead>
<tr>
<th>Dyad</th>
<th>Participant Type*</th>
<th>Age</th>
<th>Gender</th>
<th>SRT1</th>
<th>PRT</th>
<th>GNG</th>
<th>CSL</th>
<th>CSR</th>
<th>SP</th>
<th>MTS</th>
<th>SRT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Caregiver</td>
<td>74</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>73</td>
<td>Male</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>Caregiver</td>
<td>63</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>89</td>
<td>Male</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>Caregiver</td>
<td>77</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>90</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>Caregiver</td>
<td>59</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>84</td>
<td>Female</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>Caregiver</td>
<td>74</td>
<td>Female</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>81</td>
<td>Male</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>Caregiver</td>
<td>64</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>75</td>
<td>Male</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>Caregiver</td>
<td>70</td>
<td>Female</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Patient</td>
<td>75</td>
<td>Male</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

*All Caregivers were spouses except Caregiver 3 (friend) and Caregiver 4 (daughter).
recruited from the outpatient Memory Evaluation and Treatment Service (METS) program, where patients are assessed and treated for memory disorders. Participants included patients diagnosed with mild Alzheimer’s disease and their informal caregivers. The study was approved by the Institutional Review Board of Burke Rehabilitation Hospital.

Inclusion criteria for the dyads included minimum education and age requirements, a Geriatric Depression Scale score of less than six, and English language fluency. Caregiver-specific inclusion criteria also required no abnormal memory complaints, scores within normal range on the Mini Mental State Examination (MMSE) and the Montreal Cognitive Assessment (MoCA) and no clinical diagnosis of dementia, mild cognitive impairment or Alzheimer’s disease. Patient-specific inclusion criteria also required either no medications or stable history of medication usage for three months, meeting...
NINCDS/ADRDA criteria for probable Alzheimer’s disease and an MMSE score of greater than or equal to 20.

Prior to testing, patients and caregivers were screened by the site PI. Mild AD patients were established patients with previous diagnoses. The PI verified diagnoses and no new diagnostic screenings were conducted for the study. Caregivers were given standard neuropsychological tests (i.e. MMSE, MoCA). The site PI performed a history and neuropsychiatric exam to verify eligibility. Demographic information for the dyads is shown in Table 2.

Testing

All participants were administered DANA, a tablet-based, FDA-cleared neurocognitive assessment tool. DANA contains a battery of tests that is designed to examine cognitive performance on a number of distinct tasks, and its favorable psychometric properties and test-retest reliability have been documented [21,22]. A summary of the tests used in this study is provided in Table 1.

The primary outcome variable for each test is throughput (TP), a measure of cognitive efficiency.

Throughput relates speed and accuracy by quantifying the number of correct responses per minute:

\[ TP = \text{accuracy} \times \text{speed} \times 60,000 \]

where accuracy is the proportion of correctly completed trials, speed is the reciprocal of mean correct response time measured in milliseconds. The scaling factor of 60,000 converts the quantity to units of min⁻¹.

If a participant scored less than 66% correct on any test in the battery, results of that test were considered invalid and excluded from analysis. In the context of this study, such performance is indicative of the inability to perform a particular task.

Testing was carried out in two settings: a clinic-based setting at the Burke Rehabilitation Hospital and in patients’ homes. The first testing session took place in clinic, where both caregivers and patients were administered the complete range of tests described in Table 1.¹ For in-home testing, each patient-caregiver dyad was provided with a tablet running DANA software and instructed to complete the assessment at home at least once a week for 90 days. For in-home testing, a complete administration consisted of the Simple Reaction Time, Procedural Reaction Time, and Go/No-Go subtests.

At the end of the 90-day home testing portion of the study, caregivers were contacted to take a follow-up survey soliciting feedback regarding their experience with DANA.

Results

In-clinic test administrations are shown in Table 2. AD patients were unable to reliably complete many of the tests that have been used previously in the DANA cognitive test battery, including CSL (1/7 patients completed), CSR (0/7), SP (3/7), and MTS (3/7). However, the patients had greater success in completing the simpler processing speed tasks: SRT1 (7/7), PRT (5/7), GNG (6/7), and SRT2 (7/7). As indicated, caregivers were also unable to complete many of the assessments.

Figure 1 shows results for the four in-clinic tasks that were reliably completed. Two-sample Welch t-tests were used to assess differences between caregivers and patients for these subtests: SRT1 mean difference: 29.67 min⁻¹, t(6.52) = -3.66, 95% CI: -49.18, -10.22; PRT mean difference: 9.02 min⁻¹, t(9.99) = -1.58, 95% CI: -21.71, 3.68; GNG mean difference: 16.14 min⁻¹, t(8.72) = -1.81, 95% CI: -36.47, 4.19; SRT2 mean difference: 42.25 min⁻¹, t(11.91) = -5.66, 95% CI: -58.51, -25.98. Notice that group differences for the SRT1 and SRT2 subtests are significant at the 0.05 level.

The in-home phase of the study consisted of the SRT (single administration), PRT and GNG subtests. For these tests, both patients and caregiver performed similarly to in-clinic (Figure 2). Figure 3 shows the DANA administrations taken over the course of the in-home study by dyad and caregiver/patient group. Given the repeated measures aspect of the in-home administrations (i.e., multiple administrations nested under subject), multilevel regression models with intercepts estimated for each subject ID were used to evaluate the effect of Alzheimer’s disease on throughput. The estimated effect was negative for all subtests (PRT: b = -12.80, 95% CI: -23.02, -2.57; GNG: b = -15.76, 95% CI: -29.35, -2.18; SRT: b = -16.22, 95% CI: -39.60, 6.93). Note that for the in-home phase, SRT was the only subtest not to reach significance at the 0.05 level.

Post-study follow-up interviews indicated that a majority of caregivers were able to independently set up the tablet and support the patient during the data collection period. Caregivers provided feedback on the device being used (a tablet) and the perceived usefulness of the in-home cognitive assessment. Caregivers provided additional feedback on DANA regarding instructions, stimulus size, and software navigation. Additionally, they reported generally positive impressions concerning perceived benefits of taking the assessment at home for both themselves and the patient.

Discussion

This study had three goals: (1) to assess the in-clinic feasibility of administering a battery of tests via a mobile cognitive performance instrument among Alzheimer’s disease-caregiver dyads, (2) to assess the sensitivity of this instrument for detecting mild cognitive impairment (MCI) and dementia, and (3) to test the feasibility of this instrument for assessing in-home cognitive performance. Each is discussed below.

We found that DANA’s full cognitive battery was not appropriate for our sample, particularly among AD patients. Patients were unable to reliably complete certain tasks such as Code Substitution, Matching to Sample, and Spatial Processing. Caregivers also had difficulty with some tasks, perhaps as a consequence of their advanced age. These tasks could potentially be modified for clinic use (such as increasing available response time). By contrast, simpler tasks like Simple Reaction Time, Procedural (Choice) Reaction Time, and Go/No-Go were generally reliably completed by both groups.

Despite our small sample size, in-clinic testing revealed numerical trends consistent with the expected result that the Alzheimer’s group would perform worse than caregivers across a range of cognitive
tests. These trends were also observed in the home, suggesting a reliable transfer of DANA’s sensitivity to Alzheimer’s disease that was demonstrated in the clinical setting. Although in some cases differences in cognitive performance between caregiver and patient groups failed to reach traditional significance thresholds, we believe that more consistent results will be obtained with larger sample sizes and/or through measurement of factors that are likely to contribute to variance in cognitive performance (e.g., medication, stress, etc.).

Finally, our results speak to the feasibility of using a portable neurocognitive assessment tool in the home. Although the number of administrations varied among participants, testing sessions spanned the entire range of the study period and were generally evenly distributed across it (Figure 3), suggesting that engagement with the device was consistent over the course of the study. Results of the follow-up questionnaire provided useful insights into the usability concerns among caregivers and patients, thereby providing a platform for further development of this testing modality in this population.

An important element of our findings relates to identification of strategies that simultaneously enhance both patient- and caregiver-centered support among people whose lives are affected by AD. For caregivers, one aspect of these strategies involves providing self-care tools that help them assess cognitive performance in a manner that optimizes their ability to care for themselves and the people who depend on them [23]. Availability of these caregiver-centered tools is tied to the economic value of informal caregiving. A recent report indicated that informal dementia caregiving is valued at $218 billion annually [7]. Because there is no resource available to cover the cost of replacing informal dementia care with paid support, efforts to ensure caregivers’ well-being including their ability to care for people with AD and to care for themselves have clear economic and policy implications for countries whose populations continue to age without any obvious service streams to support these demographic changes.

Our findings can also be interpreted in the context of NAPA’s plan to address AD. Goal 3 of that plan is to “Expand support for people with Alzheimer’s disease and their families.” Strategy 3B of that plan calls for enabling “family caregivers to continue to provide care while maintaining their own health and well-being” and strategy 3C seeks to “Assist families in planning for future care needs” [24]. Given that about half of all AD caregivers are themselves over the age of 55—a finding that is reflected in our data—the needs of these aging caregivers must be addressed in parallel with the needs of their care recipients. Our data on the feasibility of using a home-based cognitive assessment tool is consistent with federal priorities to support caregivers as well as AD patients with tools that support their needs, help maintain caregiver health, and assist in planning for future care needs.

It is the context of supporting caregivers in this important role that our findings are especially relevant in a public policy context. The average per-person Medicare spending for seniors with Alzheimer’s is almost three times higher than average per-person spending for all other seniors. Under Medicaid, spending is 19 times higher [24]. It is important to stress that these costs are associated with formal health care provision, and that effective provision of informal care helps to keep these costs down.

Although the aging of the population will undoubtedly result in increasing numbers of older adults who will continue to incur substantial costs to the formal health care system, it may be possible to control these costs by offering caregivers effective tools that can optimize their ability to provide informal care.
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Introduction and overview

In addition to regulating breathing, heart rate, and blood pressure, the brain receives information from the environment, interprets this information, and guides appropriate responses to these stimuli. From an evolutionary point of view, an organism’s ability to effectively process external information is advantageous because it facilitates survival (1). In prehistoric times, the ability to react quickly to visual stimuli could make the difference between a successful hunt and starvation. In the modern era, efficient processing of external information has implications for tasks as diverse as identifying the best moment to swing a baseball bat, being able to distinguish friend from foe on the battlefield, and being able to recognize and respond to traffic signals. Cognitive efficiency refers to how quickly and accurately one can process information, and this aspect of brain function has far-reaching implications for well-being throughout the life span and into old age (2–4). The importance of assessing and maintaining cognitive efficiency has led to development of tools to measure various aspects of brain health and function (5).

Historically, cognitive testing has been conducted in office-based settings by specially-trained professionals such as neuropsychologists. Cognitive batteries that are administered in these settings include intelligence tests, finger tapping tests, trail making tests, coding tests, letter-number sequencing tests, verbal learning tasks, and block design tests. These tests evaluate different aspects of brain function, including cognitive efficiency or processing speed, spatial processing, visual scanning and attention, immediate recall, short-term memory, working memory, language, attention/concentration, executive function, and visual-spatial discrimination (6). The variety and complexity of brain functions that are assessed by cognitive testing batteries hint at the many ways that deficits in these functions can unfavorably impact daily function. For example, an injured student athlete’s grades may decline, a cognitively impaired older adult may lose keys or leave the stove on, and an injured soldier may put himself and his
unit at risk.

The emergence of mHealth offers an opportunity for radical changes in how we assess cognitive or brain health, and this report explores four considerations related to this paradigm shift: (I) limitations of traditional approaches to cognitive testing; (II) opportunities for mobile assessment of brain health; (III) mobile platforms for patient-centered cognitive assessment; and (IV) re-thinking data and outcomes. These considerations reveal three broad themes related to the evolution of cognitive efficiency testing: A shift from disease diagnosis in the office setting to mobile tracking of health and wellness in any setting; the strength of computer-based measures and their role in facilitating development of new computational methods, and the use of cognitive testing to inform on individual-level outcomes over time rather than dichotomous metrics at a single point in time.

**Limitations of traditional approaches to cognitive testing**

By definition, identification of a cognitive deficit is required before appropriate interventions can be implemented. For this purpose, traditional paper and pencil testing is reliable, valid, and has diagnostic value—all important features for clinical application. However, traditional approaches to assessment of brain health also come with a number of important limitations. These tests are time-intensive for both testers and patients; special training and testing areas are needed; they are expensive; it can be difficult to get short-term evaluations because access to neuropsychological services is limited; there are learning effects that can’t be mitigated by alternate forms of the tests, and the tests were not designed to be patient-centered tools or to assess how people function in community-based settings (7,8).

In addition to these issues, there are important limitations related to the nature of the data, how they are collected, and how these factors interact to impact usability (9). For example, because paper and pencil tests are not computerized, factors related to how these tests are administered can impact scoring across testing environments. The tests do not permit export of raw or summary data in a manner that facilitates data analysis or integration with patients’ electronic health records. Test batteries frequently yield simple summary scores on various sub-tests, a system that does not offer insight into complex response patterns that may provide important insight on the presence or origin of various aspects of cognitive deficit. Finally, these testing modalities focus heavily on data collection at a single point in time, and comparisons of these cross-sectional measures to population-based norms. Thus, they are not designed to track individuals’ cognitive efficiency over time, nor are they designed to put patient data in patients’ hands where this information can be acted upon when a meaningful change in performance occurs.

**Opportunities for mobile assessment of brain health**

In recent years there has been a call for development and broad implementation of computerized cognitive testing. This need has been highlighted by stakeholders including drug developers, federal agencies that sponsor research focused on cognitive outcomes, and from clinicians who wish to move toward testing strategies that provide greater access to cognitive data in a manner that offers faster, more detailed information without sacrificing quality or increasing patient burden (10,11). In addition to these stakeholders, patients and caregivers are also developing higher expectations concerning the quality of, and access to their own health-related data (12,13). Mobile cognitive testing responds to stakeholder demands, offering a number of advantages over traditional methods, including considerations related to ease of administration and access to data.

Beyond these obvious advantages, mobile cognitive testing is patient-centered, allowing patients unprecedented access and insight into their own cognitive efficiency at a single point in time as well as understanding of patterns of change over time. The value of this information is not limited to patients. The vast majority of care for people with chronic disease comes from informal caregivers—most often from adult children and elderly spouses (14). The availability of a mobile platform that caregivers can use to assess a care recipient’s cognitive efficiency may offer new opportunities for caregivers to reliably track cognitive change over time, thereby enabling them to be more effective caregivers. Meeting these needs is consistent with federal priorities concerning the need to help “family caregivers to continue to provide care while maintaining their own health and well-being.” (15).

The variety of settings in which cognitive deficits can impact day to day function—the baseball field, the battle field, nursing homes, and community-based residences—reflect the value of having mobile cognitive assessment tools that can be used effectively in diverse settings. These
technologies can also be used repeatedly over time in a manner that informs on clinically meaningful trends, and that puts actionable information directly in the hands of consumers.

Finally, the limitations of traditional cognitive testing highlight the ways in which a new generation of mobile cognitive efficiency testing strategies can meet evolving patient needs. For example, assessment of cognitive efficiency at during primary care visits would establish individual baseline, allowing highly sensitive assessments of changes that might occur due to a sports injury, depression, or age-related dementia. Mobile tracking could also enable measurement-based care. Underscoring the desire to base healthcare on objectives measures, the Kennedy Forum recently issued a national call to expand the practice of measurement-based care from medical and surgical fields to behavioral health (16).

**Mobile platforms for patient-centered cognitive assessment**

Advances in technology, improved health literacy, and the independence that has been fostered by mobile technologies have all contributed to a shift in patients’ expectations of their interactions with the healthcare system and their own health information. Patients—particularly younger patients—expect to access their health data and health care providers in ways that were unthinkable 15 years ago. Many primary care practices offer portals that allow patients to make appointments online, to access their laboratory results, and to request prescriptions refills. Policy-driven incentives encouraging primary care providers to adopt electronic health records, combined with ongoing efforts to enhance patient access with mobile technology reflect broader trends that recognize the importance of technology-enhanced patient-centered care (17). Patients have developed a new set of expectations concerning access to their own health data, and there is a new sense of autonomy among patients that reflects the desire to have a greater degree of data-driven control over their health and wellness (18).

It is against this backdrop that traditional strategies to assess cognitive performance should be re-evaluated. If cognitive testing can be conducted reliably outside of an office setting, it is reasonable to expect that these testing strategies should be taken into the field—taken to patients—rather than continuing to expect patients to come to the office. A key principle of “patient centered care” is the idea that patients are the best source of information about how well their health care providers are meeting their needs, and those patient perceptions about their healthcare delivery correlate with both health outcomes and satisfaction with care (19).

Although age-related cognitive decline is not the only setting in which mobile brain health technologies provide benefit to patients and families, this setting provides a useful framework to think about the value of these strategies. Among older adults, there are numerous non-office settings where cognitive testing could provide useful information to both formal and informal caregivers. These have direct application to patient-centered care because it is well-established, for example, that older adults have a strong preference to remain independent in their homes as long as possible. Such preferences, along with the recognized cost advantages of providing community-based—as opposed to institutional—care for frail seniors, is at the root of a shift toward development of systems for community-based provision of long term care supports and services. A key element of care plans that are implemented in the community is a clear understanding of care recipients’ cognitive status. The frailty of this population, along with a focus on home-based care reflect the value of mobile assessment tools that can provide integrated care teams with information on cognitive status over extended periods of time in a manner that informs on diverse aspects of care for growing numbers of seniors.

The value of this information can be interpreted in the context of the diversity of settings in which older adults reside, and in which tracking of their cognitive efficiency would be useful not only to them, but also to both formal and informal caregivers. For older adults who use nursing home services, ongoing assessment of cognitive efficiency could inform directly on various aspects of institutional care, and this information could be readily collected in this care setting using mobile platforms, and it would be available not only clinicians, but also to patients and family members. Intermediate between community/home-based residential settings and institutional care are assisted living settings in which seniors receive a limited set of health services. Like nursing home settings, care teams in these residential settings could benefit from easy access to reliable data on seniors’ cognitive efficiency. The ability of mobile technologies to dovetail with electronic health records would further enhance continuity of care for frail older adults who receive care from numerous specialists who practice in these diverse care settings.
Re-thinking data and outcomes

In recent years, there has been a tremendous increase in awareness of the role that “big data” can play in clinical decision-making, including how it can be used to personalize cognitive health (20,21). There is parallel interest in the idea that objective data should be at the foundation of individualized decisions about health, and that generation of, and access to clinical data should extend beyond the doctor’s office; it should be tailored to the needs of individual patients, it should provide insight on patients’ longitudinal health trends, the information should available to patients and their families on demand, and data should be available using technologies that are chosen by consumers (22).

Among the drivers of the increased emphasis on collection of individualized data for cognitive assessment in particular is the aging of the U.S. population, sometimes called “the graying of America” or the “silver tsunami.” Growing numbers of older adults have resulted in a marked increase in the burden of Alzheimer’s disease and other dementias. These burdens not only impact patients, but they also have unfavorable effects on informal caregivers as well as the formal healthcare system.

New mobile technologies capture, export, and facilitate analysis of computerized cognitive data in a manner that enables use of all data that are collected by these technologies, not just summary scores. Why is this important for cognitive testing? Unlike many biological determinations (e.g., blood glucose or cholesterol) where a single threshold measure can unambiguously define the presence or absence of a disease or risk state, cognitive deficits can be subtle, and they can occur in multiple areas of brain function. Assessment of the presence or absence of a cognitive health condition that requires intervention may require many tests that evaluate multiple brain functions, often using a single summary score that is supposed to capture a multitude of complex patterns and functions.

Historically, cognitive testing scores are collapsed so that cognitive status is presented as binary (impaired/not impaired) or ordinal (normal/mild impairment/moderate impairment/severe impairment). This framework has important limitations. It is constrained by the maxim values that are dictated by the sum of scores on component tests. Pooling of sub-scores can obscure profound cognitive impairment on one subtest while still showing a favorable overall score. A third limitation involves the assumption that a single overall score offers the greatest clinical utility and that patterns of fluctuation over the course of many trials are of little or no value to cognitive assessment or care planning (23).

We believe that efforts to optimize the richness of computerized cognitive testing data must fully utilize all trial-by-trial data that are offered by these technologies because of the tremendous insight that this highly granular information can provide. These strategies offer an opportunity to depart from a traditional framework that relies on a single set of summary scores to one in which new computational methods can capitalize on many thousands of data points to provide insight on subtle changes in cognitive efficiency over time. The growing use of mobile cognitive assessment technologies will only enhance the impact of these efforts because of their ability to facilitate access to this information on the part of patients and families.

It is helpful to use a specific example to illustrate some of these concepts. Simple reaction time (SRT) assesses psychomotor speed—often in response to a visual stimulus, and the test often involves between 20 and 50 trials depending on the tool or instrument. Historically, SRT summary scores have been used as a means to describe an individual’s global performance on this subtest at a single point in time without regard to quantifying the shape of the curve that is generated by performance on each trial, and without appreciable attention to how response patterns may change over time. We propose a new focus that uses all the data that are available from newer mobile technologies to provide both a more granular view of an individual’s cognitive efficiency at a given point in time, and to help quantify meaningful changes over time.

This new focus can potentially unlock new applications of cognitive testing data in a quantitative and clinically relevant framework that is consistent with evolving expectations of patient-centered care. These methods could reveal previously-unidentified deficits and perhaps the etiology of some forms of cognitive dysfunction. An example of this strategy is presented in Figure 1. This figure shows SRT data from young adults at sea level, and the same adults at extreme altitude where their cognitive efficiency was greatly diminished due to hypoxia. These data, which were collected with a hand-held mobile cognitive assessment instrument, reveal significant differences in data patterns between the two groups, with hypoxic individuals’ SRT data being significantly more unstable than their uninjured counterparts. Examination of simple means and standard deviations do very little to fully utilize the richness of these data. We continue to develop these and other new...
computational methods to meet the growing expectations of patients and caregivers who are coming to expect more than a simple “yes or no” concerning questions about their health status.

**Conclusions**

Mobile platforms for computerized cognitive testing offer new opportunities to put actionable health information in the hands of consumers, to develop novel computational strategies that fully leverage large amounts of highly detailed cognitive efficiency data, and to meet the needs of diverse populations in a fully patient-centered framework.
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**Figure 1** Trial-by-trial analysis of simple reaction time testing among subjects at sea level and at extreme altitude.
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Abstract

Background: Computerized cognitive testing evaluates numerous aspects of brain function. In many cases, these tests (e.g. simple reaction time, SRT) involve multiple trials that are collapsed into a summary performance score, often a mean. In turn, these summary scores—used alone, or in combination with scores from other subtests—are used to assess cognitive health both cross-sectionally, and over time. Aggregation of quantitative data from multiple trials into a summary mean for a given test assumes that (1) a mean provides an accurate reflection of an individual’s performance across all trials, and (2) no clinically relevant information can be gleaned from the shape of an individual’s response curve across the trials. Methods: We challenged these long-held assumptions by taking advantage of the richness of trial-by-trial data from computerized cognitive testing to develop a strategy to identify clinically distinct groups from each other based on the pattern of their responses, rather than the mean. Using SRT data as a test case, we applied this method to the settings of concussion and altitude-induced hypoxia with data from 6 concussed and 153 non-concussed Air Force Academy Cadets and data collected in 21 college-aged students who were tested at sea level and again at 5,260m. We first plotted individual-level responses across 40 SRT trials, followed by trial-specific means. We fit loess curves to these means, and then fit these spline models with a random intercept to these curves.

Interpretation: Young subjects who were at extreme elevation—5620 m—had more varied, group-level means across 40 SRT trials than the same individuals when they were at sea level. The red triangles show the mean SRT at each trial for the entire study group. This variability is not fully captured by examining summary means of the 40 trials.

Methods

DANA is a hand-held, FDA-cleared clinical neurocognitive assessment tool that measures and tracks changes in cognitive efficiency by measuring response speed and accuracy. DANA includes eight cognitive tests and seven psychological questionnaires that measure multiple aspects of brain health. DANA has been validated in diverse military and civilian research settings. We report the evolution of our repeated measures work using DANA’s trial-by-trial simple reaction time (SRT) data from three data sources:

- Ft. Hood: 219 psychologically “healthy” and 98 “unhealthy” service members (i.e., CES > 8, PHQ > 9, PCL > 49)
- Altitude data: 17 people at sea level and 21 at extreme altitude
- Air Force Academy athletes: 153 normal and 6 concussed

Step 1: Visualize group means over time

Step 2: Fit Loess curves to visualize the shape of an ideal smoothed curve for “normal” and “non-normal” repeated SRT measures.

Step 3: Use Loess curves as a “target” for spline regression modeling for “normal” and “non-normal” groups to confirm that there are different shapes.

Step 4: Use unsupervised machine learning techniques (longitudinal k-means clustering shown here) to uncover hidden clusters of “normal” subjects in the data.

Step 5: Use the k-means results to predict group membership of each out-of-sample (“non-normal”) subject by choosing the smallest Minkowski distance (Euclidian case) between their trial-by-trial trajectories and the centers of Clusters A, B and C.

Conclusion/Future directions

By leveraging the richness and nuance of trial-by-trial responses to computerized cognitive testing, our results offer promise for developing pattern-based screening and treatment monitoring tools. If further developed, these strategies could be applied in the settings of traumatic brain injury, concussion, depression, PTSD and other conditions where return to duty decisions can benefit from inexpensive, objective, and nuanced data on cognitive performance.

While these initial results are promising, there are some limitations that will need to be addressed in future work. For example, k-means clustering does not allow for the inclusion of covariates (e.g., age, gender, etc.) that may be predictive of group membership. However, we are actively working with other machine learning techniques, such as group-based trajectory modeling, that can address this issue.