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In this work, electrical capacitance tomography (ECT) and neural networks were used to automatically identify two-phase flow patterns for refrigerant R-134a flowing in a horizontal tube. In laboratory experiments, high-speed images were recorded for human classification of liquid–vapor flow patterns. An objective was to determine which subsets of data derived from tomograms could be used as input data by a neural network to classify nine liquid–vapor flow patterns. Another objective was to determine which subsets of input data provide high identification success when analyzed by a neural network. Transitional flow patterns associated with common horizontal flow patterns were considered. A unique feature of the current work was the use of the vertical center of mass coordinate in pattern classification. The highest classification success rates occurred using neural network input which included the probability density functions (in time) for both spatially averaged permittivity and center of mass location in addition to the four statistical moments (in time) for spatially averaged permittivity data. The combination of these input data resulted in an average success rate of 98.1% for nine flow patterns. In addition, 99% of the experimental runs were either correctly classified or misclassified by only one flow pattern.
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ABSTRACT

In this work, electrical capacitance tomography (ECT) and neural networks were used to automatically identify two-phase flow patterns for refrigerant R-134a flowing in a horizontal tube. In laboratory experiments, high-speed images were recorded for human classification of liquid–vapor flow patterns. The corresponding permittivity data obtained from tomograms was then used to train feedforward neural networks to recognize flow patterns. An objective was to determine which subsets of data derived from tomograms could be used as input data by a neural network to classify nine liquid–vapor flow patterns. Another objective was to determine which subsets of input data provide high identification success when analyzed by a neural network. Transitional flow patterns associated with common horizontal flow patterns were considered. A unique feature of the current work was the use of the vertical center of mass coordinate in pattern classification. The highest classification success rates occurred using neural network input which included the probability density functions (in time) for both spatially averaged permittivity and center of mass location in addition to the four statistical moments (in time) for spatially averaged permittivity data. The combination of these input data resulted in an average success rate of 98.1% for nine flow patterns. In addition, 99% of the experimental runs were either correctly classified or misclassified by only one flow pattern.
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1. Introduction

Understanding the two-phase flow behavior of refrigerants is important for the design of advanced aircraft cooling systems. Specifically, the classification of liquid–vapor structures into flow patterns is useful for predicting heat transfer rates and, ultimately, system performance. Most flow and heat transfer correlations require a priori knowledge of the two-phase flow pattern and are based on steady-state conditions [1,2]. Although flow pattern identification can be performed using high-speed imaging, this method generally relies on the visual interpretation of liquid–vapor patterns. Unfortunately, visual interpretation can be highly subjective [2]. As a consequence, numerous flow pattern classifications have been defined in the past [3–7]. In contrast to visual observation, which is often impractical, non-visual sensor signals can be analyzed to provide more objective classifications. Moreover, sensor signals are desired as inputs to real-time modeling and control.

Capacitance techniques are non-invasive and rely on differences in electrical permittivity to distinguish between liquid and vapor phases [2,8–9]. Capacitance measurements acquired simultaneously with high-speed videos of air-water flows have been used to identify two-phase flow patterns [2]. In addition, encouraging results involving the identification of two-phase flow patterns of refrigerants have been obtained using a capacitance probe that produced void fraction signals [10]. However, a single capacitance probe (as in [2,10]) may not fully characterize the liquid–vapor spatial distribution within a flow passage. This could lead to incorrect assumptions about the actual flow behavior. In contrast, electrical capacitance tomography (ECT) can provide a nearly instantaneous view of the liquid–vapor distribution within the system without optical access. Tomography may be used to derive the permittivity distribution from capacitance data [8,9]. The permittivity distribution, in turn, can provide the spatial distribution of the liquid and vapor phases. Many past research efforts involving ECT have focused on industrial applications where qualitative results were sufficient [8]. The use of ECT in detailed studies of liquid and vapor in horizontal flow has been limited, much less with the use of dielectric refrigerants which are of interest here [8,10,11].

Artificial neural networks are used for pattern recognition and trend prediction involving complex processes. In an artificial neural network, the neurons (often called nodes) receive input signals, and each node calculates an individual output using a weighted sum and nonlinear activation function. Learning is achieved by the adjustment of these weights [12]. Past studies suggest that there is potential for using a
neural network to objectively classify liquid–vapor distribution data [13–15]. These studies have used measured or simulated impedance (conductance) signals rather than input from ECT [13–16]. In addition, nearly all previous flow identification studies that have used neural networks were performed for vertical flows.

In this paper, the use of ECT together with neural networks to identify liquid–vapor flow patterns is explored. For this purpose, experiments involving the horizontal flow of refrigerant R-134a through a tube of small diameter (7 mm) were conducted. A horizontal-two phase flow can be categorized into one of several flow patterns which may include bubbly, plug, slug, stratified-wavy, and annular flows [17]. Here, previous work is extended by including additional transitional flow patterns corresponding to four of the above flow patterns for horizontal flow. The names of the transitional flow patterns are derived from these four flow patterns and are given here as the bubbly-transitional, plug-transitional, slug-transitional, and stratified-wavy-transitional patterns. In the current work, high-speed images of the flow patterns were recorded for purposes of initial human classification and final training verification. Processed permittivity data obtained from two-dimensional tomograms was used to train neural networks. A goal was to classify nine horizontal two-phase flow patterns with reasonable speed using neural networks as a predictive tool. Input information for the neural networks included the spatially averaged permittivity, center of mass location, and their probability density functions (in time). It also included four statistical moments (in time) for spatially averaged permittivity data. Another objective was to determine which subsets of input data provide high identification success for the flow patterns when analyzed by a neural network.

2. Experimental setup

To explore the use of ECT in the identification of two-phase flow patterns, laboratory experiments were performed in which liquid–vapor flow patterns were generated for flow in a horizontal tube. Fig. 1 shows a schematic of the experimental arrangement in which liquid R-134a was pumped through a heater to produce two-phase flow. To obtain different liquid–vapor flow patterns, the volumetric flow rates were adjusted in the range 0.1 to 0.5 L/min, while varying the heater power between 0 and 500 W. Downstream from the heated section, the two-phase flow entered a fused quartz observation section (tube with 7 mm ID). The observation section permitted imaging using a high speed video camera (Phantom V4.2) and had thermocouples and pressure transducers located at 1.2 m increments along its length. The high speed camera was used to compare actual images of liquid–vapor flow with ECT characterization. R-134a passed through the cylindrical ECT sensor (ITS, 0690). Fig. 1 shows one flow path for R-134a and another for cooling water which was used to condense R-134a vapor in the condenser (Lytron, LL510G02). The water was cooled by a chiller (PolyScience, 4260 T).

Table 1 lists the measurement uncertainties associated with the thermocouples, pressure transducers (Omega PX-409), and flow meter (McMillan) shown in Fig. 1. Experiments were performed with the refrigerant saturation conditions at the ambient temperature of 20 °C. Relatively small temperature differences (~1 °C) between the ambient and refrigerant in the observation section of tubing provided reasonable grounds to neglect the heat transfer between them.

The ECT system consists of a multi-electrode sensor, electronics for capacitance determination, and data acquisition components [18]. The

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i$</td>
<td>Individual pixel area [m²]</td>
</tr>
<tr>
<td>$A_T$</td>
<td>Sum of all pixel areas [m²]</td>
</tr>
<tr>
<td>D</td>
<td>Tube diameter [m]</td>
</tr>
<tr>
<td>D_b</td>
<td>Bubble diameter [m]</td>
</tr>
<tr>
<td>ECT</td>
<td>Electrical capacitance tomography</td>
</tr>
<tr>
<td>L</td>
<td>Length [m]</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>t</td>
<td>Time [s]</td>
</tr>
<tr>
<td>$y_c(t)$</td>
<td>Center of mass vertical coordinate normalized by the tube diameter</td>
</tr>
<tr>
<td>$y_c(t)_{PDF}$</td>
<td>Probability density function for center of mass (normalized) vertical coordinate</td>
</tr>
<tr>
<td>$y_i(t)$</td>
<td>Vertical coordinate normalized by the tube diameter for the $i^{th}$ pixel</td>
</tr>
<tr>
<td>$\varepsilon(x, t)$</td>
<td>Permittivity determined by tomography [F/m]</td>
</tr>
<tr>
<td>$\varepsilon_l$</td>
<td>Liquid permittivity [F/m]</td>
</tr>
<tr>
<td>$\varepsilon_v$</td>
<td>Vapor permittivity [F/m]</td>
</tr>
<tr>
<td>$\bar{\varepsilon}(t)$</td>
<td>Spatial average of normalized permittivity</td>
</tr>
<tr>
<td>$\bar{\varepsilon}(t)_{PDF}$</td>
<td>Probability density function of $\bar{\varepsilon}(t)$</td>
</tr>
<tr>
<td>$\varepsilon_i(x, t)$</td>
<td>Normalized permittivity for an individual pixel</td>
</tr>
<tr>
<td>$(\bar{\varepsilon}(t))_{AVE}$</td>
<td>Time averaged $\bar{\varepsilon}(t)$</td>
</tr>
<tr>
<td>$(\bar{\varepsilon}(t))_{KURT}$</td>
<td>Kurtosis of time averaged $\bar{\varepsilon}(t)$</td>
</tr>
<tr>
<td>$(\bar{\varepsilon}(t))_{SKEW}$</td>
<td>Skewness of time averaged $\bar{\varepsilon}(t)$</td>
</tr>
<tr>
<td>$\bar{\varepsilon}(t)_{VAR}$</td>
<td>Variance of time averaged $\bar{\varepsilon}(t)$</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>Spatial locations, x and y [m]</td>
</tr>
</tbody>
</table>

Fig. 1. Schematic of two phase flow system. Red represents the refrigerant, and blue represents chilled water.
sensor fits around a section of the flow passage and measures changes in capacitance values between electrode pairs. Fig. 2a shows the configuration for eight electrodes (51 mm length), insulation, grounded screen, and measurement volume. Starting with electrode one, a voltage signal was applied to it. The capacitance was then measured from the remaining electrodes, two through eight. Next, electrode two became electrified, and electrodes three through eight were used to measure the capacitance. This process was repeated around the sensor until all (28) pairs of measurements were completed. A single tomogram was generated from these 28 capacitance measurements. In addition, a sensing unit conditioned the sensor signals and transmitted them to a data acquisition system. Details of the hardware and experimental procedures are available elsewhere [19].

Each tomogram provided a two-dimensional representation of the permittivity obtained from capacitance values at each sample time. Since the internal sensor volume encompassed a portion (51 mm) of the flow path, the two-dimensional permittivity values were calculated from a three-dimensional measurement volume and averaged in time. Thus, the sensor length along the flow path as well as the sampling rate were practical limits for the sensor resolution. At the sampling rate of ~48 Hz, 20 ms was necessary to acquire the data necessary for one two-dimensional tomogram with a delay of 1 ms between data sets. In this period, a two-phase feature with a speed of ~1 m/s would be detected by the sensor two times before leaving the sensing area. In the present experiments, the greatest velocity of a vapor feature was ~0.85 m/s. Thus, the sampling rate was reasonable.

Eq. (1) below was used to normalize the permittivity $\varepsilon'(\vec{x}, t)$, that was determined by tomographic reconstruction. Here, $\vec{x}$ represents the spatial variables, x and y, and t is time. This normalization assigns $\varepsilon'((Xc, Yc))$ to be zero for only vapor ($\varepsilon_v$) and one for liquid ($\varepsilon_l$) alone. Since non-linear electric field responses may generate values outside the normalized range, a baseline reference value (either $\varepsilon_l$ or $\varepsilon_v$) was recorded while the sensor contained only liquid ($\varepsilon_l$) or only vapor ($\varepsilon_v$). A tomogram may have regions that are assigned values of $\varepsilon'((Xc, Yc))$ between zero and one since a given pixel may represent a liquid–vapor mixture.

$$\varepsilon'((Xc, Yc)) = \frac{(\varepsilon_l - \varepsilon_v)}{(\varepsilon_l - \varepsilon_v)}$$  \hspace{1cm} (1)

In this work, the linear back projection algorithm was used in the software provided by the instrument manufacturer for the tomographic reconstruction. This two-dimensional (cross-sectional) representation is proportional to $\varepsilon'(\vec{x}, t)$ within the sensor volume [18]. There are 812 pixels which comprise the computational domain for the reconstruction process (Fig. 2b). Since the cross-sectional area is circular, some elements were outside the circular boundary and not used. In addition, sensitivity maps generated by the manufacturer were used to linearize the measured capacitance values which were ultimately used in the reconstruction algorithm [18]. Subsequent processing of the tomograms was performed and is described in the next section of this paper.

Table 2 lists the flow patterns, heating rates, volumetric flow rates (at the pump outlet), pressure range, tube diameter, and time duration for each recorded flow pattern case. The experiments were conducted by holding the volumetric flow rate constant and incrementally increasing the heater power (Fig. 3). The heater power was held at a given value until the liquid–vapor behavior was steady or steady-periodic. Visual observations of the liquid–vapor behavior were made while recording ECT data. A total of 546 heater power and volumetric flow rate combinations were examined.

### 3. Data processing and analysis

Tomography was used to obtain $\varepsilon'((Xc, Yc))$ from the capacitance measurements which, in turn, provided the two-dimensional distribution of the liquid and vapor phases within the section of tubing encompassed by the sensor. One issue concerning the tomographic data was to determine an acceptable number of input data to train the neural network in a reasonable time period (less than 10 min on a Dell Precision T7500 workstation, 64 bit dual processor). The required computational time was prohibitively large for directly using all 812 pixel values from each tomogram (500 tomograms were recorded for each run) for each

---

**Fig. 2.** Drawings of the (a) cross-sectional view of the sensor with eight electrodes, (b) tomography computational domain consisting of 812 pixels, and (c) instantaneous normalized vertical coordinate $(y_c(t))$ corresponding to the refrigerant center of mass. The normalized coordinates $(X_c, Y_c)$ designate the origin.
of the 546 experimental runs as input data \((812 \times 500 \times 546 - 2.2 \times 10^8\) data points) to train a neural network. It was proposed that a combination of spatial- and time-averaging together with other quantities might allow for rapid training of accurate neural networks. Here, we explore the use of the following as input data for neural network training. It was proposed that a combination of the probability density function (PDF) of \(\bar{\epsilon}(t)\) was used to determine an acceptable number of data points to estimate \(\bar{\epsilon}(t)\). When the fluctuations in the running average were within a \(+5\%\) band of the stable average, the time average was assumed to be stable and the number of data points sufficient.

Since the vertical distribution of the liquid and vapor phases in a horizontal flow can be influenced by gravity, it may be advantageous to use the vertical coordinate of the center of mass, \(y_c(t)\), of the tomogram (Fig. 2b) as a neural network input. Since the origin of the coordinate system is at the center of the tube, \(y_c(t)\) is zero for a single phase flow within the tube. Because the positive direction for the y axis is up with respect to the gravity vector, a two-phase flow pattern will result in negative \(y_c(t)\) values due to gravity drawing liquid to the bottom of the tube. \(\epsilon_i(\hat{x},t)\) and the densities of the saturated vapor \((\rho_f)\) and liquid \((\rho_l)\) were used to estimate the fluid mass associated with a given pixel for the center of mass calculation as given by Eq. (3). In Eq. (3), \(y_i\) represents a vertical pixel coordinate that is normalized by the tube diameter.

$$y_i(t) = \frac{\sum_{i=1}^{812} \epsilon_i(\hat{x},t) (\rho_f - \rho_l)}{\sum_{i=1}^{812} \epsilon_i(\hat{x},t) \rho_f}$$

(3)
Following the calculation procedure with $\pi(t)$, PDFs for $y_c(t)$ were generated and are referred to as $y_c(t)_{PDF}$.

In this work, the MATLAB Neural Network package was used as the computational tool for identifying flow patterns. A feedforward neural network was selected for use due to its simplicity and ability to generalize to new situations [20]. This particular feedforward neural network had a hidden layer with nodes that used a sigmoid transfer function [20]. Training of a neural network was performed to identify the constants that comprise the weights and biases of each neuron. The number of hidden nodes was varied with different training sessions to determine an optimum number which would permit rapid calculations while avoiding overfitting. In this work, 50 was the maximum number of hidden nodes used. A single output layer was generated as a floating point number and rounded to the nearest integer value, corresponding to a flow pattern prediction.

The feedforward network together with the Levenberg–Marquardt training algorithm provide rapid calculation speed and are known for successful pattern identification [20]. Training was terminated when the generalization no longer improved which was indicated by an increase in the mean square error. The neural network was retrained by supplying it with additional randomized subsets of the original input and target data. This was repeated until the neural network predicted the observed flow patterns with an acceptable level of success, defined here to be the correct identification of flow patterns in at least 90% of the testing data. In the present work, the neural network was retrained up to twenty-five times to reach an acceptable level of success. The data used for testing were not part of the network training and, thus, provided an independent indication of neural network performance. That is, how well the network generalized beyond the supplied data [20]. Data from 546 experiments was randomly selected such that 30% were used for the validation and testing of a neural network, and 70% were used for training.

The neural network input included combinations of $\pi(t)$, $\pi(t)_{PDF}$, $\pi(t)_{VAR}$, $\pi(t)_{SKRW}$, $\pi(t)_{KURT}$, $y_c(t)$, and $y_c(t)_{PDF}$ derived from the tomograms. The number of values used for each neural network input depended on the type of data itself. The number of values used for $\pi(t)$, $\pi(t)_{PDF}$, $y_c(t)$, and $y_c(t)_{PDF}$ are described in the next section. The quantities $\pi(t)_{VAR}$, $\pi(t)_{SKRW}$, and $\pi(t)_{KURT}$ were each a single value; they introduced four values for network training for each data set.

4. Results and discussion

In this section, the flow patterns are first characterized by high speed imaging. This is followed by a characterization of flow patterns by $\pi(t)$, $\pi(t)_{PDF}$, $y_c(t)$, and $y_c(t)_{PDF}$. The performance of the neural network inputs in classifying two-phase flow patterns is then described.

4.1. High speed imaging

High speed imaging was used for the initial human classification of the flow patterns. Table 3 shows representative images (view perpendicual to the tube axis) and cross-sectional drawings (view along the tube axis) for each flow pattern. It is useful to examine the images of Table 3 together with the plot in Fig. 3, which shows the dependence of the flow pattern on both the input heater power and volumetric flow rate. Generally, there were clear visual demarcations among the flow patterns. However, overlapping liquid–vapor behavior existed due to the stochastic nature of the transition patterns. Care was taken to label the transitions correctly, or, in the case of great uncertainty, eliminate them altogether. Lastly, Table 3 lists the time-averaged void fraction range for each flow pattern. As described earlier, the void fraction estimate is given by \(1 - \overline{\pi(t)}\).

Table 3 shows a representative image of bubbly flow. Bubbly flow was the first flow pattern encountered after single-phase liquid flow as the heater power was increased from zero with the volumetric flow rate at the highest setting (Table 2, 0.5 L/min). As illustrated in Table 3 (drawing of view along tube axis), discrete bubbles with diameters (\(D_b\)) smaller than the tube radius (\(D/2\)) moved along the upper tube surface [17]. As the heater power was further increased at a constant flow rate (Fig. 3), bubbly flow evolved into what is termed bubbly transitional flow. The image of bubbly transitional flow in Table 3 is similar to that of bubbly flow but elongated bubbles move along the upper tube surface. The drawing along the tube axis indicates that \(D_b\) in the bubbly-transitional pattern were smaller than \(D/2\), but the bubble length (\(L\)) could approach 2L.

Plug flow occurred when small adjacent bubbles coalesced into large bubbles separated by liquid regions [17]. In addition, \(D_b\) continued to be smaller than \(D\), but the bubble frequency increased significantly. Bubbles in plug-transitional flow (Table 3) have \(L\) and \(D_b\) similar to those in plug flow. However, plug-transitional bubbles have an elongated front section followed by a tail of smaller diameter. Slug flow evolved from plug transitional flow where \(L\) approached 80D. The bubbles had a consistent bullet shape with a rounded nose and tail. Also, \(D_b\) began to approach \(D\). Liquid regions separated the vapor bubbles and often entrained small dispersed bubbles [17]. Slug-transitional flow is similar to slug flow in that the bubbles have a bullet shape with a short tail (not in image). However, \(L\) was greater than that for slug flow with smaller liquid regions.

Stratified wavy flow occurred at high heater powers (Fig. 3). The image of stratified wavy flow shows that liquid slugs no longer occurred, and a vapor layer existed along the upper portion of the tube. Kelvin–Helmholtz instabilities are responsible for waves which propagated along the tube length, often contacting the upper tube surface [17,22]. As in stratified wavy flow, interfacial waves were also present in stratified wavy transitional flow. The waves were more frequent but their crests did not contact the upper tube surface. However, they rose up on the tube wall wetting the lateral surface [17,22]. Table 3 shows an example of annular flow consisting of liquid flow enveloping a flowing vapor core with small waves along the liquid–vapor interface. Annular flow is believed to occur when the vapor velocity increases beyond that in stratified wavy transitional flow [17,22]. The liquid layer is thicker at the bottom due to gravity and did not always extend all the way to the top.

4.2. $\pi(t)$ and $\pi(t)_{PDF}$ characteristics for different flow patterns

The flow patterns are now described in terms of $\pi(t)$ and $\pi(t)_{PDF}$. Fig. 4 shows representative plots of $\pi(t)$ with time together with $\pi(t)_{PDF}$ for nine flow patterns in the order of increasing void fraction. The plots correspond to the images, flow rates and heater powers of Table 3. Bubbly flow (Fig. 4a, flow rate of 0.5 L/min) has values of $\pi(t)$ in the range 0.95–1. $\pi(t)_{PDF}$ for bubbly flow (Fig. 4b) has a single peak near the upper end of the permittivity range, indicating that most of the flow is liquid. As the heater power increased at the flow rate of 0.5 L/min, bubbly transitional flow (Fig. 4c and d) resulted which had a broader $\pi(t)_{PDF}$ with lower values of $\pi(t)$. At a flow rate of 0.3 L/min and heater power near 30 W (Table 3), the $\pi(t)$ associated with plug flow (Fig. 4e) have a nearly periodic behavior with values ranging from 0.36 to 0.98. This nearly periodic behavior is confirmed by the image in Table 3 of flowing liquid plugs that are regularly separated by vapor. $\pi(t)_{PDF}$ for plug flow (Fig. 4f) has two distinguishable peaks for $\pi(t)$ of 0.78 and 0.93 due to the presence of large volumes of alternating liquid and vapor phases. The liquid plugs appear less periodic in the plug transitional flow pattern (Fig. 4g), and the corresponding $\pi(t)_{PDF}$ (Fig. 4h) is similar although broader than $\pi(t)_{PDF}$ for plug flow. Fig. 4i shows that $\pi(t)$ of the slug flow pattern has large, relatively rapid fluctuations that are associated with the passage of long vapor bubbles and short liquid slugs (Table 3). Fig. 4j shows that the $\pi(t)_{PDF}$ for slug flow, has a broad range. For slug transitional flow (Fig. 4k), the heights
of the peaks in $\varepsilon(t)$ have generally increased and the $\varepsilon(t)$ values in
$\varepsilon(t)_{PDF}$ plot range from 0.21 to 0.98 (Fig. 4l). Relative to slug flow, this
indicates sequential vapor bubbles with larger volumes that are sepa-
rated by a greater distances. The $\varepsilon(t)$ associated with strati-
fied wavy flow (Fig. 4m) has large and small intermittent peaks relative to
$\varepsilon(t)$ of the slug and slug transitional patterns. The intermittent peaks are
due to interfacial waves which propagated along the tube length
(Table 3). Relative to strati-
fied wavy, Fig. 4o shows that
$\varepsilon(t)$ for strati-
fied wavy transitional
flow has significantly smaller peaks. In addi-
tion, Fig. 4p shows that $\varepsilon(t)$ for annular flow has a peak
with no tail which accompanies a large void fraction (Table 3). This
might be anticipated from the images of a flowing vapor core and liquid
annulus within the tube (Table 3) for these flow patterns.

4.3. $y_{c}(t)$, and $y_{c}(t)_{PDF}$ Characteristics for different flow patterns

For a liquid–vapor flow that is horizontal with respect to gravity, the
gas phase is near the upper surface of the flow passage with the
liquid phase below if the tube is long enough for the vapor to stratify.
Consequently, it is helpful to use the vertical coordinate of the tomo-
gram centroid location as a neural network input. Fig. 5 shows
$y_{c}(t)$, and $y_{c}(t)_{PDF}$ for each flow pattern. For reference, a y-coordinate
value of 0 corresponds to the center of the tube. The peaks and troughs

<table>
<thead>
<tr>
<th>Flow pattern</th>
<th>Drawing of cross section viewed along tube axis</th>
<th>Representative image-viewed perpendicular to tube axis</th>
<th>Time averaged void fraction for flow pattern</th>
<th>Flow rate (L/min) for image</th>
<th>Heater power (W) for image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubbly</td>
<td><img src="image" alt="Bubbly" /></td>
<td><img src="image" alt="Bubbly Image" /></td>
<td>0.01–0.1</td>
<td>0.5</td>
<td>25</td>
</tr>
<tr>
<td>Bubbly-transitional</td>
<td><img src="image" alt="Bubbly-transitional" /></td>
<td><img src="image" alt="Bubbly-transitional Image" /></td>
<td>0.1–0.15</td>
<td>0.5</td>
<td>75</td>
</tr>
<tr>
<td>Plug</td>
<td><img src="image" alt="Plug" /></td>
<td><img src="image" alt="Plug Image" /></td>
<td>0.15–0.25</td>
<td>0.3</td>
<td>30</td>
</tr>
<tr>
<td>Plug-transitional</td>
<td><img src="image" alt="Plug-transitional" /></td>
<td><img src="image" alt="Plug-transitional Image" /></td>
<td>0.25–0.40</td>
<td>0.3</td>
<td>50</td>
</tr>
<tr>
<td>Slug</td>
<td><img src="image" alt="Slug" /></td>
<td><img src="image" alt="Slug Image" /></td>
<td>0.40–0.55</td>
<td>0.3</td>
<td>75</td>
</tr>
<tr>
<td>Slug-transitional</td>
<td><img src="image" alt="Slug-transitional" /></td>
<td><img src="image" alt="Slug-transitional Image" /></td>
<td>0.55–0.60</td>
<td>0.3</td>
<td>125</td>
</tr>
<tr>
<td>Stratified wavy</td>
<td><img src="image" alt="Stratified wavy" /></td>
<td><img src="image" alt="Stratified wavy Image" /></td>
<td>0.60–0.65</td>
<td>0.3</td>
<td>180</td>
</tr>
<tr>
<td>Stratified wavy-transitional</td>
<td><img src="image" alt="Stratified wavy-transitional" /></td>
<td><img src="image" alt="Stratified wavy-transitional Image" /></td>
<td>0.65–0.75</td>
<td>0.2</td>
<td>250</td>
</tr>
<tr>
<td>Annular</td>
<td><img src="image" alt="Annular" /></td>
<td><img src="image" alt="Annular Image" /></td>
<td>0.75–0.95</td>
<td>0.1</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 3

Representative flow pattern images and characteristics.
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of $\gamma_c(t)$ in Fig. 5 generally track with those of $\bar{\gamma}(t)$ in Fig. 4 for the corresponding patterns. This occurs for two reasons. The first is that the center of mass shifts downward (upward) as the vapor fraction increases (decreases) due to the difference in phase densities in a gravity field. The second reason is that $\bar{\gamma}(t)$ decreases with increasing vapor volume. Figs. 4 and 5 show that $\bar{\gamma}(t)_{PDF}$ and $\gamma_c(t)_{PDF}$ both broaden beyond a single peak and then ultimately return to a single peak from bubbly to annular flows.

Fig. 4. Plots of $\bar{\gamma}(t)$ and $\gamma_c(t)_{PDF}$ for bubbly (a and b), bubbly transitional (c and d), plug (e and f), plug transitional (g and h), slug (i and j), slug transitional (k and l), stratified wavy (m and n), stratified wavy transitional (o and p), and annular (q and r) flows.
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4.4. Neural network studies

It is useful to determine which combinations of input data types derived from ECT tomograms allow rapid, classification of two-phase flow patterns by a feedforward neural network. The current study was carried out in two stages with increasing complexity. In the first, bubbly, plug, slug, stratified-wavy, and annular patterns were considered since they are relatively well defined and have been treated elsewhere [17, 22]. It was proposed that combinations of input data types that resulted in high success rates for classifying flow patterns in the first stage could

---

Fig. 5. \( y_c(t) \) and \( y_c(t)_{\text{PDF}} \) behavior for bubbly (a and b), bubbly transitional (c and d), plug (e and f), plug transitional (g and h), slug (i and j), slug transitional (k and l), stratified wavy (m and n), stratified wavy transitional (o and p), and annular (q and r) flows.
then be used in the second, more challenging stage to identify nine flow patterns.

Table 4 compares the classification success rates for eight neural network input vectors for the five basic flow patterns used in the first stage of this study. The first column provides the flow pattern category, and the second lists the number of experimental runs for each flow pattern. The third through the tenth columns provide the classification success rates for input that was comprised of individual and combined data types. Here, the success rate is defined as the percentage of flow patterns predicted correctly. Based on past work involving vertical flows and other instrumentation, there was reason to believe that the use of neural network input values derived from time averaging or probability density functions have potential for reasonable success rates [13,14]. Thus, the seventh column lists the success rates for flow pattern identification that used $\bar{e}(t)$, $\bar{e}(t)_{VAR}$, $\bar{e}(t)_{SKEW}$, and $\bar{e}(t)_{VAR}$, together as input for each experiment. Similarly, columns 8 through 10 list the success rates for input comprised of $\bar{e}(t)$, $\bar{e}(t)_{VAR}$, $\bar{e}(t)_{SKEW}$, and $\bar{e}(t)_{VAR}$ with $\bar{e}(t)_{PDF}$ and/or $\bar{y}(t)_{PDF}$ for each experimental run. The second row in Table 4 provides the number of input data points for each data type. The bottom row lists the average success rate of the neural network resulting from the use of different input data types.

Table 4 shows that using either $\bar{e}(t)$ or $\bar{y}(t)$ alone as an input resulted in the lowest overall success rates with the least success in defining slug flow. The use of other input types provided success rates greater than 90% for all flow patterns. Since a success rate of 90% or greater is a goal, Table 4 shows that it is acceptable to use any listed input other than $\bar{e}(t)$ or $\bar{y}(t)$ to identify the basic flow patterns. The average classification success rate over all patterns for columns 5 and 7 shows that the first four statistical (time) moments involving $\bar{e}(t)$ provide information that is only slightly better than that of $\bar{e}(t)_{PDF}$. This supports the conclusion of Rosa et al. [13] that the first four statistical (time) moments involving $\bar{e}(t)$ provide information essentially equivalent to that of $\bar{e}(t)_{PDF}$.

The bubbly, slug, plug, and stratified-wavy flow patterns were then subdivided into categories which included transition patterns. In these transition regions the flow may oscillate between the adjacent patterns making classification difficult. Consequently, Table 5 shows neural network classification results for nine flow patterns. The number of runs (second column) listed under the original and transition flow patterns in Table 5 sum to the original number of runs for the basic flow pattern in Table 4 (i.e., the transitional flow patterns in Table 5 are subsets of the basic flow patterns in Table 4). Lastly, the neural network input types of Table 5 are the same as those in Table 4 (i.e., columns 3–10).

Table 5 shows that the lowest success rates occurred using either $\bar{e}(t)$ or $\bar{y}(t)$ alone as was shown in Table 4. In fact, the success rate using either as a network input was zero for bubbly and bubbly transitional flows. Zero success rates for $\bar{e}(t)$ and $\bar{y}(t)$ are believed to be due to the challenge of differentiating among the strong similarities between bubbly and bubbly transitional patterns (Figs. 4a, c, 5b, and c). Table 5 shows that the use of $\bar{e}(t)_{PDF}$, $\bar{y}(t)_{PDF}$, or the group $\bar{e}(t)$, $\bar{e}(t)_{VAR}$, $\bar{e}(t)_{SKEW}$, and $\bar{e}(t)_{VAR}$ as input had similar average overall classification success rates (last row) and offered significant improvement in classification success over that of $\bar{e}(t)$ or $\bar{y}(t)$ for individual flow patterns. This can be attributed to more distinct differences among the PDFs and time averaged statistics for different patterns (PDFs in Figs. 4 and 5 and, for example, the time averaged statistics as represented by the void fraction in Tables 3, 1– $\bar{e}(t)$). The bottom row of Table 5 shows that the average classification success rate over all flow patterns increases when the time averaged statistics input, $\bar{e}(t)$, $\bar{e}(t)_{VAR}$, $\bar{e}(t)_{SKEW}$, and $\bar{e}(t)_{VAR}$, is combined with either of the input values, $\bar{e}(t)_{PDF}$ or $\bar{y}(t)_{PDF}$. Further, when $\bar{e}(t)_{PDF}$ and $\bar{y}(t)_{PDF}$ are combined with time average statistics into a single input (column 10), classification success rates greater than 90% were obtained for all patterns. In addition, the average classification success rate over all flow patterns was 98.1%.

The classification success rates for the above nine flow patterns obtained using the combination of time averaged statistics, $\bar{e}(t)_{PDF}$, and $\bar{y}(t)_{PDF}$ (i.e., column 10) compare well, if not better, than those of past studies involving electrical capacitance measurements (ECT sensors) and horizontal flows. For example, Jeannmeur et al. [23] used an identification tree to classify horizontal flows but only used three patterns. Later, Yan et al. [24] used parameters obtained from steady, two-dimensional numerical simulations of nine flow patterns to train a back-propagation neural network. Their numerical simulations were correlated with experiments involving tomography but did not include the inherent unsteady nature of an actual two-phase flow. In addition, two of their patterns, a tube filled with liquid or empty, were relatively simplistic.

Table 5 lists the classification success rates for the flow patterns but does not specifically characterize the classification errors for the combined input $\bar{e}(t)_{PDF}$, $\bar{e}(t)_{VAR}$, $\bar{e}(t)_{SKEW}$, $\bar{e}(t)_{VAR}$, and $\bar{y}(t)_{PDF}$. An error value within $\pm 0.5$ of zero represents correct identification, otherwise a value outside these bounds is considered to be incorrect. For a total of 546 experiments, a small number (14) were incorrectly classified by one flow pattern and a much smaller number (1) were incorrectly classified by two patterns. More specifically, 99% of the experimental runs were either correctly classified or misclassified by no more than one flow pattern. Tables 4 and 5 together show that the
input combination of time averaged statistics, $\overline{\epsilon(t)}_{\text{VAR}}$, and $\overline{\epsilon(t)}_{\text{KURT}}$, can be used to reasonably classify flow patterns observed in horizontal flow.

5. Conclusions

This work investigated the use of ECT and neural networks to identify two-phase flow patterns for refrigerant R-134a flowing in a horizontal tube. Laboratory experiments were performed to generate different liquid–vapor flow patterns. High-speed images were recorded for human classification of the flow patterns. The corresponding permutivity data obtained from tomograms was used to train feedforward neural networks to recognize flow patterns. A goal was to classify nine horizontal two-phase flow patterns using neural networks as a predictive tool. Another was to determine which subsets of input data provide high identification success for the flow patterns when analyzed by a neural network. Previous work involving horizontal flows was extended by considering transitional flow patterns associated with four common flow patterns (within a small-diameter tube). A unique feature of the current work is the use of the vertical center of mass coordinate in pattern classification for horizontal flow.

The highest classification success rate occurred with the use of neural network input consisting of $\overline{\epsilon(t)}_{\text{VAR}}$, $\overline{\epsilon(t)}_{\text{KURT}}$, $\overline{\epsilon(t)}_{\text{SKIN}}, \overline{\epsilon(t)}_{\text{SKIN}}$, and $\overline{\epsilon(t)}_{\text{KURT}}$. The combination of these data resulted in a 100% success rate for the basic five flow patterns and a high average success rate of 98.1% for nine flow patterns, which include the transitional patterns. In addition, 99% of the experimental runs were either correctly classified or misclassified by only one flow pattern. Based on the success rate of flow pattern identification with relatively small network training and run times, there is potential for the use of ECT combined with neural network analysis to automatically identify two-phase patterns for horizontal flow in thermal process control applications.
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