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Abstract

In this paper, we investigate the effects of nanosecond, repetitively-pulsed, non-equilibrium plasma discharges on laminar, low-pressure, premixed burner-stabilized hydrogen/O\textsubscript{2}/N\textsubscript{2} and hydrocarbon/O\textsubscript{2}/N\textsubscript{2} flames using CH* chemiluminescence and quantitative OH laser-induced fluorescence (LIF) diagnostics. Two different plasma sources, both of which generate uniform, low-temperature, volumetric, non-equilibrium plasma discharges, are used to study changes in chemiluminescence, temperature, and OH concentration when non-equilibrium plasmas are directly coupled to conventional hydrogen/hydrocarbon oxidation and combustion chemistry. Qualitative imaging of CH* chemiluminescence indicates that during plasma discharge, the luminous flame zone is shifted upstream towards the burner surface with little change in the CH* zone thickness. For the same plasma discharge and flame conditions, quantitative results using spatially-resolved OH LIF and multi-line, OH-LIF thermometry show significant increases in ground-state OH concentrations in the preheating zones of the flame. More specifically, for a particular axial position downstream of the burner surface, the OH concentration increases, which can be viewed as an effective “shift” of the OH profiles towards the burner surface. The increase in OH concentration is conceivably due to an enhancement of the lower-temperature kinetics including O atom, H atom and OH formation kinetics and temperature rise due to the presence of the low-temperature, non-equilibrium plasma.
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1. Introduction

In recent years, considerable interest has focused on studying the enhancement of reactive processes through the coupling of plasma discharges and combustion chemistry [e.g., 1-4] which has come to be known as “plasma-assisted combustion” (or PAC). Many encouraging results have been generated including the demonstration of reduced ignition delay times [e.g., 5-8], increased flame speeds [e.g., 9-13], and increased combustion stability envelopes [e.g., 13-15]; all of which show the potential of plasma discharges in increasing the performance of combustors in a number of energy-conversion systems including power-generating gas turbines and scramjet engines. To put into context the potential benefits of plasma-assisted combustion, Bozhenkov et al. [5] demonstrated a reduction in ignition delay time in H₂/air mixtures by two orders of magnitude (200 µs to 2 µs) using a single high-voltage, nanosecond-duration pulse discharge. While using very low energy input (mJ/cm³), both Adamovich et al. [6] and Starikovskaya et al. [8] demonstrated a reduction in ignition delay time by more than an order of magnitude, while Starikovskii et al. [7] noted a 600-K reduction in ignition temperature using a similar level of energy input. The same research group also has observed an increase in premixed methane/air flame blow-off velocities by more than a factor of two by the application of a kHz-repetition rate nanosecond plasma discharge. Similarly, flame-speed enhancement has been achieved through nanosecond plasma discharges [9,10] and microwave energy deposition into the flame zone [11]. Dutta et al. [13] demonstrated plasma-assisted ignition and flame holding in cavity flow using nanosecond plasma discharges and showed the improved
performance over a DC arc discharge using same energy input. Laux and co-workers [14, 15] have reported that repetitively-pulsed plasma discharges can significantly reduce the lean flammability limit in turbulent premixed propane-air flames from \( \Phi = 0.7 \) to 0.3, while Hemawan et al. [16] reported that by coupling low-energy microwave plasmas into the reaction zone of premixed flames, the lean flammability limit was reduced by a factor of five compared to the “un-assisted” combustion cases. It is worth noting that not only have the static stability limits been greatly extended, but conditions normally subject to thermo-acoustic (dynamic) instabilities have been shown to be stable under PAC conditions [e.g., 14, 15]. Simply put, the dynamically-stable operating conditions are extended to leaner conditions in a similar manner as the flammability limits. This implies that the introduction of non-equilibrium plasma discharges directly affects the combustion processes so as to counteract the acoustic/thermal feedback loop which can drive combustion instability dynamics. While these results are quite encouraging, the understanding of the governing physical and chemical processes that lead to the aforementioned results is incomplete, which has led to a limited predictive capability of PAC systems.

The majority of fundamental PAC studies have focused on low-temperature plasma kinetics, including radical and electronically and vibrational-excited metastable species production [17], plasma-fuel oxidation [18-20] and ignition [21-24]. Smirnov et al. [17] showed that by introducing a small number of \( \text{O}_2(a^1\Delta_g) \) molecules (\(~1\%) into an \( \text{H}_2-\text{O}_2 \) mixture a noticeable reduction of the ignition delay length and ignition temperature was achieved. Mintusov et al. [18] suggested that the temperature rise in fuel-air mixtures with the presence of plasma discharge is due to exothermic plasma chemical fuel oxidation processes, which results in ignition once the flow temperature reaches the auto-ignition temperature. Yin and co-workers [21-24] investigated low-temperature oxidation and ignition of fuel-air mixtures in the presence
of nanosecond-pulsed plasma discharges using non-intrusive laser diagnostics and detailed numerical simulations. They demonstrated reduced ignition temperatures which were 200 K lower than the auto-ignition temperature under non-plasma-assisted conditions and suggested that the generation of high H-atom concentrations resulted in the observed ignition enhancement.

Fewer studies have directly addressed the effects of highly non-equilibrium plasma discharges on oxidation under higher temperatures, including the effects of plasma discharges on “conventional” combustion chemistry (i.e., moderate and high-temperature reaction kinetics). Notable studies related to this area include the work of Ombrello and co-workers [9, 10] who investigated the plasma-induced chemistry effects of singlet oxygen ($O_2(a^1\Delta_g)$) and ozone ($O_3$) on flame speed enhancement. Kim et al. [25, 26] investigated hydrocarbon fuel reforming with plasma assistance and suggested that flame stability was enhanced by conversion of CH$_4$ to H$_2$ and CO. Rao et al. [27, 28] investigated flames with direct microwave coupling and noted significant increase in OH and CO number densities as microwave powers increased, suggesting high levels of in situ fuel reforming of CH$_4$. Sun et al. [29-31] investigated the effects of nanosecond-pulsed plasma discharges on O-atom production and plasma-assisted methane oxidation under low-temperature conditions within low-pressure, laminar counterflow diffusion flames. Results showed significant increases in O-atom concentration and an extension of the extinction limits in the presence of the plasma discharge.

In a recent collaboration with Georgia Tech, the current authors examined the effects of a pulsed plasma discharge on a single laminar, lean ($\phi = 0.5$) premixed H$_2$/O$_2$/N$_2$ flame using high-fidelity numerical simulation and laser diagnostics [32]. The measurements were performed in a novel plasma-flame facility [33] which allows detailed non-intrusive laser-based measurements of temperature and species concentrations to study the interaction between pulsed-plasma
discharges and hydrogen and hydrocarbon flames. In the presence of the plasma discharge, OH mole fractions were found to increase by as much as 500% in the preheat zone and 40% in the post-flame gases of the lean, H₂/O₂/N₂ flame. Good agreement was observed between the measurements and numerical results using a one-dimensional, multi-scale, pulsed-discharge model and detailed plasma-combustion kinetics, providing confidence in the numerical model framework. Additional modeling results showed that electron impact dissociation and excitation processes in the plasma have a major impact on the observed species profiles, such that Joule heating alone does not account for the observed effects of the plasma.

To gain an improved understanding of the effects of non-equilibrium plasma discharges on flame chemistry over a broad range of conditions, this manuscript presents quantitative, spatially-resolved measurements of temperature and OH concentration in a series of low-pressure, premixed hydrogen and hydrocarbon flames. For the hydrocarbon flames, additional spatially-resolved CH* measurements are used to complement the temperature and OH measurements to identify plasma-induced changes to global flame structure. First, a detailed assessment of the accuracy of the temperature and OH measurements is presented, followed by temperature/species measurement results over a broad range of operating conditions, including the variation of fuel type, equivalence ratio, and plasma generation characteristics.

2. Plasma-Flame Facility

As described in [33], the over-arching goal of the new plasma/flame facility is to enable the examination of changes in chemical kinetics in the presence of highly non-equilibrium plasmas over a broad range of premixed flame conditions. In addition to variations in global operating parameters including fuel type and equivalence ratio, the low-pressure flame facility allows investigation of the effects of the coupled plasma over a broad temperature range (for any given
fuel or equivalence ratio), corresponding to “distinct” regions within a combustion system including (i) lower-temperature fuel oxidation, (ii) intermediate formation at moderate temperatures in the “preheat” zone, and (iii) high-temperature reaction leading to combustion products.

A water-cooled, 6-cm-diameter McKenna burner [34] is housed within a low-pressure chamber capable of achieving stable (combusting) operating conditions down to 5 Torr. A photograph of the plasma-flame facility is shown in the top panel of Fig 1. The McKenna burner produces a steady, laminar, quasi-one-dimensional flame, which is conducive to both laser-based measurements and numerical modeling with detailed kinetic mechanisms. In this paper, a parametric study covering hydrogen/O$_2$/N$_2$ and hydrocarbon/O$_2$/N$_2$ flames operating at different equivalence ratios is performed. The operating characteristics of the investigated flames are given in Table 1. The flow rates of the gases are monitored by calibrated mass flow controllers and the total pressure within the chamber is maintained at a pressure of 25 Torr by a throttled vacuum pump (Welch 1397). In addition, the entire burner facility can be translated in the vertical direction with a resolution of 3 um to facilitate spatially-resolved laser-based measurements as a function of height above the burner surface.

In this facility, we study the direct coupling of steady, laminar, low-pressure premixed flames to highly non-equilibrium, nanosecond-pulsed plasma discharges, which have been studied extensively at Ohio State University [6, 13, 19-24, 35]. By ‘direct coupling’, we refer to a configuration in which the “entire” combustion process (e.g., fuel oxidation, preheat, high-temperature reaction zone, and products) is encapsulated within the plasma discharge as demonstrated from the visible emission photograph shown in Fig. 1b. As shown in Fig. 1 (bottom), the burner surface acts as the ground electrode and the high-voltage electrode is a 12-
cm-diameter Tungsten mesh (open area = 90%) located 40 mm above the burner surface, which is supported by four ceramic posts mounted to the outer portion of the McKenna burner. In this manner, the high-voltage electrode directly couples the plasma processes to the oxidation and combustion chemistry of interest, while providing minimum disturbance to the laminar flow field and reactant and post-flame gas stream transport. As an example, Fig. 2 shows spatially-resolved OH mole fraction measurements taken within a premixed, $\phi = 1.07$ CH$_4$/O$_2$/N$_2$ flame in this facility, with and without the high-voltage electrode in place. The quantitative OH mole fraction measurements are determined using laser-induced fluorescence (LIF) diagnostics; the details of which are given in Sec. 3.2. Also shown in Fig. 2 is the result from a 1D simulation using the PREMIX subroutine [36] within the Chemkin [37] software with the GRI-Mech 3.0 [38] kinetic mechanism. As noted in Fig. 2, there are negligible differences between the OH profiles with and without the upper electrode; thus, it is assumed that the upper (porous) electrode does not disturb the flow or kinetics.

In this manuscript we will describe the use of two high-voltage, nanosecond plasma discharge devices: (1) a short duration (~ 5 ns) fast ionization dynistor (FID) plasma generator and a pulsed-plasma generator developed in-house at OSU, which is based on a high-voltage, high-frequency Behlke MOSFET (metal oxide semiconductor field effect transistor) switch. Figure 3 shows a single-shot voltage pulse shape during FID and “Behlke” pulser operation, measured with a Tektronix P6015A high-voltage probe and Pearson (model 2877) current monitor. As noted in Fig. 3, the pulse width, as defined by the full width at half maximum (FWHM) value, is approximately 7 ns and 170 ns for the FID and Behlke pulsers, respectively. In addition, the estimated pulse energies are ~ 3 mJ/pulse and ~ 1mJ/pulse for the FID and Behlke pulsers, respectively. It is noted that the high-voltage probe has a limited bandwidth (75
MHz), which results in a small (~15%) reduction in the measured peak voltage for the FID pulser, as compared to measurements using a custom higher-bandwidth (1GHz) back current shunt in the coaxial transmission line between the pulser and the load. The reduction in the measured peak voltage for the Behlke pulser is much less due to the longer pulse width. The data shown in Fig. 3 already has been corrected for this effect. In this work, we will consider the effect of 200 sequential FID pulses, each with an inter-pulse separation of 25 μs (pulse repetition rate of 40 kHz) and 800 sequential Behlke pulses, each with an inter-pulse separation of 14.3 μs (pulse repetition rate of 70 kHz).

Figure 4a and 4b show two sets of four instantaneous images of the broadband plasma emission using an intensified CCD camera for the FID and Behlke pulsers, respectively. The images are selected to be representative of the discharge uniformity throughout the plasma burst sequences. The ICCD images were acquired for the “Standard”, φ = 1.07, CH₄/O₂/N₂ operating condition with the pulsers operating at 40kHz and 70 kHz for FID pulser and Behlke pulser, respectively and the gate time of the ICCD set to 10 ns and 200 ns for FID pulser and Behlke pulser, respectively. Because of the short camera gate, each ICCD image corresponds to a single discharge pulse. As shown in Fig. 4, the large-volume plasma discharge is uniform under the low-pressure and high-temperature conditions considered within the present work. It is noted that the brighter “spot” seen in the upper middle portion of the ICCD images are reflections from the back window and not a region of high plasma emission intensity.

3. Laser-Induced Fluorescence Measurements

3.1 Experimental Setup
Laser-induced fluorescence (LIF) diagnostics are applied to measure quantitative OH mole fraction and temperature distributions within the low-pressure premixed flames with and without the presence of the non-equilibrium plasma discharge. A schematic of the laser and optical setup used for the measurements is shown in Fig. 5. The second harmonic output of an Nd:YAG laser (Spectra-Physics Indi-40-10) at 532 nm is used to pump a tunable dye laser (Sirah Cobra-Stretch) to generate output near 562 nm. The visible output of the dye laser is frequency-doubled using a Type-I BBO crystal to generate tunable ultraviolet output near 281 nm, which is used to excite the (1,0) band of OH $A^2\Sigma^+ - X^2\Pi$ system. The laser linewidth of the UV laser beam was measured as 0.046 cm$^{-1}$ using a high-resolution wavelength meter (High Finesse, Angstrom WS-U). The combination of a half wave plate and a thin-film polarizer is used to attenuate the laser energy to less than 0.4 µJ/pulse to avoid saturation of the excited transitions and remain in the “linear excitation” regime. The UV laser beam then passes through a 500-µm-diameter pin-hole, which defines the spatial resolution of the measurements in the direction normal to the laser beam propagation, and passes into the vacuum chamber through a fused-silica optical access window, oriented near Brewster’s angle to minimize the reflections.

For low laser pulse energies, the fluorescence signal is expressed as

$$S_p = n_{OH} \frac{B_{12}}{c} \frac{E}{\Delta v_L} f_B \Gamma \Phi \frac{F_{fl}}{4\pi} l \varepsilon \eta \quad (1)$$

where $n_{OH}$ is OH number density; $B_{12}$ is the Einstein absorption coefficient; $c$ is the speed of light; $E$ is the laser pulse energy; $\Delta v_L$ is the laser linewidth; $f_B$ is the Boltzmann factor; $\Gamma$ is the dimensionless overlap integral between the laser lineshape and the absorption lineshape; $\Phi$ is the fluorescence quantum yield; $F_{fl}$ is the fraction of fluorescence bandwidth collected; $l$ is the laser path length sampled by the collection optics; $\varepsilon$ is the efficiency of the optical system; and $\eta$ is the efficiency of the detection system.
The fluorescence signal from a region near the center of the flame is collected and focused onto a photo-multiplier tube (PMT; Hamamatsu R9220) by a set of two plano-convex spherical fused silica lenses. Schott glass BG3 and UG11 optical filters are placed in front of the PMT in order to block the broadband flame and plasma emission and allow collection of the OH LIF signal from the A-X (0,0) band near 310 nm only. The individual pulse-to-pulse laser energy fluctuations are monitored with a fast-response photodiode labeled as Photodiode 1 in the schematic in Fig. 5 (Thorlabs DET10A; rise time of 1 ns). Both the OH fluorescence signal and the relative laser energy (the photodiode signal) are collected by a digital oscilloscope (Lecroy Wave Runner 104Xi-A; 1 GHz bandwidth). To infer OH number density from the LIF signal, the fluorescence quantum yield is determined as $\phi = \tau_{fl}/\tau_{rad}$, where $\tau_{fl}$ is the measured fluorescence lifetime and $\tau_{rad}$ is the collision-free, radiative lifetime. In the present experiments, the fluorescence lifetime is determined by fitting the measured fluorescence signal decay by a single exponential and the radiative lifetime is taken from German [39].

A digital delay generator (Stanford Systems DG 645) serves as the “master clock” for the entire system, sending a 10-Hz, 4-V, 100-µs square-wave trigger signal to the Nd:YAG laser and to the high-voltage nanosecond pulse generator, such that the laser pulse is synchronized to the electric discharge pulse burst. The high-voltage pulse generator (either Belhke pulser or FID pulser) is triggered first to produce a burst of several hundreds of pulses (800 pulses for Belhke pulser, 200 pulses for FID pulser). A second trigger signal is sent to the laser 8 µs after the final electric discharge pulse. This time delay corresponds to the peak LIF signal measured after the discharge pulse, when the plasma emission (primarily $N_2$ ($C^3\Pi_u \rightarrow B^3\Pi_g$) bands) has decayed to negligible levels.
3.2 OH Mole Fraction Measurements

Relative OH LIF signals from the R1(8) rotational line were used to determine relative OH mole fraction profiles. The signals were recorded by translating the burner within the vacuum chamber while the laser and optics remained at a fixed spatial position and the laser remained at a fixed excitation wavelength. First, the LIF signals were corrected for variations in laser pulse energy, temperature, Boltzmann factor, and the overlap integral as functions of the height above burner. Subsequently, the LIF signal profiles were converted to relative OH mole fraction profiles by normalizing the LIF profiles by a LIF measurement from a well-characterized $\Phi = 1.07$ CH$_4$/O$_2$/N$_2$ flame at a height of 12 mm above the burner surface. For each measurement position, fluorescence decay signals for 200 individual laser pulses were recorded and averaged. A short, 6 ns gate was used to minimize the effects of collisional quenching as described in [40-42].

The relative OH mole fraction profiles were placed on an absolute scale by measuring the absolute OH concentration (or mole fraction) at 12 mm above the burner surface by direct laser absorption (OH $A^2\Sigma^+ \leftarrow X^2\Pi (v'=0, v''=0)$ transition) in the $\Phi = 1.07$ CH$_4$/O$_2$/N$_2$ flame. The absorption measurement was performed using the Q1 (10) rotational line within OH $A^2\Sigma^+ \leftarrow X^2\Pi (v'=0, v''=0)$ transition near 309.5 nm. The effective laser absorption path length (approximately 65 mm) was determined by 1D OH LIF imaging. Figure 6a shows the fluorescence signal from the flame ($\Phi = 1.07$ CH$_4$/O$_2$/N$_2$) with the laser beam placed at 12 mm above the burner surface. As shown in Fig. 6b, the central ~ 45 mm of the OH profile is fairly uniform, but the “wings” of the profile have to be accounted for in the conversion of the OH absorption signal to OH concentration. The procedure used was to determine an “effective” absorption path length, such that the area under the measured 1D OH LIF profile (black curve in Fig. 6b) was the same as that for a uniform OH distribution over an effective path length L (red
line in Fig. 6b). The OH concentration measured using direct absorption under these conditions is \(1.4 \times 10^{15}\) molecules/cm\(^3\), which corresponds to a mole fraction of 0.0104 at \(T=1820\) K, which is within 7\% of previously published results at the same flame conditions [40]. Referring back to Fig. 2, the measured absolute OH mole fraction profile (following the aforementioned procedure) from the \(\phi = 1.07\) CH\(_4\)/O\(_2\)/N\(_2\) flame (no plasma discharge) agrees well with the simulation results using the well-known PREMIX subroutine [36] within the Chemkin software [37], suggesting the accuracy of the quantification approach.

3.3 Temperature Measurements

Spatially-resolved temperature profiles were measured for all flames using multi-line OH LIF thermometry. Specifically, the temperature was determined using five rotational lines including the \(R1(7), R1(8), R1(9), R1(10)\) and \(R1(12)\) transitions of the OH \(A^2\Sigma^+ \leftarrow X^2\Pi (v=1, v''=0)\) system. Instead of recording full LIF excitation spectra for each spatial position above the burner surface, individual OH LIF profiles were determined as a function of the height above the burner surface for fixed laser excitation wavelengths corresponding to the peak of the \(R1(7), R1(8), R1(9), R1(10)\) and \(R1(12)\) transitions. For each spatial position, the measured intensity was plotted as a function of the rotational energy in a Boltzmann plot to determine the temperature. The burner surface temperature was measured directly using a type-K thermocouple for the flame cases without plasma discharge. For the cases with plasma discharge, the burner surface temperature is assumed to be negligibly affected by the presence of the plasma discharge and the burner surface is assumed to be equivalent to that for the case without plasma.

The discrete temperature measurements at all measured spatial locations were fit to the empirical equation found in previous works [e.g., 40-42]
\[ T = A + B \cdot [1 - \exp(C \cdot H_{ABD})] + E \cdot (H_{AB})^2 \quad , \quad (2) \]

where the temperature is in Kelvin, the height above the burner surface (HAB) is in millimeters, and the parameters A to E, shown in Table 2, were determined by least squares fitting. Equation (2) was found to fit the temperature distributions very well, similar to previous work [40-42]. The total uncertainty of the temperature measurements due to the fitting, signal-to-noise, finite spectral resolution of the excitation laser, and the use of fixed-wavelength excitation (vs. full excitation spectra) is addressed in the next section.

4. Measurement Assessment and Uncertainty

Using Eq. (1), the OH mole fraction at any spatial position is determined from the measured OH LIF signal by

\[ X_{OH} = X_{OH,ref} \cdot \frac{S_{\beta} \cdot E_{\text{ref}}}{S_{\beta,\text{ref}} \cdot E} \cdot \frac{T}{T_{\text{ref}}} \cdot \frac{f_{B}(T_{\text{ref}})}{f_{B}} \cdot \frac{\Gamma(T_{\text{ref}})}{\Gamma} \cdot \frac{\tau_{\text{ref}}(T_{\text{ref}})}{\tau(T)} \quad (3) \]

where quantities with subscript ‘\text{ref}’ refer to a reference condition of known mole fraction and temperature; for the current work this is 12 mm above the burner surface of the \( \Phi = 1.07 \) CH\(_4\)/O\(_2\)/N\(_2\) flame with no plasma. It is noted that the quantification of the OH LIF signal requires the consideration of several temperature-dependent factors, including the Boltzmann factor, electronic quenching due to other species (manifested through the measured fluorescence lifetime \( \tau \)), and temperature-dependent overlap of the laser line with the Doppler-broadened OH absorption transition (\( \Gamma \)). While the uncertainty of the OH mole fraction measurements is minimized by using the relatively temperature-insensitive R1(8) rotational line, this section addresses the experimental factors affecting the temperature measurements, as the measured temperature is the dominant source of uncertainty in converting measured LIF signals to
quantitative OH mole fractions. In addition, accurate temperature measurements are necessary for assessing purely thermal (heating) and non-thermal (plasma chemistry) effects of the non-equilibrium plasma on the flame environment. Finally, additional uncertainty in the OH mole fraction measurements arising from laser absorption, fluorescence trapping, and absolute calibration are discussed.

4.1 Temperature Uncertainty

To assess experimental factors that can affect the temperature measurements, synthetic OH LIF excitation spectra were calculated using the LIFBASE [43] software for various temperatures, fluorescence detection strategies, instrument resolution, and signal-to-noise ratios. Figure 7 shows spectra calculated at the three representative temperature cases (T=1820 K, 1000 K and 800 K), where two cases are shown in each subplot; that of no noise (SNR=∞) and one with added noise comparable to the measured experimental noise at the specified temperature (SNR=12.1). The experimental SNR of the OH LIF measurements was estimated from a series of measurements at various temperatures, where the SNR was defined as the mean OH LIF signal divided by the standard deviation of the OH LIF signal fluctuations.

As described in Sec 3.3., temperature was determined using multi-line OH LIF thermometry, where measured LIF signals from a fixed laser excitation wavelength corresponding to the peak of the targeted rotational lines (labeled in Fig. 7) were used to infer the temperature. Often complete laser excitation scans (LIF intensity vs. wavenumber) are performed such that the total intensity can be integrated over each rotational transition to minimize the effects of instrument resolution and rotational line-specific features. Due to the large number of test cases (see Table 2) and the desire for spatially-resolved measurements as a
function of height above the burner surface, performing detailed laser excitation scans for each spatial position of each test case was not feasible. Figure 8 shows a comparison of temperatures inferred for the synthetic $T = 1820$ K case using fixed laser wavelength excitation (at the peak of the rotational lines) versus complete laser excitation scans which yield the total integrated contributions of the R1(7), R1(8), R1(9), R1(10) and R1(12) transitions of the A-X (1,0) band of OH. The Boltzmann plot using the total integrated area from each transition is shown with the black symbols and line fit, while the Boltzmann plot using the peak of the laser excitation scans only is shown with the red symbols and line fit. For both of these calculated cases, the spectral resolution is set to 0.001 cm$^{-1}$, which is well below the Doppler-broadened linewidth of the OH absorption transitions ($\sim 0.25$ cm$^{-1}$), such that the effects of fixed excitation versus integrated signal detection can be isolated from linewidth effects. For the simulation temperature of $T = 1820$ K, the temperature inferred from a “simulated” laser scan and integrated signal detection of the five rotational lines results is $T_{\text{LIF}} = 1822$ K, while the inferred temperature resulting from detection of the LIF signal with fixed laser excitation is $T_{\text{LIF}} = 1827$ K. For the current experimental spectral resolution (defined by the laser linewidth) of $\Delta \nu = 0.046$ cm$^{-1}$ and fixed laser excitation, shown by the blue symbols and line fit, the inferred temperature is $T_{\text{LIF}} = 1831$ K. These calculations show that the use of fixed laser excitation and the current experimental resolution minimally affects the accuracy of the temperature inference from the LIF spectra.

The accuracy of the temperature inferred from the multi-line OH LIF data may be further affected by finite signal-to-noise ratio (SNR). To estimate potential SNR effects, noise comparable to the experimental values was incorporated into the LIFBASE simulation, as indicated in Fig. 7. Boltzmann plots and inferred temperatures for three example simulated temperature conditions are shown in Fig. 9 for the case of no noise (SNR = $\infty$) and the finite
SNR cases. For each case, fixed laser excitation and the experimental spectral resolution ($\Delta v = 0.046$ cm$^{-1}$) were simulated. For the two lowest temperature cases ($T = 1000$ K and 800 K), temperature is inferred from both four and five rotational lines, where for the “four line” case, the R1(12) transition is not used. Figure 9 shows that the experimental noise is more likely to introduce high levels of error using the five rotational lines at low temperatures because R1(12) is very weak at low temperatures and is strongly affected by noise at low temperatures. For the simulated $T = 800$ K case, the use of the R1(7), R1(8), R1(9), and R1(10) rotational lines only results in an inferred temperature of $T_{\text{LIF}} = 774$ K (3% error) as opposed to an inferred temperature of $T_{\text{LIF}} = 990$ K (23.8% error) when all five rotational lines are used.

Figure 10 shows the total estimated error ($\epsilon_T$) in temperature by using the multi-line approach inferred from synthetic OH spectra. As shown in Fig. 10, the error is quite small at high temperatures, even for modest SNR values, and increases as temperature is reduced for the current range of SNR levels considered. It is apparent that OH LIF thermometry measurements using the five rotational lines are more accurate at moderate to high temperatures, but results in significant error at temperatures less than 1000 K. However, the temperature inferred using only four rotational lines (without the R1(12) transition) is more accurate in the low-temperature range (see Fig. 10). Therefore, for the current OH LIF thermometry measurements, five-line measurements are used for temperatures greater than 1000 K and four-line measurements are used for temperatures lower than 1000 K.

Because the temperature is determined from the slope of the measured fluorescence intensity as a function of rotational energy, the temperature uncertainty is affected by both uncertainties in the measured intensities and the accuracy of the Boltzmann fit. In addition to measurement noise, the measured intensities are subject to uncertainties due to the overlap of the
laser with the desired absorption transition (at rotational level J) due to laser frequency jitter. These effects are finite but relatively small since 200 laser pulses are averaged for each temperature measurement. Additional experimental artifacts, such as laser attenuation, lead to minor additional uncertainties (~1%) since the laser excites the (1,0) band of OH A^2Σ^+-X^2Π system at low number densities. Fluorescence trapping of the emitted fluorescence (near 310 nm) is estimated as 6% of the signal based on laser absorption measurements at similar wavelengths, but its effect on the slope of the Boltzmann plot is much weaker because each rotational line excitation exhibits the same fractional absorption of the fluorescence emission. Fluorescence trapping effects on the inferred temperature are estimated as less than 2% over the entire temperature range. Combining all the aforementioned factors, the uncertainty of the temperature inference is approximately 6% at lower temperatures (T < 1000 K) and decreases to approximately 3% in the post-flame gases (T ~ 1800 K). While there are no absolute standards to which the results of the present temperature measurements can be compared to assess their accuracy, the \( \phi = 1.07 \) CH4/O2/N2 case is a “GRI-Mech 3.0 [39] target case” that has been studied extensively [e.g., 42-44]. In the present work, a temperature of 1830 K was determined at a height of 12 mm above the burner surface at these conditions. This temperature is compared to temperature values of 1916 K, from Berg et al. [40] and 1890 K from Sutton et al. [41] at a similar spatial position, indicating the precision of the current measurements in comparison to previously-measured results.

4.2 Additional OH Mole Fraction Uncertainties

As noted above, the uncertainty in the OH mole fraction measurements is minimized by using the R1(8) rotational line, which is relatively temperature insensitive. The total uncertainty in the
measured OH mole fraction is estimated by considering the individual uncertainties of the terms in Eq. (3) and treating them as independent error sources.

The uncertainty in $X_{OH,ref}$ is 15% based on the direct absorption measurements described in Sec. 3.2. The uncertainty in the ratio $S_{fl}/S_{fl,ref}$ is due to experimental shot noise and wavelength fluctuations, which can slightly displace the probing laser from the peak of the absorption transitions. Both of these factors are determined directly from the measured signal-to-noise ratios, which vary from 8% (at low temperatures and OH mole fractions) to 1.5% (at high temperatures and OH mole fractions). The uncertainty in the Boltzmann factor is determined for the R1(8) rotational line for the previously-determined temperature uncertainties. At a low temperature of 1000 K, a 6% uncertainty in temperature leads to a 6% uncertainty in the Boltzmann factor, while at 1800 K, a 3% uncertainty in temperature leads to < 0.5% uncertainty in the Boltzmann factor. The uncertainty in the overlap integral is due to uncertainties in the temperature (due to the Doppler broadening of the OH absorption line) and laser wavelength fluctuations. Using the previously-determined temperature uncertainty, the uncertainty in $\Gamma$ is between 1.3% and 1.5% for the temperature range of 800 K to 1900 K. The consideration of wavelength fluctuations equal to that of the laser linewidth ($\Delta v = 0.046 \text{ cm}^{-1}$) lead to additional uncertainties less than 0.1%. Finally, the uncertainty in the measured fluorescence decay time, $\tau$, is only due to the uncertainty in fitting the measured decay with a single exponential curve. The uncertainty of the fit, as determined from the $R^2$ value of the fit was less than 1%. The total estimated uncertainty in the OH mole fraction measurements is bound between 20% for low temperatures (OH mole fraction) and 16% for high temperatures (OH mole fraction), where the dominant source of uncertainty is manifested through the absorption measurement to place the OH results on a
quantitative scale. Relative uncertainties are bound between 12% for low temperatures (low OH mole fraction) and 5% for high temperatures (high OH mole fraction).

5. Results and Discussion

5.1 Plasma Effect on CH* Chemiluminescence

For the CH$_4$- and C$_2$H$_4$-based flames, direct flame emission from CH($A^2\Delta\rightarrow X^2\Pi$) or “CH* chemiluminescence” is used to assess qualitatively the effect of the non-equilibrium plasma discharges on global flame structure. The CH* emission is collected using an intensified CCD camera (Princeton Instruments PI-MAX 2) in combination with a 10-nm bandpass filter centered at 430 nm. The ICCD images are collected for camera gate of 50 ns, and the average of 200 instantaneous images is reported for each flame. Figure 11 shows three sets of CH* images from the CH$_4$/O$_2$/N$_2$ flames corresponding to equivalence ratios of 1.07 (top), 0.81 (middle) and 0.62 (bottom). The images in the left column are acquired without plasma, and the images in the right column are acquired 8 $\mu$s after the completion of 200 discharge pulses generated by the FID plasma generator (at 40 kHz pulse repetition rate). The white dashed line represents the location of the burner surface, the red dashed line represents the upstream (i.e. bottom) boundary of the CH* emission without the plasma, and the blue dashed line represents the upstream (bottom) boundary of the CH* emission in the presence of the plasma discharge.

Figure 11 shows that as the equivalence ratio is reduced (i.e. for “lean” conditions), the effect of the electric discharge on the flame emission becomes increasingly noticeable in terms of CH* emission displacement. Figure 12 shows emission intensity distributions along the centerline of the CH* images shown in Fig. 11. For all three equivalence ratios, there is a shift of the luminous CH* zone towards the burner surface in the presence of the plasma discharge,
where the shift between the cases with and without the plasma increases with decreasing equivalence ratio. For the $\phi = 0.62$ flames, a comparison of the CH* emission profiles for the cases with and without the plasma indicates that the luminous CH* zone shifts towards the burner surface by approximately 2 mm when the FID electric discharge is applied. While the CH* zone shifts toward the burner surface with the application of the non-equilibrium plasma discharge, there is no appreciable increase in the width of the CH* zone.

Figure 13 shows three sets of CH* chemiluminescence images from three $C_2H_4/O_2/N_2$ flames corresponding to equivalence ratios of 1.07 (top), 0.81 (middle), and 0.52 (bottom). The images in the left column are acquired without plasma, and the images in the right column are acquired 8 $\mu$s after the completion of 200 pulses generated by the FID plasma generator (at 40 kHz pulse repetition rate). Figure 14 shows the corresponding emission intensity distributions along the centerline of the CH* images shown in Fig. 13. Similar to the results in CH$_4$ flames (see Figs. 11 and 12), there is a noticeable 1.5-mm shift of CH* emission toward the burner surface with the plasma on at the leanest ($\phi = 0.52$) condition, although the effect at the $\phi = 0.81$ and $\phi = 1.07$ conditions is smaller compared to the CH$_4$-based flames. For the $\phi = 0.81$ and $\phi = 0.52$ cases, there is a small, but discernable narrowing of the CH* zone thickness in the presence of the plasma discharge, as determined from the intensity distributions in Fig. 14. Assuming that the CH* emission is a suitable marker for the peak heat-release zone in lean, premixed flames, the results suggest a direct effect of the electric discharge on flame chemistry.

For both the CH$_4/O_2/N_2$ and C$_2H_4/O_2/N_2$ flames, it is noted that there is no appreciable increase in the magnitude of the CH* emission intensity for the cases with plasma compared to the cases without plasma. While CH* emission images are not quantitative, the images for the cases with and without the plasma discharge are collected with the same camera settings, such
that relative differences between the two emission profiles can be compared. The observation that the CH* emission magnitudes are the same for the cases with and without plasma is in contrast to previous results under similar flame conditions in the same facility [34] when CH* emission was measured during the plasma discharge. In Ref. [34], an increase in the peak CH* signal of 67% was measured in a $\phi = 0.8$ CH$_4$/O$_2$/N$_2$ flame operating at 20 Torr using the FID plasma discharge at 10 kHz. As noted above, the present CH* images (as well as OH LIF measurements discussed below) are acquired 8 $\mu$s after the end of the discharge pulse burst, which corresponds to both a maximum of OH LIF signal and the complete decay of the plasma emission (primarily N$_2$ ($C^3\Pi_u \rightarrow B^3\Pi_g$) bands). The observation of no increase in the CH* emission magnitude after the discharge pulse burst and nearly complete decay of the plasma emission is consistent with the fact that the increase in the excited-state species population such as CH* occurs only during the operation of the pulsed discharge. Furthermore, since the peak increase in the measured OH LIF signal occurs 8 $\mu$s after the end of the discharge pulse burst (while the excited-state species populations such as CH* return back to their baseline values), it is inferred that plasma effect on the ground-state species populations (such as measured via LIF) occurs on a longer timescale compared to its effect on the excited-state species populations (detected inferred from chemiluminescence data).

5.2 Plasma Effect on OH and Temperature Profiles in Hydrocarbon Flames

Figure 15 shows the measured temperature and OH mole fraction profiles for the three CH$_4$/O$_2$/N$_2$ flames, at equivalence ratios of 1.07, 0.81, and 0.62, without the plasma (black symbols), with plasma generated by the Belhke pulser (blue symbols), and with plasma generated by the FID pulser (red symbols). The results obtained in the presence of the plasma
discharges are measured 8 μs after 800 consecutive pulses (70 kHz) and 200 consecutive pulses (40 kHz) from the Belhke and FID pulsers, respectively. For the temperature results (left column), the average from 200 individual measurements are shown with the solid symbols, while the solid lines represent the least square fits to the data using the formulation of Eq. (2) and the parameters listed in Table 2. For the OH results (right column), the measured fluorescence signal is converted to mole fraction using the methodology described in Sec. 3.2. The solid symbols represent the average from 200 individual measurements and the dashed line is the result from a 1D simulation of the flame with no plasma using the PREMIX subroutine [36] within the Chemkin [37] software with the GRI-mech 3.0 [38] kinetic mechanism. For the PREMIX calculation, the simulated results are obtained by using the measured temperature profile as an input to isolate kinetic effects.

The results in the CH₄/O₂/N₂ flames using both FID and Behlke plasma generators demonstrate an increase in the temperature and OH mole fraction over a range of heights above the burner surface compared to the conditions without the plasma. Figure 15 shows that the effect of the plasma increases as the equivalence ratio is reduced. As one example, for the \( \phi = 0.62 \) flame condition, both the temperature and the OH profiles shift towards the burner surface by approximately 2 mm, compared to the case without the plasma, consistent with the CH* imaging results shown in Fig. 11. In addition to a strong dependence on equivalence ratio, the effect of the plasma is highly dependent on the spatial position. The left column in Fig. 16 shows the difference between the measured gas temperature profiles (\( \Delta T = T_P - T_{NP} \)) for the cases with the plasma discharge (\( T_P \)) and without the plasma discharge (\( T_{NP} \)) as a function of height above the burner surface (HAB) for both plasma generators. The right column of Fig. 16 shows the normalized difference in OH mole fraction for both plasma generators, defined as
\[ \Delta X_{OH,norm} = \frac{X_{OH,P} - X_{OH,NP}}{X_{OH,NP}}, \]

where \(X_{OH,P}\) is the measured OH mole fraction profile without plasma and \(X_{OH,NP}\) is the measured OH mole fraction profile with plasma. In general the results of Fig. 15 and 16 show that the effect of the plasma is maximum in the preheating region (i.e., at \(HAB < 8\) mm), both for temperature and for OH mole fraction. In the ultra-lean flame case (\(\phi = 0.62\)), where the plasma has the strongest effect, the temperature in the preheating region (\(HAB < 8\) mm) increases by approximately 370 K and the OH mole fraction increases by as much as 300%. In the post-flame region (e.g., at \(HAB > 10\) mm), temperature increases by only 50 K-150 K and OH mole fraction increases by \(~10\%-20\%\).

In the presence of the plasma discharge, significant amounts of O and H are generated via direct electron impact and the quenching of excited electronic states of nitrogen, \(N_2^*\); for example:

\[
\begin{align*}
    e + CH_4 &\rightarrow CH_3 + H + e \quad \text{(R1)} \\
    e + O_2 &\rightarrow O + O + e \quad \text{(R2)} \\
    e + O_2 &\rightarrow O + O(D) + e \quad \text{(R3)} \\
    e + N_2 &\rightarrow N_2^* + e \quad \text{(R4)} \\
    N_2^* + CH_4 &\rightarrow N_2 + CH_3 + H \quad \text{(R5)} \\
    N_2^* + O_2 &\rightarrow N_2 + O + O \quad \text{(R6)}
\end{align*}
\]

These processes form chemically-reactive radicals (e.g., O and H) and lead to chain initiation and branching reaction (e.g., \(CH_4 + O = CH_3 + OH; H + O_2 = OH + O\)) at lower temperatures, which do not readily occur under conventional flame conditions. In addition, heat generated by plasma-induced exothermic fuel oxidation reactions increases the gas temperature and accelerates “conventional” oxidation and combustion reactions, which are highly sensitive to temperature. Due to these effects, species such as OH form closer to the burner surface, resulting
in an effective “shift” of the temperature and OH mole fraction profiles, which is consistent with
the experimental results shown in Figs. 15 and 16.

While the FID and Belhke pulsers produce similar temperature and OH mole fraction
increases for the leanest, \( \phi = 0.62 \) CH\(_4\)/O\(_2\)/N\(_2\) flame, there are differences between the results
using the Belhke and FID plasma generators for the \( \phi = 0.81 \) and 1.07 cases. For a given
equivalence ratio, the effect on the temperature profile caused by different plasma generators is
different, unlike the OH mole fraction profile. For the \( \phi = 1.07 \) case, the use of the FID pulser
produces a temperature rise of approximately 150K at HAB = 4 mm, which increases
monotonically to about \( \Delta T = 160 \) K at further downstream positions measured, up to HAB = 20
mm. In comparison, the Belhke pulser produces a peak temperature rise of \( \sim 60 \) K at HAB = 2
mm, which then decreases to \( \Delta T = 20 \) K at HAB = 6 mm, and then increases again to \( \sim 60 \)K at
HAB = 20 mm. For the same \( \phi = 1.07 \) flame condition, the FID and Belhke pulsers increase the
peak OH mole fraction by \( \sim 60\% \) and \( \sim 10\% \), respectively, at HAB = 3 mm. An interesting case
is the \( \phi = 0.81 \) CH\(_4\)/O\(_2\)/N\(_2\) flame, as both the FID and Belhke pulsers produce nearly identical
temperature rise in the pre-heating region and very similar temperature rise over the entire spatial
domain. However, the increase in peak OH mole fraction is \( \sim 100\% \) when using the FID pulser
compared to an increase in peak OH mole fraction of only \( \sim 30\% \) when using the Belhke pulser.

The operational characteristics of the FID and Belhke pulsers (200 vs. 800 pulses,
respectively) were chosen such that approximately the same total energy (0.6 and 0.8 Joules,
respectively) was coupled during a single discharge burst into the entire volume encapsulated
between the burner surface and the high-voltage electrode placed 40 mm downstream of the
burner surface. In Ref. [32], numerical simulations of a \( \phi = 0.5 \) H\(_2\)/O\(_2\)/N\(_2\) flame showed that only
a small fraction of the total time-averaged power was coupled into the preheat region. While it is
difficult to estimate the fraction of discharge power coupled into the preheat region for the current CH$_4$/O$_2$/N$_2$ flames (without detailed numerical simulation similar to that presented in [32]), if it is assumed that the same fraction of energy is coupled into the preheat zone for both the FID and Belhke pulser, the discharge power coupled into the preheat region is approximately 1.6 times higher for the FID pulser compared to the Belhke pulser. In addition, since the peak pulse voltage generated by the FID pulser is much higher compared to that of the Behlke pulser (almost by a factor of 4, see Fig. 3), the reduced electric field in the preheat zone, E/N, where N is the local number density, is much higher. Since the rates of electron impact processes scale exponentially with E/N, this results in significantly higher yields of H and O atoms, as well as excited-electronic states of nitrogen, N$_2^*$, in reactions R1-R4, and consequently in reactions R5-R6. This, in turn, results in higher number density of OH formed in subsequent reactions, such as H atom abstraction from CH$_4$. Comparison of OH measurement results for the FID and Belhke pulsers in Figs. 15 and 16 is consistent with this interpretation; O-atom measurements in the same flames using the two different pulsers will be presented in a forthcoming companion paper [44].

Another critically-important point apparent from the results shown in Fig. 16 is that the effect of the plasma on temperature and OH mole fraction distributions is non-thermal. The temperature rise in the preheat zone of lean and ultra-lean flames increases considerably as the equivalence ratio is reduced, up to $\Delta T \approx 250-270$ K at $\phi = 0.81$ and $\Delta T \approx 350-370$ K at $\phi = 0.62$, much higher compared to temperature rise in the “standard” flame, $\phi = 1.07$ ($\Delta T \approx 60-140$ K). Since the discharge power remains nearly the same over this range of equivalence ratios, this demonstrates that the observed temperature rise is not caused by a trivial effect of input energy thermalization in the discharge (i.e. Joule heating). Since the trend for enhanced temperature rise
in lean and ultra-lean flames correlates with much higher relative increase in OH mole fraction (see Fig. 16), this strongly suggests that the effect is caused by chemical reactions among radical species generated in the plasma. Quantitative analysis of this effect requires detailed kinetic modeling analysis, such as has been done for H$_2$-O$_2$-N$_2$ flames in Ref. [32].

Figure 17 shows the temperature and OH mole fraction profiles measured in three C$_2$H$_4$/O$_2$/N$_2$ flames, at equivalence ratios of 1.07, 0.81, and 0.52, without the plasma (black symbols), with plasma generated by the Belhke pulser (blue symbols), and with plasma generated by the FID pulser (red symbols). Similar to the CH$_4$/O$_2$/N$_2$ results shown in Figs. 15 and 16, the C$_2$H$_4$/O$_2$/N$_2$ flame results obtained in the presence of the plasma discharges are measured 8 $\mu$s after 800 consecutive pulses (70 kHz pulse repetition rate) and 200 consecutive pulses (40 kHz pulse repetition rate) from the Belhke and FID pulsers, respectively. The average temperature results (solid symbols; left column) are from 200 individual measurements and the solid lines represent the least square fits to the measurements using the formulation of Eq. (2) and the parameters listed in Table 2. For the OH results (right column), the solid symbols represent the average from 200 individual measurements and the dashed line is the result from a 1D simulation of the flame with no plasma using the PREMIX subroutine [36] within the Chemkin [37] software with the GRI-mech 3.0 [39] kinetic mechanism. Similar to the results shown in Fig. 15, the simulated results using PREMIX are obtained by using the measured temperature profile as an input.

Consistent with the results in the CH$_4$/O$_2$/N$_2$ flames, both the FID and Behlke plasma generators lead to an effective shift of the temperature and OH profiles towards the burner surface, where the plasma effect increases as the equivalence ratio is reduced and the strongest effect is observed in the lower-temperature (preheat) region. The shift in the OH and
temperature profiles within the C$_2$H$_4$/O$_2$/N$_2$ flames is consistent with the CH* emission imaging results shown in Figs. 13 and 14, where a 1.5-mm shift of the bottom boundary of the emission region toward the burner surface is detected for the $\phi = 0.52$ flame enhanced using the FID plasma generator. While the general trends are similar between the CH$_4$/O$_2$/N$_2$ and C$_2$H$_4$/O$_2$/N$_2$ flames, the plasma effect is less pronounced in the C$_2$H$_4$/O$_2$/N$_2$ flames. This is apparent from Fig. 18, which shows the difference between the measured gas temperature and OH profiles for the cases with and without plasma discharge as a function of HAB. For the ultra-lean C$_2$H$_4$/O$_2$/N$_2$ case ($\phi = 0.52$), where the plasma has the strongest effect, the temperature in the preheating region (HAB < 8 mm) increases by 180 K and the OH mole fraction increases by 180%. This is compared with peak $\Delta T$ and $\Delta X_{OH,\text{norm}}$ of 370 K and 300%, respectively, in the $\phi = 0.62$ CH$_4$/O$_2$/N$_2$ flame when using the FID plasma generator.

An additional difference between the CH$_4$/O$_2$/N$_2$ and C$_2$H$_4$/O$_2$/N$_2$ flames is the relative effect of the FID and Belhke pulsers. For the CH$_4$/O$_2$/N$_2$ flames, the differences in the $\Delta T$ and $\Delta X_{OH,\text{norm}}$ profiles produced using these two pulsers were notable at $\phi = 1.07$ and 0.81, but decreased as the equivalence ratio decreased. As an example, at equivalence ratios of 1.07, 0.81, and 0.62, the peak $\Delta X_{OH,\text{norm}}$ was 70%, 100%, and 300%, respectively, when using the FID pulser and 15%, 30%, and 300%, respectively, when using the Belhke pulser. This corresponds to a ratio of peak $\Delta X_{OH,\text{norm}}$ of the FID and Belhke pulsers of approximately 4.6, 3.3, and 1 for $\phi = 1.07$, 0.81, and 0.62, respectively. For the C$_2$H$_4$/O$_2$/N$_2$ cases, at equivalence ratios of 1.07, 0.81, and 0.52, the peak $\Delta X_{OH,\text{norm}}$ was 15%, 40%, and 180%, respectively, when using the FID pulser and 15%, 25%, and 60%, respectively, when using the Belhke pulser. This corresponds to a ratio of peak $\Delta X_{OH,\text{norm}}$ of the FID and Belhke pulsers of approximately 1, 1.6, and 3 for $\phi = 1.07$, 0.81, and 0.52, respectively. Whereas there were no discernable differences between the
$\Delta T$ and $\Delta X_{\text{OH,norm}}$ profiles when using the FID and Belhke pulser at the lowest equivalence ratio ($\phi = 0.62$) in $\text{CH}_4/\text{O}_2/\text{N}_2$ flames, the FID pulser produces a much more pronounced effect in the $\phi = 0.52 \text{C}_2\text{H}_4/\text{O}_2/\text{N}_2$ flame, compared to the Belhke pulser. Again, quantitative insight into the significant difference between OH number density produced by two different pulse waveforms requires detailed kinetic modeling analysis.

5.3 Plasma Effect on OH and Temperature Profiles in Hydrogen Flames

In Ref. [32], OH and temperature measurement results were presented in a single $\phi = 0.5 \text{H}_2/\text{O}_2/\text{N}_2$ flame enhanced using the FID plasma generator. In this section, additional $\text{H}_2/\text{O}_2/\text{N}_2$ flame results are presented using the Belhke pulser at $\phi = 0.5$ and for both the FID and Belhke plasma generators at $\phi = 0.81$. Figure 19 shows the temperature and OH mole fraction profiles measured in two $\text{H}_2/\text{O}_2/\text{N}_2$ flames at equivalence ratios of 0.81, and 0.50. The black symbols are the results without plasma discharge, the blue symbols are the results using the Belhke plasma generator, and the red symbols are the cases using the FID plasma generator. For the temperature results (left column), the solid lines represent the least square fits to the data using the formulation of Eq. (2) and the parameters listed in Table 2. For the OH results (right column), the measured fluorescence signal is converted to mole fraction using the methodology described in Sec. 3.2. The trends shown in the premixed hydrogen flames are the same as the hydrocarbons flames; that is, as the equivalence ratio is reduced, the effect of the plasma discharge increases. However, for $\text{H}_2/\text{O}_2/\text{N}_2$ flames, the effect of the plasma discharge on OH enhancement is greater compared to the hydrocarbon flames. For example, Fig. 20 shows the difference between the measured gas temperature and OH profiles for the cases with and without plasma discharge as a function of HAB, which are denoted as $\Delta T$ and $\Delta X_{\text{OH,norm}}$, respectively.
(similar to Figs. 16 and 18 for the hydrocarbon flames). For the equivalence ratio of $\phi = 0.50$, the FID plasma generator leads to a peak $\Delta X_{\text{OH,norm}}$ of 500%, which is compared to a peak value of $\Delta X_{\text{OH,norm}}$ of 300% in the leanest CH$_4$/O$_2$/N$_2$ flame at $\phi = 0.62$. In addition, the post-flame $\Delta X_{\text{OH,norm}}$ in the hydrogen flames is > 30%, whereas the highest post-flame $\Delta X_{\text{OH,norm}}$ in the hydrocarbon flames was ~ 15% (see Figs. 16 and 18). It is noted that the peak value of $\Delta X_{\text{OH,norm}}$ produced by the FID pulser at $\phi = 0.5$ is almost an order of magnitude higher compared to that measured at $\phi = 0.81$ (~500% vs. 50% at HAB of 5 mm), in spite of the temperature increase at this location being almost the same for both cases (see Fig. 20). This is an additional illustration that the observed effect is caused by plasma chemical reaction rather than by purely thermal effect of energy dissipation in the discharge.

For the hydrogen flames, the Belhke and FID plasma generators produce very similar temperature and OH increases at $\phi = 0.81$, but at $\phi = 0.5$, the FID plasma generator leads to a peak $\Delta X_{\text{OH,norm}}$ that is over six times higher than that produced by the Belhke plasma generator. This is an interesting result considering that the temperature rise produced by both plasma generators at the spatial location (~5 mm HAB), corresponding to the peak $\Delta X_{\text{OH,norm}}$, is very similar, and that the temperature rise profile for $0 < \text{HAB} < 5$ mm was much higher when using the Belhke plasma generator compared to the FID plasma generator.

In Ref. [32], a detailed reaction path-flux analysis for the $\phi = 0.5$ H$_2$/O$_2$/N$_2$ flame was presented. The results showed that the electric discharge generates considerable amounts of O atoms via direct electron impact (e + O$_2$) and by quenching of excited-electronic states of N$_2$ by O$_2$ (N$_2^*$ + O$_2$), as well as H atoms via electron impact (e + H$_2$). The significant increase of O (and H) atom number densities accelerates chain initiation and branching at lower temperatures, via reactions H + O$_2$ $\Rightarrow$ OH + O and O + H$_2$ $\Rightarrow$ OH + H, which lead to the increased OH
concentrations. In addition, OH is formed by the increased occurrence of reactions between O and H with HO₂. The results in Figs. 19 and 20, as well as the path flux analysis presented in Ref. [32], suggests that the FID plasma generator is much more efficient for production of O atoms compared to the Belhke plasma generator at very lean conditions, which leads to more efficient generation of OH radicals in subsequent chemical reactions. This effect is almost certainly caused by much higher pulse peak voltage and reduced electric field produced by the FID pulser (see Fig. 3). In a forthcoming publication [45], direct measurements of O atom produced using both the Belhke and FID plasma generators in the hydrocarbon and hydrogen flames will be presented.

5.4 Brief Comments on Joule Heating vs. Plasma Kinetics

A fundamental issue of plasma-assisted combustion studies is the underlying mechanism in which non-equilibrium plasma discharges “enhance” combustion processes: thermal or kinetic. In Ref. [32], a first attempt at examining this issue in the current set of flames was performed using numerical simulation of the \( \phi = 0.5 \) \( \text{H}_2/\text{O}_2/\text{N}_2 \) flame in the presence of the electrical discharge for a case with electron impact excitation and dissociation processes included in the kinetic model and for a case without electron impact processes. For the case where the electron impact processes are not included, the only plasma effect is purely thermal “Joule heating”; that is, discharge input power is directly converted to heat. Considerable difference between the predicted temperature, OH, H, and O profiles in the \( \phi = 0.5 \) \( \text{H}_2/\text{O}_2/\text{N}_2 \) flame was predicted by the model with and without the consideration of the electron impact kinetics, especially in the preheat region (HAB < 15 mm) [32], suggesting that plasma chemical reactions and the
corresponding heat release are at least partly responsible for the observed effects, rather than Joule heating alone.

In the present work, temperature and OH measurements show that the effect of the plasma becomes more pronounced as the equivalence ratio is reduced for all flame conditions considered. However, nearly the same amount of energy is coupled to the flame by the discharge for all equivalence ratios studied. In this manner, it is expected that the contributions from Joule heating would be nearly constant for all equivalence ratios, including the \( \phi = 1.07 \) hydrocarbon flame cases where essentially no plasma effect was observed. The present experimental results, which show a significant equivalence ratio dependence on plasma enhancement (determined from temperature and OH increases), is consistent with the previous conclusion from Ref. [32] that plasma chemical processes play a key role in radical production/enhancement, especially in the preheat region, and that the observed effect is not due to Joule heating alone. The forthcoming results on O-atom production in a companion paper [44] will be used to further illustrate this conclusion.

5. Summary and Conclusions

This paper presented an extensive set of CH*, temperature, and OH mole fraction measurements in a plasma/flame facility focusing on the effects of repetitively-pulsed, nanosecond-duration, electric discharges on low-pressure, laminar, premixed, burner-stabilized flames. Two plasma generators were used which differed in pulse duration, peak voltage, and coupled energy per pulse. However, both nanosecond-pulse plasma generators were shown to produce uniform and volume-filling plasma discharges and the repetition rate and number of discharge pulses was
varied between the two different configurations such that nearly the same total energy is coupled to the flame during a single discharge burst.

For lean CH₄ and C₂H₄ flames, the measured CH* emission intensity shifts spatially toward the burner surface when the plasma discharge is activated. Assuming that the excited-state CH* emission is a suitable marker for the region of peak heat release; the results indicate a direct effect of the electric discharge on flame chemistry. OH laser-induced fluorescence measurements were used to determine temperature and absolute OH mole fraction spatial distributions as a function of the height above the burner surface with and without the plasma discharge for methane, ethylene, and hydrogen flames at different equivalence ratios. For both the hydrogen and hydrocarbon flames, the effect of the plasma discharge increases significantly as the equivalence ratio decreases. More specifically, increases in OH mole fractions as high as 150%, 300%, and 500% are determined in the preheat regions near the burner surface for the leanest ethylene, methane, and hydrogen flames, respectively. In addition, the peak temperature and OH mole fraction, which are attained in the post-flame gases for burner-stabilized flames, increase as well in the presence of the plasma discharge. The increase in OH mole fraction for a particular spatial position downstream of the burner surface can be viewed as an effective shift of the OH profiles towards the burner surface. For the lean hydrocarbon flames, the spatial shifts in OH profiles are consistent with the shift measured from the CH* emission imaging.

While the qualitative trends of the plasma enhancement was similar between the two plasma generators, the quantitative effects in terms of absolute temperature and OH mole fraction increases varied between the two plasma generators. For all cases, the shorter-pulse duration (~7 ns), higher peak voltage (~14 kV), higher-coupled energy (~3 mJ/pulse) FID plasma generator led to higher increases in OH mole fraction compared to the Belhke plasma generator
(~170 ns pulse duration; ~ 3 kV peak voltage, ~ 1 mJ/pulse coupled energy), although the operational characteristics of the Belhke plasma generator (800 vs. 200 sequential pulses) were set such that approximately the same total energy was coupled to the flame. Based on the present experimental results and previous kinetic modeling [32], the electric discharge generates significant amounts of O and H atoms via direct electron impact, as well as quenching of excited-state species, which accelerates chain initiation and chain branching reactions at low temperatures (i.e. in the preheat region below the flame in the present burner-stabilized flames). When comparing the FID and Belhke plasma generators, higher reduced electric field (E/N) produced by the FID plasma generator leads to more efficient ionization and production of excited species and atoms (O and H) by electron impact reactions, which subsequently produce larger amounts of OH.

Finally, it is noted that the present measurements support the conclusion that the observed effects are due at least partly to plasma chemical processes (i.e., enhanced radical production at low temperatures), rather than Joule heating alone. For a given set of reactants, the amount of energy coupled to the flame is essentially the same for all equivalence ratios tested, and thus the Joule heating effect should be comparable across the entire range of the equivalence ratios. However, the present measurements demonstrate a significant equivalence ratio dependence of the relative increase in gas temperature and OH mole fraction (or number density) in the presence of the non-equilibrium discharges. Future measurements of O-atom concentrations in the same set of flames will be used to further illustrate this conclusion.
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Figure Captions

1 – (Top) Photograph of low-pressure plasma-flame facility. (Bottom) Photograph of low-pressure CH₄/O₂/N₂ flame during plasma discharge operation. HVE = high-voltage electrode.

2 – Comparison of spatially-resolved OH mole fraction measurements with and without the presence of the upper electrode 40 mm above the burner surface for the φ = 1.07 CH₄/O₂/N₂ operating condition. It is noted that the presence of the upper electrode has no discernible effect on the OH profiles.

3 – (a) Single pulse voltage and current profiles of the plasma discharge generated by FID pulser. (b) Single pulse voltage and current profiles of the plasma discharge generated by Behlke pulser.

4 – (a) ICCD images of a single pulse discharge generated by FID pulser. FID operation was at 40 kHz repetition rate and the ICCD gate time was 10 ns. (b) ICCD images of single pulse discharge generated by Behlke pulser. Behlke operation was at 70 kHz repetition rate and the ICCD gate time was 200 ns. ICCD images were acquired for the φ = 1.07, CH₄/O₂/N₂ case.

5 – Schematic of OH LIF diagnostic system for measurements within the low-pressure plasma/flame facility.

6 – (Top) ICCD image of 1D OH fluorescence signal and flame emission from the Φ = 1.07 CH₄/O₂/N₂ flame (b) OH fluorescence signal profile at 12 mm above the burner surface (black line). Red line corresponds to effective pathlength of uniform OH LIF signal as determined from the total integrated signal of the OH fluorescence signal (black line).

7 – OH excitation spectra at three different temperatures acquired from LIFBASE [44] (P=25 Torr, laser linewidth=0.046nm, Doppler broadening). Black line - without introducing noise, Red line - with noise at the same level as measured in OH LIF experiment.

8 – Boltzmann plot and inferred temperatures for the synthetic T = 1820 K case using full laser scale and integrated contributions of five rotational lines (black lines); fixed laser excitation at peak of rotational lines for a spectral resolution of 0.001 cm⁻¹ (red lines); and fixed laser excitation at peak of rotational lines for a spectral resolution of 0.046 cm⁻¹ (blue lines).

9 – Boltzmann plots obtained from the synthetic OH LIF spectra shown in Fig. 7 using five OH excitation rotational lines labeled in Fig. 7 with and without estimated experimental noise incorporated, for three different temperature values. “Best fit” inferred temperature value is shown for each case.

10 – Comparison of uncertainty in temperature inferred using 5-line and 4-line OH LIF thermometry with and without estimated experimental noise. Results are from simulated OH LIF spectra using LIFBASE [44].

11 – ICCD images of CH* emission from CH₄/O₂/N₂ flames for different equivalence ratios with and without electric discharge generated by the FID pulser.
12 – Intensity distributions of CH* emission along the centerline of the ICCD images, taken in CH$_4$/O$_2$/N$_2$ flames for different equivalence ratios, with and without electric discharge generated by the FID pulser, at same conditions as in Fig. 11.

13 – ICCD images of CH* emission in C$_2$H$_4$/O$_2$/N$_2$ flames for different equivalence ratios, with and without electric discharge generated by the FID pulser.

14 – Intensity distributions of CH* emission along the centerline of the ICCD images, taken in C$_2$H$_4$/O$_2$/N$_2$ flames for different equivalence ratios, with and without electric discharge generated by the FID pulser, at same conditions as in Fig. 13.

15 – Temperature and OH mole fraction profiles in methane flames for different equivalence ratios, at the same conditions as shown in Fig. 11, with and without discharge sustained by the FID and Belhke pulse generators. Solid lines are the least square fits to the temperature measurements and dashed lines correspond to Chemkin simulations of the OH mole fraction profiles without the plasma.

16 – Temperature difference and relative OH mole fraction difference $[(X_{OH\ Plasma}-X_{OH})/X_{OH}]$ in CH$_4$/O$_2$/N$_2$ flames for different equivalence ratios at the same conditions as in Figs. 11 and 15 with and without the discharge sustained by the FID and Belhke pulse generators.

17 – Temperature and OH mole fraction profiles in ethylene flames for different equivalence ratios, at the same conditions as shown in Fig. 13, with and without discharge sustained by the FID and Belhke pulse generators. Solid lines are the least square fits to the temperature measurements and dashed lines correspond to Chemkin simulations of the OH mole fraction profiles without the plasma.

18 – Temperature difference and relative OH mole fraction difference $[(X_{OH\ Plasma}-X_{OH})/X_{OH}]$ in C$_2$H$_4$/O$_2$/N$_2$ flames for different equivalence ratios at the same conditions as in Figs. 13 and 17 with and without the discharge sustained by the FID and Belhke pulse generators.

19 – Temperature and OH mole fraction profiles in hydrogen flames for different equivalence ratios at $P = 25$ Torr, with and without discharge sustained by the FID and Belhke pulse generators. Solid lines are the least square fits to the temperature measurements and dashed lines correspond to Chemkin simulations of the OH mole fraction profiles without the plasma.

20 – Temperature difference and relative OH mole fraction difference $[(X_{OH\ Plasma}-X_{OH})/X_{OH}]$ in H$_2$/O$_2$/N$_2$ flames for different equivalence ratios at the same conditions as in Fig. 19 with and without the discharge sustained by the FID and Belhke pulse generators.
### Table 1 – Operating Conditions for Low-Pressure Flames

<table>
<thead>
<tr>
<th>Flame</th>
<th>Equivalence Ratio</th>
<th>O&lt;sub&gt;2&lt;/sub&gt;/O&lt;sub&gt;2&lt;/sub&gt;+N&lt;sub&gt;2&lt;/sub&gt;</th>
<th>Fuel (slpm)</th>
<th>O&lt;sub&gt;2&lt;/sub&gt; (slpm)</th>
<th>N&lt;sub&gt;2&lt;/sub&gt; (slpm)</th>
<th>Pressure (Torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH&lt;sub&gt;4&lt;/sub&gt; Flames</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard</td>
<td>1.07</td>
<td>0.3</td>
<td>0.45</td>
<td>0.84</td>
<td>1.93</td>
<td>25</td>
</tr>
<tr>
<td>Lean</td>
<td>0.81</td>
<td>0.3</td>
<td>0.34</td>
<td>0.84</td>
<td>1.93</td>
<td>25</td>
</tr>
<tr>
<td>Ultra-lean</td>
<td>0.62</td>
<td>0.3</td>
<td>0.26</td>
<td>0.84</td>
<td>1.93</td>
<td>25</td>
</tr>
<tr>
<td>C&lt;sub&gt;2&lt;/sub&gt;H&lt;sub&gt;4&lt;/sub&gt; Flames</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard</td>
<td>1.07</td>
<td>0.3</td>
<td>0.3</td>
<td>0.84</td>
<td>1.93</td>
<td>25</td>
</tr>
<tr>
<td>Lean</td>
<td>0.81</td>
<td>0.3</td>
<td>0.227</td>
<td>0.84</td>
<td>1.93</td>
<td>25</td>
</tr>
<tr>
<td>Ultra-lean</td>
<td>0.52</td>
<td>0.3</td>
<td>0.146</td>
<td>0.84</td>
<td>1.93</td>
<td>25</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt; Flames</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lean</td>
<td>0.81</td>
<td>0.3</td>
<td>0.68</td>
<td>0.42</td>
<td>0.965</td>
<td>25</td>
</tr>
<tr>
<td>Ultra-lean</td>
<td>0.5</td>
<td>0.3</td>
<td>0.42</td>
<td>0.42</td>
<td>0.965</td>
<td>25</td>
</tr>
</tbody>
</table>
Table 2– Parameters for Temperature Profiles, Eq. (2)

<table>
<thead>
<tr>
<th></th>
<th>Φ</th>
<th>Pulser</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CH$_4$/O$_2$/N$_2$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>No Plasma</td>
<td>540.53</td>
<td>1305.1</td>
<td>-0.14339</td>
<td>1.5842</td>
<td>-0.17125</td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>Belhke</td>
<td>539.68</td>
<td>1356</td>
<td>-0.18768</td>
<td>1.3792</td>
<td>-0.12407</td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>FID</td>
<td>541.1</td>
<td>1458</td>
<td>-0.17888</td>
<td>1.4725</td>
<td>-0.13783</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>No Plasma</td>
<td>465.45</td>
<td>1383</td>
<td>-0.06835</td>
<td>1.9043</td>
<td>-0.17563</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>Belhke</td>
<td>455.49</td>
<td>1347.7</td>
<td>-0.21735</td>
<td>1.3286</td>
<td>-0.02427</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>FID</td>
<td>454.02</td>
<td>1387.6</td>
<td>-0.21939</td>
<td>1.2847</td>
<td>0.056516</td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>No Plasma</td>
<td>408.29</td>
<td>1203.9</td>
<td>-0.02389</td>
<td>2.152</td>
<td>-0.14519</td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>Belhke</td>
<td>403.81</td>
<td>1300.9</td>
<td>-0.11193</td>
<td>1.5766</td>
<td>0.061834</td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>FID</td>
<td>405.21</td>
<td>1237.8</td>
<td>-0.13882</td>
<td>1.5187</td>
<td>0.10561</td>
<td></td>
</tr>
<tr>
<td><strong>C$_2$H$_4$/O$_2$/N$_2$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>No Plasma</td>
<td>618.89</td>
<td>1195.2</td>
<td>-0.3088</td>
<td>1.3036</td>
<td>-0.17414</td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>Belhke</td>
<td>622.78</td>
<td>1152.2</td>
<td>-0.44925</td>
<td>1.1665</td>
<td>-0.10949</td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>FID</td>
<td>625.61</td>
<td>1251.6</td>
<td>-0.29556</td>
<td>1.2927</td>
<td>0.027859</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>No Plasma</td>
<td>500.28</td>
<td>1054.8</td>
<td>-0.42074</td>
<td>1.1664</td>
<td>0.062835</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>Belhke</td>
<td>501.95</td>
<td>1180.6</td>
<td>-0.50782</td>
<td>1.0352</td>
<td>-0.00402</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>FID</td>
<td>503.1</td>
<td>1211.1</td>
<td>-0.34297</td>
<td>1.2289</td>
<td>0.059336</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>No Plasma</td>
<td>403.33</td>
<td>1028.4</td>
<td>-0.18965</td>
<td>1.4246</td>
<td>0.074025</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>Belhke</td>
<td>403.79</td>
<td>1020.1</td>
<td>-0.33601</td>
<td>1.1414</td>
<td>0.12811</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>FID</td>
<td>403.54</td>
<td>1118.3</td>
<td>-0.30796</td>
<td>1.266</td>
<td>0.08229</td>
<td></td>
</tr>
<tr>
<td><strong>H$_2$/O$_2$/N$_2$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>No Plasma</td>
<td>498.54</td>
<td>7059.4</td>
<td>-0.01349</td>
<td>1.069</td>
<td>-2.4172</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>Belhke</td>
<td>500.4</td>
<td>7418.7</td>
<td>-0.01652</td>
<td>0.9928</td>
<td>-2.1385</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>FID</td>
<td>502.52</td>
<td>1426.9</td>
<td>-0.05879</td>
<td>1.3055</td>
<td>-0.4509</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>No Plasma</td>
<td>405.07</td>
<td>2887.8</td>
<td>-0.0278</td>
<td>1.1003</td>
<td>-1.3912</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>Belhke</td>
<td>406.61</td>
<td>5038.6</td>
<td>-0.02906</td>
<td>0.8967</td>
<td>-1.4621</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>FID</td>
<td>406.17</td>
<td>1630.8</td>
<td>-0.05173</td>
<td>1.2498</td>
<td>-0.62405</td>
<td></td>
</tr>
</tbody>
</table>
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