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1. Introduction

Let us consider the problem of finding a function $u(x,y)$ which satisfies the parabolic partial differential equation

$$u_t = u_{xx} + f(x,t,u)$$

in $R$: $0 < x < A$, $0 < t < T$ and which satisfies the initial conditions

$$u(x,0) = g(x) \quad 0 < x < A$$

and the boundary conditions

$$\begin{align*}
\alpha_1(t) u_x(0,t) + \beta_1(t)u(0,t) &= \phi(t) \quad 0 \leq t \\
\alpha_2(t) u_x(A,t) + \beta_2(t)u(A,t) &= \psi(t) \quad 0 \leq t.
\end{align*}$$

The function $u(x,y)$ is required to be continuous and bounded in $R + S$, where $S$ is the boundary of $R$, except that continuity of $u(x,y)$ is not required at a point of $S$ where a jump discontinuity occurs in any of the other functions involved in (1.2) and (1.3). We assume that all functions are continuous and bounded in $R$.

An analytic solution for the above problem is available only under very special conditions. We shall not seek such solutions here. Moreover, we shall not even consider the very important questions of existence and uniqueness.

Rather, we shall be concerned with the study of numerical procedures for solving certain difference equations which one obtains when one uses finite difference methods. Of course it is recognized that any solutions so obtained would be of no value in the event that no solution of the original problem existed or in the event that more than one solution existed. In certain cases existence
and uniqueness are available (see for instance [1] and [8]).

The numerical methods which we shall consider include the well-known Forward Difference method, the Crank-Nicolson method [4] and the DuFort-Frankel method [5]. With the Crank-Nicolson method one is usually required to solve at each step a system of simultaneous equations. This can be done effectively in many cases using the Successive Overrelaxation method of iteration [22]. Alternatively if the system is linear, or is replaced by a related linear system, one can use a non-iterative method, apparently first used for this type of problem by Bruce, Peaceman, Rachford, and Rice [2].

In section 2 we first derive finite difference representations of the boundary conditions including two well-known methods and one which we have not seen in the literature. We then derive several difference equations and obtain local error estimates using methods of numerical quadrature. Next, we consider the process known as "extrapolation to zero grid size", first used by L.F. Richardson [20]. Using this process one can, under favorable conditions, appreciably improve the accuracy of the finite difference methods. We indicate how results obtained using several different grid sizes can often be used to obtain a more accurate extrapolation formula than one would obtain using Richardson's formula wherein it is assumed that the error tends to zero like the square of the grid size.

In order to compare the various finite difference methods we prepared a comprehensive routine for Ordvac which is capable of solving a large class of problems by each method. Details of this program are given in section 4 and Appendix. The specific problems which we considered are discussed in section 3.
The program may be considered as a research tool to enable one to study the effectiveness of the various methods under different conditions. When used together with a more complete theoretical analysis than we have been able to carry out here, it is to be expected that new and significant results on finite difference methods should be obtained.

In section 5 the results obtained on the Ordvac are analysed and tentative conclusions are reached as to the order of convergence and the overall effectiveness of each of the methods. For the linear case our results indicate strongly that the use of the Crank-Nicolson method with the non-iterative procedure, is superior to any of the other methods. In the non-linear case however, one loses accuracy with this method if one modifies the difference equation in an attempt to avoid all iterations. Further work appears to be indicated in order to preserve the accuracy of the difference equation without requiring too many iterations. We suggest one possible scheme for doing this, but we have not yet tried it out on the machine.

For the Forward Difference method and for the Crank-Nicolson method, used with the iterative process, we found that the accuracy could usually be improved considerably by the use of the proper extrapolation to zero grid size. Such extrapolation was more difficult to carry out for the Crank-Nicolson method used without iterations.

As expected the use of the proposed method for representing the boundary conditions appeared to be more accurate than either of the other two considered.

Although this study is far from complete, it was felt that the work which has been done to date should be reported now, especially since no further work can be done during the next academic year. The work may be regarded
as a natural extension of research which was begun by the Interior Ballistics Laboratory, Aberdeen Proving Ground. One of the objects was to determine the order of convergence of the Forward Difference method. Extensive calculations were carried out on the Bell Relay Computer, as described in [6], and on the Eniac. The latter calculations have not previously been reported. We shall study them in section 5 along with the Ordvac results.

In addition to acknowledging the sponsorship of the Office of Ordnance Research, U.S. Army, we should also like to express our appreciation for the encouragement and assistance furnished by the Interior Ballistic Laboratory at the Aberdeen Proving Ground. Discussions with Dr. W.C. Taylor of the Interior Ballistic Laboratory and with Dr. B.L. Hicks, formerly of that laboratory, were of great value. We are also pleased to acknowledge the assistance of Dr. R.M. Conlan, Miss J.M. Wood, Mr. B.T.C. Koo, and Mr. S. Soesia who worked at various times on the programming of the problem for Ordvac.
2. Difference Equations

Let $h$ and $k$ be positive numbers such that $4/h$ is an integer, which we denote by $N$, and let $I_{h,k}$ denote the set of points $(x,t)$ such that $x/h$ and $t/k$ are integers. Let $R_{h,k}$ and $S_{h,k}$ denote respectively the set of points of $I_{h,k}$ belonging to $R$ and to $S$. (See Figure 1). We replace the problem of the previous section by that of finding a function $u(x,t)$ defined on $R_{h,k} \cup S_{h,k}$ satisfying a certain difference equation on $R_{h,k}$ and satisfying on $S_{h,k}$ certain other conditions derived from (1.2) and (1.3).

In this section we derive finite difference equations which are obtained from the differential equation and from the boundary conditions, and seek to estimate the accuracy. Our methods are by no means rigorous. Indeed they are merely formal methods utilizing Taylor series expansions whenever convenient. Nevertheless, it is felt that these methods will give some basis for making comparisons of the accuracies of the various finite difference methods, at least...
for some cases. We will later test the comparisons thus obtained against
numerical results obtained for typical problems on the Ordmac.

For discussion of finite difference analogues of problems involving the
infinite region \(-\infty \leq t \leq \infty\) the reader is referred to papers by Courant, Fried-
richs and Levy [4] and by Fitts John [10].

In addition to deriving the difference equations we will also describe
here the associated numerical procedures. In order that we may be able to
give a complete description of these procedures it is convenient to first
consider the treatment of the boundary conditions.
2.1 Boundary conditions. Although our discussion could be extended to cover more general situations, we shall consider only the following two types of boundary conditions:

\begin{align}
\tag{2.1.1} \begin{cases}
(a) & u(0,t) = \phi(t) , \quad (t \geq 0) \\
(b) & u'(t) = \psi(t) , \quad (t \geq 0),
\end{cases} \\
\tag{2.1.2} \begin{cases}
(a) & u(x,0,t) = -H(u - u(0,t)) , \quad (t > 0) \\
(b) & u_x'(t) = 0 , \quad (t > 0) .
\end{cases}
\end{align}

Here $H$ and $u$ are constants.

We shall at times refer to the boundary conditions represented by (2.1.1) and (2.1.2) as B V and N D conditions, respectively.

We first note that the initial conditions (1.2) are easily represented by

\begin{equation}
\tag{2.1.3} u_{i,0} = g_i \quad 1 \leq i \leq N-1 .
\end{equation}

Here and subsequently we let $u_{i,j} = u(ih, jk)$, $g_i = g(i\alpha)$, etc., where $i$ and $j$ are integers. Moreover, the B V conditions (2.1.1) can be replaced by

\begin{equation}
\tag{2.1.4} \begin{cases}
0, & (0 \equiv j) \\
\phi_j , & (0 \equiv j).
\end{cases}
\end{equation}

However, with the ND condition (2.1.2a) we shall consider several alternative procedures. A number of these are considered by Price and Slack [9]. We shall discuss two of these together with one which may very well be known also, although we have not seen it in the literature.

In order to simplify our notation we shall consider a configuration of four points near the line $x = 0$, as shown in Figure 2. We denote by $u_1$, $t_1$, $x_1$, $f_1$ the values of the respective variables at the point numbered 1, (i.e., $i = 0$, $1$, $4$, $5$). We seek relations between $u_0$ and one or more of the other $u_i$. It
is assumed that \( u_4 \) and \( u_5 \) have already been obtained by previous calculations.

Perhaps the most obvious method is to replace \( u_x(0,t) \) by \( (u_2 - u_0)h^{-1} \) in (2.1.2a) obtaining

\[
(2.1.5) \quad u_0 = u_1 + \frac{h^2}{1 + h^2} u_{xx} + \cdots
\]

Formula (2.1.5) defines a procedure for representing (2.1.2a) which we shall refer to as Option I.

To study the accuracy of (2.1.5) we expand \( u(x,t) \) in a Taylor series about the point \((x_0,t_0)\) obtaining

\[
(2.1.6) \quad u_0 = u_1 + h u_x + \frac{1}{2} h^2 u_{xx} + \cdots
\]

Using (2.1.2a) we obtain

\[
(2.1.6) \quad u_0 = u_1 - h u_x - \frac{1}{2} h^2 u_{xx} + \cdots
\]

We note that the leading term of the local error, given by the right member of (2.1.6) is \( O(h^2) \). We shall not try to estimate here the effect of local errors on the accuracy of the solution of the difference equation as a solution of the
differential equation. Instead we shall attempt to infer this from the results of ordinates computations.

If one makes use of the differential equation at the point \( (x_4, t_4) \), one can obtain more accurate formulas. Thus, using a Taylor series expansion about \( (x_4, t_4) \) we have

\[
\begin{align*}
    u_0 &= u_4 + h u_x + \frac{h^2}{2} u_{xx} + \cdots \\
    u_5 &= u_4 + h u_x + \frac{h^2}{2} u_{xx} + \frac{h^3}{6} u_{xxx} + \cdots
\end{align*}
\]

Here the derivatives are evaluated at \( (x_4, t_4) \). Using (1.1) and the relation \( u_x = -H(u - u_h) \), we obtain

\[
(2.1.7) \quad u_0 = u_4 \left(1 - 2r + 2r uu - u_h \right) + 2rH(u - u_h) + kh^4
\]

where the leading terms of the difference between the right and the left members of (2.1.7), that is, the right member minus the left member, are

\[
(2.1.8) \quad -\frac{kh}{3} u_{xxx} + \frac{k^2}{2} u_{tt}
\]

Here and subsequently we let

\[
(2.1.9) \quad r = \frac{k}{h^2}
\]

Price and Slichter [19] show that this formula introduces instability for \( r > \frac{1}{2} \), in contrast to (2.1.5) which is stable for all \( r \). Thus assuming \( k = rh^2 \), where \( r \) is a constant not greater than \( \frac{1}{2} \), we obtain from (2.1.8)

\[
(2.1.10) \quad -\frac{kh}{3} u_{xxx} + \frac{k^2}{2} u_{tt}
\]

Thus the leading term of the local error is \( O(h^3) \) as compared with \( O(h^2) \) with Option I. Unfortunately, however, as we shall see later, the limitation which must be imposed on \( k \) is very severe.
We shall refer to (2.1.7) as Option II.

We now seek a formula which is as accurate as Option II and which is, at the same time, stable for all \( r \). With this aim we expand \( u(x,t) \) in a Taylor series about the point \((x_0,t_0)\) obtaining

\[
\begin{align*}
    u_1 &= u_0 + h u_t + \frac{1}{2} h^2 u_{tt} + \frac{1}{6} h^3 u_{ttt} + \ldots \\
    u_4 &= u_0 - k u_t + \frac{1}{2} k^2 u_{tt} - \frac{1}{6} k^3 u_{ttt} + \ldots 
\end{align*}
\]

Using (2.1.2a) and (1.1) we have

\[
(2.1.11) \quad u_0 \approx \frac{u_1 + h u_t + \frac{1}{2} h^2 u_{tt} + \frac{1}{6} h^3 u_{ttt}}{1 + h h + \frac{1}{2} r} 
\]

where the leading term of the difference between the right and left members of (2.1.11) is

\[
(2.1.12) \quad \frac{-\frac{1}{4} h^2 u_{tt} - \frac{1}{6} h^3 u_{ttt}}{1 + h h + \frac{1}{2} r} 
\]

Evidently the leading term of the local error for (2.1.11), which we shall call Option III, is \( O(h^2 + h^3) \). Moreover, since all coefficients in (2.1.11) are positive, the formula is stable for all \( r \).

In some cases it is convenient to replace \( f_0 \) by \( f_4 \) in (2.1.11), obtaining

\[
(2.1.13) \quad u_0 \approx \frac{u_1 + h u_t + \frac{1}{2} h^2 u_{tt} + \frac{1}{6} h^3 u_{ttt}}{1 + h h + \frac{1}{2} r} 
\]

where the numerator in (2.1.12) is changed by a term whose absolute value is \( \frac{1}{4} h^2 f_t^2 \), where \( f_t^2 = f_t + f_{uu} u_t \). Since this term is \( O(h^2k) \), the order of the local accuracy of (2.1.13) is the same as that of (2.1.11). We shall refer to (2.1.13) as Option III'.
We now consider the treatment of (2.1.2b). For the simplest representation
we replace $u_x$ by $(u_0 - u_3)h^{-3}$ obtaining

$$u_0 = u_3. \tag{2.1.14}$$

It is easily seen that the leading term of the difference between the right and
left members of (2.1.14) is

$$-\frac{h^2}{2} u_{xx}$$

so that (2.1.14) has the same accuracy as Option I. Actually, of course, (2.1.14)
is a special case of (2.1.5) where $H = 0$.

Formula (2.1.14) represents the only method which we used for treating
(2.1.2b). Perhaps a better procedure would have been to consider $(x_0, y_0)$ as
an interior point and to use

$$u_l = u_3. \tag{2.1.15}$$

Here, the leading term of the error is

$$\frac{h^3}{3} u_{xxx}.$$
which is $O(h^5)$.

If one does not wish to use the point $(x_{13}, t_{13})$, which is outside the region, one may obtain a formula of the same order of accuracy by using the point $(x_{14}, t_{14})$ instead. The formula may be obtained immediately from (2.1.11) by letting $N = 0$. We get

$$u_0 = \frac{u_1 + \frac{1}{2t}u_4 + \frac{1}{2t^2}r_0}{1 + \frac{1}{2t}}$$

(2.1.16)

The leading term of the error is $O(h^5)$. As before the accuracy would be preserved if we replaced $f_0$ by $f_4$ in (2.1.16), obtaining

$$u_0 = \frac{u_1 + \frac{1}{2t}u_4 + \frac{1}{2t^2}r_4}{1 + \frac{1}{2t}}$$

(2.1.17)
2.2 Forward difference method. For the derivation of this and other difference equations it will be convenient to consider a typical configuration of points such as shown in Figure 4.

Typical Configuration - Interior Points

Figure 4

We assume here that \( t = i h - 1 \), but that \( j \) may equal zero in which case the point \( (x, t) \) would lie outside of the region.

Probably the simplest difference equation is obtained by replacing \( u_t \) by \( (u_2 - u_0) \frac{k}{2} \) and by replacing \( u_{xx} \) by \( (u_1 + u_3 - 2u_0) \frac{h^2}{2} \). These are familiar finite difference representations of the respective derivatives. However, for this method and for the others given below we shall present a derivation based on methods of numerical quadrature. Although the actual finite difference formulas come out the same, nevertheless it seems simpler to obtain the error estimates by the method which we use.

By (1.1) and the rectangle rule for integration we have

\[
(2.2.1) \quad u_2 - u_0 = \int_{t_0}^{t_0+k} u_t \, dt = \int_{t_0}^{t_0+k} (u_{xx} + f) \, dt = k(u_{xx}e^f) + \frac{h^2}{2}(u_{xx}e^f),
\]

where \( e^f = f + f u_t \). Using Taylor's series we also obtain
Substituting in the previous equation we get

\[(2.2.3)\quad u_2 = (1-2r)u_0 + r(u_1 + u_3) + kr_0\]

where the leading term of the difference between the right and left members of (2.2.3) is

\[(2.2.4)\quad k \left( \frac{k^2 - h^2}{12} u_{\text{xxxx}} \right)\]

Since the number of time steps needed to reach a given value of \( t \) is proportional to \( k^{-1} \), it seems reasonable to take

\[(2.2.5)\quad \left( \frac{k}{2} - \frac{h^2}{12} \right) u_{\text{xxxx}}\]

as a measure of the local error. It is well known, (See for instance [18]) that \( k \) must satisfy the condition

\[(2.2.6)\quad k \leq \frac{1}{4} h^2\]

in order for the numerical procedure to be stable. Thus the local error for the Forward Difference method is \( O(h^2) \).

Of course, such an analysis does not, by any means, indicate that the accuracy in the large is of second order. The question of the order of convergence in the large has been studied for a special class of problems by Juncosa and Young [12]. For an analysis of the situation in the large for the case where \( u(x,t) \) is assumed to possess certain partial derivatives in \( R^3 \), see Milne [17].

For B V problems with \( f, \phi, \psi \) vanishing, the convergence of the sequence of solutions of the Forward Difference method to the exact solution of the differential equation has been proved by Leutert [16] for \( r \leq 1/4 \), under the assumption that \( g(x) \) is piecewise continuous, that is, continuous except for a finite number of finite jumps, and that \( g(x) \) has a one sided first derivative everywhere.

Hildebrand [9] proved convergence for \( 0 < r \leq 1/2 \) under the assumption that \( g(x) \)
is piecewise continuous and has bounded variation. More severe restrictions were imposed on $g(x)$ for the case $r = \frac{1}{2}$. Juncoa and Young [13] proved convergence for $r \geq \frac{1}{2}$ under the assumption that $g(x)$ is piecewise continuous.

The numerical computational procedure is extremely simple. Since one knows $u_{1,0}, 0 \leq i \leq M$, one can compute $u_{1,1}, 1 \leq i \leq M$ using (2.2.3) which for a general point becomes

$$(2.2.7) \quad u_{i,j+1} = (1 - 2r)u_{i,j} + r(u_{i+1,j} + u_{i-1,j}) + kr_i.$$  

For BVP problems $u_{0,1}$ and $u_{M,1}$ are given and we can proceed at once to the next row. For NPD problems we can compute $u_{0,1}$ directly from either (2.1.5) or (2.1.7) or (2.1.13) and we can use (2.1.14), (2.1.15) or (2.1.17) to find $u_{M,1}$. Having thus determined all values of $u_{1,1}$ we proceed to compute values of $u_{1,2}$ then $u_{1,3}$ etc.

Were it not for the condition (2.2.6) on the size of $k$, the Forward Difference method would be ideal for use on computing machines. Unfortunately, when one attempts to improve the accuracy by reducing $h$, say by a factor of 2, then the number of time steps is increased by a factor of 2, making the total work increase by a factor of 8. More generally, one can assert that the work increases with the third power of $h^{-1}$, or equivalently, as the third power of $M$. 
2.3 Crank-Nicolson method. If, instead of using the rectangle rule of integration as in the case of the forward difference method, we use the trapezoidal rule, we obtain

\[(2.3.1) \quad u_2 - u_0 = \int_{t_0}^{t_0+k} v(t) \, dt = \int_{t_0}^{t_0+k} (u_{xx} + f) \, dt = \frac{k}{2} \left[ (u_{xx})_0 + (u_{xx})_2 + f_0 + f_2 \right] - \frac{k^3}{12} (u_{xxtt} + f_{tt}) + \cdots \]

Using Taylor’s series we have

\[(u_{xx})_0 = h^{-2} (u_1 + u_3 - 2u_0) - \frac{k^2}{12} u_{xxxx} + \cdots \]
\[(u_{xx})_2 = h^{-2} (u_5 + u_7 - 2u_2) - \frac{k^2}{12} u_{xxxx} + \cdots \]

Substituting in (2.3.1) we get

\[u_2 - u_0 + \frac{k}{2h^2} \left[ u_1 + u_3 + u_5 + u_7 - 2u_0 - 2u_2 \right] + \frac{k}{2} [f_0 + f_2] = \frac{k^2}{12} u_{xxxx} - \frac{k^3}{12} (u_{xxtt} + f_{tt}) \]

Solving for \(u_2\) we have

\[(2.3.2) \quad u_2 = \frac{1-\tau}{1+\tau} u_0 + \frac{\tau}{2(1+\tau)} \left[ u_1 + u_3 + u_5 + u_7 \right] + \frac{k}{2(1+\tau)} [f_0 + f_2] \]

where we have neglected the remainder whose leading terms are

\[(2.3.3) \quad \frac{k}{1+\tau} \left\{ - \frac{h^2}{12} u_{xxxx} + \frac{k^2}{12} (u_{xxtt} + f_{tt}) \right\} \]

We note that the expression in the braces is \(0(h^2)\) as long as \(k = O(h)\).

Juncosa and Young [13] showed that under certain conditions the error in the large is \(0(h^2)\) provided \(k = O(h/|\log h|)\). It is not known, however, whether this result can be extended to include cases where \(k = O(h)\).

It is sometimes convenient to replace \(f_2\) by \(f_0\) in (2.3.2). The additional error which is introduced is proportional to \(k^2\) and hence the expression in braces occurring in (2.3.3) is increased by a term proportional to \(k\). Thus if \(\tau\) tends to zero like \(h\), the expression in the braces would be \(O(h)\) instead of \(O(h^2)\).

Another modification of (2.3.2) is obtained by replacing the term \(\frac{1}{2} [f_0 + f_2] \)
by \(f(x_0, t_0 + \tau, v, \ldots)\). This change was made in the program prepared for the Ordvace. For simplicity, we assume here that \(f(x, t, v)\) is a function of
u alone. Expanding in a Taylor series about the point \((x, t)\), we have

\[
\begin{align*}
  u_2 &= \bar{u} + \frac{1}{2} k u_t + \frac{1}{8} k^2 u_{tt} + \ldots, \\
  u_0 &= \bar{u} - \frac{1}{2} k u_t + \frac{1}{8} k^2 u_{tt} + \ldots, \\
  f_2 &= \bar{f} + \frac{1}{2} k f_t + \frac{1}{8} k^2 f_{tt} + \ldots, \\
  f_0 &= \bar{f} - \frac{1}{2} k f_t + \frac{1}{8} k^2 f_{tt} + \ldots,
\end{align*}
\]

where \(\bar{f} = f(u), \bar{u} = u(x, t)\). It is evident that

\[
\frac{1}{2}(f_0 + f_2) = \bar{f} + \frac{1}{8} k^2 u_{tt} + \ldots
\]

and

\[
\frac{1}{2}(u_0 + u_2) = \bar{u} + \frac{1}{8} k^2 u_{tt} + \ldots.
\]

Therefore

\[
f_0 + f_2 = f(\frac{1}{2}(u_0 + u_2)) = \bar{f} - \frac{1}{8} k^2 u_{tt} f_t + \ldots
\]

and

\[
\frac{1}{2}(f_0 + f_2) - f_0 = \bar{f} k^2 u_{tt} f_t - \frac{1}{8} k^2 u_{tt} f_{tt} + \ldots = 0(k^2).
\]

By (2.3.2) and (2.3.3) it is evident that the order of accuracy has not been changed.

For a general point \((2.3.2)\) may be written

\[
(2.3.b) \quad u_{j+1, j+1} = \frac{1}{12} \left[ u_{j, j+1} + \frac{1}{2}(1 + \rho) [u_{j+1, j} + u_{j-1, j} + u_{j, j+1} + u_{j, j-1} + u_{j+1, j+1} + u_{j-1, j+1} + u_{j+1, j-1} + u_{j-1, j-1}] \right]
\]

Two alternative numerical procedures are available for using the Crank-Nicolson method. The first is an iterative method wherein, given all values of \(u_{j, j}\) for \(i = 0 \ldots \infty\), one chooses a first approximation \(u_{j, j}^{(0)}\) and proceeds to iterate using the formula

\[
(2.3.5) \quad u_{j+1, j+1}^{(n)} = \frac{1}{12} \left[ u_{j, j+1}^{(n)} + \frac{1}{2}(1 + \rho) [u_{j+1, j}^{(n)} + u_{j-1, j}^{(n)} + u_{j, j+1}^{(n)} + u_{j, j-1}^{(n)} + u_{j+1, j+1}^{(n)} + u_{j-1, j+1}^{(n)} + u_{j+1, j-1}^{(n)} + u_{j-1, j-1}^{(n)}] \right] - \frac{k}{2(1 + \rho)} [f_{j+1, j}^{(n)} - f_{j-1, j}^{(n)}] - (\rho - 1) u_{j+1, j}^{(n)},
\]

Here the parameter \(\rho\), known as the relaxation factor, is chosen in the range

\(1 \leq \rho < 2\) to accelerate the convergence. At the end of each iteration one obtains \(u_{j+1, j+1}^{(n)}\) by solving (2.1.5), (2.1.7), (2.1.11), or (2.1.13) for \(u_{0, j+1}\) using the latest values of \(u_{j, j+1}\) when appropriate. Similarly \(u_{j, j}^{(n)}\) is obtained.

The iterative process is repeated until

\[
(2.3.6) \quad \max_{0 \leq i \leq j} |u_{j, j}^{(n)} - u_{j, j}^{(n-1)}| < \varepsilon
\]

where \(\varepsilon\) is a preassigned tolerance. When the iterative process has converged, one proceeds to determine the values in the next row in the same way.
The choice of the relaxation factor $\omega$, which will yield the fastest convergence, can easily be computed for linear $\mu v$ problems. It is shown in [22] that

\begin{equation}
\omega = 1 + \left[ \frac{1}{1 + \frac{1}{\lambda_{\text{max}}}} \right]^2
\end{equation}

where $\lambda_{\text{max}}$ is the maximum eigenvalue of the $(M-1) \times (M-1)$ matrix

\[
\begin{pmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\beta & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \beta \\
\end{pmatrix}
\]

where $\beta = \frac{\mu}{2(1+\mu)}$. It is easy to show that

\begin{equation}
\mu = \frac{\pi}{\lambda_{\text{max}}} \cos \frac{\pi}{M}.
\end{equation}

Let us now assume that $k = O(h)$ and that, as a result, $r$ is proportional to $h$. Since for large $M$ we have $1 - \mu k = \frac{1}{M}$, we can show, as in [22], section 4, that the rate of convergence of (2.3.5) varies as $M^{-\frac{1}{2}}$; hence the number of iterations increases as $M^\frac{1}{2}$. Since the number of points on each row increases with $M$, it follows that the work per row is proportional to $M^{3/2}$.

Moreover, since the number of time steps increases as $M$ (instead of $M^2$ as with the Forward Difference method), we can conclude that the total time increases as $M^{5/2}$ with the Crank-Nicolson method compared with $M^3$ for the Forward Difference method. Thus the Crank-Nicolson method would appear to be superior to the Forward Difference method, at least for large $M$.

The advantage of the Crank-Nicolson method can be increased still further by using a non-iterative procedure. The effectiveness of this procedure depends on the fact that for a linear system involving a Jacobi matrix, i.e., a matrix whose only non-zero elements occupy the main diagonal and the two diagonals adjacent to the main diagonal, the solution can be obtained very easily. This fact was observed by L.H. Thomas in unpublished notes [22] and was applied to parabolic equations by Bruce, Peaceman, Rachford and Rice [2]. Thus following their discussion, let us suppose we have the system
If one carries out the familiar Gauss elimination procedure, eliminating the elements below the main diagonal of the matrix, and then uses the method of back substitution, one obtains

\[
\begin{cases}
    R_1 x_1 + C_1 x_2 = d_1 \\
    A_1 x_{i-1} + B_1 x_i + C_{i+1} = d_i \\
    A_{i-1} x_{i-1} + B_i x_i = d_i
\end{cases} \quad 2 \leq i \leq N-1
\]

where

\[
\begin{cases}
    x_i = q_i \\
    x_i = q_i - b_i x_{i+1}
\end{cases} \quad 1 \leq i \leq N-1
\]

The stability of the computation procedure has been investigated by Thomas in [2].

No more than about 3 or 4 times as much work per row would appear to be required with this method as with the Forward Difference method. Thus, if we assume \( k = O(h) \), then the amount of work required increases as \( h^2 \) instead of \( h^2 \) with the iterative procedure and \( h^3 \) with the Forward Difference method.

Unfortunately, when (1.1) is non-linear it is not always easy to obtain linear equations and still retain the desired accuracy. For, if we use (2.3.2), we find that the unknown value of \( u_t \) is involved, in general, in a non-linear manner in the evaluation of the function \( f(x,t,u) \). On the
other hand, if one replaces \( u_{i,j+1} \) by \( u_{i,j} \), one obtains a less accurate formula, as discussed above. To get around this difficulty in an analogous situation, Bruce, Peaceman, Rachford, and Rice [2] used an iterative procedure together with the non-iterative method for solving the linear equations. Although this procedure might appear to defeat the original purpose of avoiding all iterations, it is reported that convergence is obtained after a very few iterations.

It might not be too unreasonable to preassign a fixed number of iterations, independent of \( h \) and \( k \), to be carried out at each time step. Thus, the Heun method for solving ordinary differential equations is the same as the modified Euler method (see for instance, Wilne [17]) except that one performs only one iteration. The local error for the Heun method is somewhat larger than, but of the same order of magnitude as the modified Euler method.

Another possible solution to this difficulty would be to use a difference equation involving more points. However, care must be taken to avoid formulas which might lead to unstable procedures, and also to avoid obtaining a matrix which was not a Jacobian matrix.

2.4 DuFort-Frankel method. In [5] DuFort and Frankel obtained a difference equation which is stable for all values of \( r \) and which, at the same time, yields explicit formulas for values of \( u \) in the new row in terms of values on previous rows. We may derive the formula by use of numerical quadrature as follows.

\[
(2.4.1) \quad u_2 - u_4 = \int_{t_4}^{t_2} u_t \, dt - \int_{t_4}^{t_2} (u_{xx} + f) \, dt
\]

\[
= 2k [u_{xx} + f_0] + 3k^3 [u_{xx} + f_0] + \ldots
\]
Using Taylor's series, as before, we get

\[(2.4.2) \quad u_2 = u_0 + 2k[(u_1 + u_3 - 2u_2)h^2 + f_0] + \left\{ -\frac{h^2}{12} u_{xxx} + \frac{k^2}{3!} (u_{xx} + f_0) \right\} + \ldots \]

If we were to neglect the expression in the braces and all higher order terms in (2.4.2) we would obtain Richardson's method \([20]\), which is unstable for all values of \(r\) and is thus unsuited for numerical calculations unless very special precautions are taken \([15]\). Nevertheless, at this point we remark that the local error for Richardson's method is

\[(2.4.3) \quad k \left\{ -\frac{h^2}{2} u_{xxx} + \frac{k^2}{3} (u_{xx} + f_0) \right\} \]

In order to obtain a stable method, DuFort and Frankel replace \(u_0\) by \(\frac{1}{2}(u_2 + u_4)\) in (2.4.2) and obtain, after solving for \(u_2\),

\[(2.4.4) \quad u_2 = \frac{1 - 2r}{1 + 2r} u_4 + \frac{2r}{1 + 2r} (u_1 + u_3) + \frac{2k}{1 + 2r} f_0 + \frac{k}{1 + 2r} \left\{ -\frac{h^2}{6} u_{xxx} + \frac{k^2}{3} (u_{xx} + f_0) - \frac{2k^2}{h} u_t \right\} + \ldots \]

Now if \(k = O(h^2)\), it is evident that the expression in the braces is \(O(h^2)\). On the other hand, if \(k = O(h)\), then the expression inside the braces need not even tend to zero with \(h\). Consequently, although stability is assured for all \(h\) and \(k\), for convergence the ratio \(k/h\) must tend to zero with \(h\), (see \([5]\)).

Neglecting remainder terms we have for a general point

\[(2.4.5) \quad u_{i,j+1} = \frac{1 - 2r}{1 + 2r} u_{i,j} + \frac{2r}{1 + 2r} (u_{i+1,j} + u_{i-1,j}) + \frac{2k}{1 + 2r} f_{i,j} \]

Evidently, to compute \(u_{i,j+1}\) one needs the values of \(u\) on the \(j\)-th and \((j-1)\)-st rows. At the beginning one has only the values for \(j = 0\). To obtain the values
of $u$ for $j = 1$ another procedure must be used. This point is discussed further in Section 4.

The convergence of the DuFort-Frankel method for a certain class of problems has been given by Juncosa [14].

2.5. Extrapolation to zero grid size. For the process known as extrapolation to zero grid size, proposed by L. F. Richardson [20], one assumes that the error $e_h(x,t) = u_h(x,t) - u(x,t)$ is proportional to $h^6$. Here $u(x,t)$ is the exact solution of the differential equation and $u_h(x,t)$ is the solution of the difference equation with $h = h/M$. Usually certain restrictions are assumed for $k$. Even though $e_h(x,t)$ might vanish like $h^6$, as is indeed true for certain cases as shown in [12], [13], nevertheless it does not necessarily follow that $e_h(x,t)$ is exactly proportional to $h^6$. This can be easily seen by considering the case where $e_h(x,t) = M^{-6} \sin M$.

If $e_h(x,t)$ were directly proportional to $h^6$, one could determine $u(x,t)$ in terms of $u_h(x,t)$ and $u_{2h}(x,t)$. Indeed we would have

$$u(x,t) = u_{2h}(x,t) + \frac{1}{2} \left[ u_{4h}(x,t) - u_h(x,t) \right]. \hspace{1cm} (2.5.1)$$

If one solves the difference equation for three different mesh sizes, obtaining $u_M(x,y), u_{2M}(x,y),$ and $u_{4M}(x,y)$ we can perform a simple test for the assumption that $e_h(x,y)$ is proportional to $h^6$. Indeed, if the assumption were valid, we would have

$$\frac{e_h(x,y)}{e_{2h}(x,y)} = 2^6. \hspace{1cm} (2.5.2)$$

By computing the ratio, $\rho$, appearing in (2.5.2) one can determine the proper extrapolation to zero grid size, provided such exists, and also estimate the
degree of convergence of the sequence of solutions of the difference equation.

It is not necessary to compute $a$ itself since $2^a$ appears in (2.5.1). We wish to emphasize once more, that the considerations of this section are not rigorous.
3. Specific Problems Considered

In order to obtain some indication as to the validity of the non-rigorous mathematical considerations of the previous section, we have solved some sample problems on the Ordvac computer at Aberdeen. We chose problems involving either boundary conditions (2.1.1) or (2.1.2) and either linear and non-linear differential equations. Actually, as will be seen in the next section, the program which was prepared for Ordvac is capable of handling entire classes of problems rather than merely the specific problems described below.

3.1. Boundary value problem - linear differential equation (BVL). Here we selected a problem for which an analytic solution is readily available. The equations are

\[
\begin{align*}
\frac{du}{dt} &= u_{xx} , \quad 0 < x < 1 , \quad t > 0 , \\
\left. u(x) \right|_{t=0} &= g(x) , \quad 0 < x < 1 \\
\left. u(0,t) \right|_{t=0} &= 0 , \quad t \geq 0 .
\end{align*}
\]

The analytic solution for the case \( g(x) = 1 \) is given by

\[
(3.1.7) \quad u(x,t) = \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{n} \sin\frac{n\pi x}{2} e^{-n^2 \pi^2 t}
\]

We shall, by solving the difference equations with various mesh sizes, attempt to determine the rate of convergence for both methods. For the Crank-Nicolson method we shall let \( k = O(h) \) as \( h \to 0 \), even though the theoretical results have been proved only under stronger restrictions on \( k \), [13], in an attempt to determine whether a generalization is to be expected.
3.2. Boundary value problem - non-linear differential equation (BVM).

The following problem described by Hartree [7] appears to be typical of this class of problems:

\[
\begin{align*}
    u_t &= uu_x + r u^\gamma \\
    u(x,0) &= 0 \\
    u(0,t) &= u(1,t) = 0
\end{align*}
\]

Here \( u(x,t) \) represents the temperature in a substance where there is generation of heat increasing exponentially with the temperature. When \( r \) exceeds a certain critical value there is no steady state solution and the solution increases beyond all bounds. We shall not study this aspect of the problem but, rather, will use a fixed value of 0.8 for \( r \), which is below the critical value. We shall solve the problem by the forward difference and Crank-Nicolson method for several values of \( h \). Solutions for various values of \( \gamma \) have been obtained by Hartree using a differential analyzer and the results agreed quite well with experiments.

3.3. Normal derivative problem (\( \text{BUL and NDN} \)). Here we consider boundary conditions (\( \text{2.1.2} \)) with both the linear equation

\[
\begin{align*}
    u_t &= uu_x \\
    u(x,0) &= c
\end{align*}
\]

and the non-linear equation

\[
\begin{align*}
    u_t &= u_{xx} + e^{-1/u} \\
    u(x,0) &= c
\end{align*}
\]

The initial conditions are

\[
\begin{align*}
    u(x,0) &= c \\
    u(0,t) &= u(1,t) = 0
\end{align*}
\]

Here in the cases which we shall consider \( c = 0.01 \). Actually, in our computations, we shall take for our initial function not \( g(x) = 0.03 \) but a set of
Values obtained for a later value of $t$ using the analytic solution of the linear problem (see for instance [8], page 22). The values are given in Table I. Even in the non-linear case, these values are sufficiently accurate since the non-linear term is negligible for small values of $t$. This adjustment in the initial conditions was made to eliminate any possible effect of the singularity caused by the discontinuity of $u_x$ when $t = 0$. It is by no means certain that such a precaution would be necessary, and for the linear case at least, it should be possible to determine analytically the effect of the singularity.

Problems of this type involving (3.3.1) are designated \( \text{VM} \) and those involving (3.3.2) are designated \( \text{HM} \). For \( \text{VM} \) problems the solution $u(x,t)$ represents the temperature in a propellant where the reaction rate is determined by the Arrhenius term $e^{-1/u}$. The propellant is assumed to be a semi-infinite slab, $0 < x < \infty$. The propellant is heated by a gas at temperature $u$, which occupies the region $x < 0$ and whose influence on the propellant depends on the heat transfer coefficient $h$. In order to be able to use finite difference methods we consider a slab of finite thickness $a$ and replace the condition $\lim_{x \to \infty} u_x = 0$ by the condition (2.1.2b). Further details on the physical motivation for these problems may be found in [8].

In order to represent more accurately the physical situation, it was sometimes necessary to introduce "shutoff", that is after a certain value of $t$, $u$ is greatly reduced. However, we shall not do this in our study.

We shall also not consider the determination of the "ignition time" which is the time required for the value of $u(x,t)$ to increase above a preassigned value.
We shall assume the following values for the parameters

\[ A = 73,800 \]
\[ c = .051 \]
\[ u = .18 \]
\[ \xi = 2 \times 10^{-6} \]

Prior to 1952 a number of calculations were done on this problem at the Aberdeen Proving Ground using the Bell Relay Computer and the Eniac. The Forward Difference method was used with \( r = \frac{1}{2} \) and several values of \( \xi \). We shall make use of some of these results in Section 5.
4. Description of the Program for Solution

To run a particular problem with the program as presently coded, it is necessary to specify three major conditions; i.e. (1) the difference equation to be used, (2) the boundary conditions, and (3) the necessary parameters such as h, r, etc.

All of the difference equations and boundary conditions described in Section 2 have been coded and any problem involving these can be computed using the program. Except for the CN method, the interior points of the (j+1)st row are computed followed by the computation or insertion of the boundary values of that row. This permits the boundary conditions to be easily modified. The appendix contains the detailed equations used in the present coding.

Unless otherwise instructed, the machine will assume that the differential equation is linear. In the non-linear case it is necessary to instruct the machine to compute the non-linear term.

For the S1 method, since the j-th and (j-1)st rows are necessary to compute the (j+1)st row (see Appendix), it was necessary to compute the first row by a different method. We used the S0 method. The number of rows necessary to be computed by the S1 method depends upon r, which involves k, the increment in time. This is noted in the Appendix.

For the CN method, "CM" case, when the values of the function became large, the iterative scheme would not converge. A feature was added in the program whereby if the number of iterations exceeded a given K' for the (j+1)st row, the coding would revert back to the S1 method and continue computation from the j-th row using r', where \( r' = r' \cdot 2^k \) and \( 0 < r' \leq \frac{1}{2} \).

Shutoff, another feature, can be described as reducing the gas temperature
(\(u_g\)) or shutting off the gas flow after time \(t_g\) (see Section 3). After computing \(j_g\) rows (HD only), the value of \(u_g\) can be changed for the \((j_g+1)\)st row and the remaining rows.

The parameters that must be chosen are:

\[ h = \Delta x/A \]
\[ r = k/h^2 \]

5 switch - which is the stopping procedure where \(5 = 5_1\) stops the machine after \(m\) rows and \(5 = 5_2\) stops machine when max |\(u_j\)| exceeds or falls below a given tolerance.

Besides these parameters, certain specific cases will require a specification of other information, such as:

\(\lambda\) (CN) - as explained above
\(\omega\) (CN) - the relaxation factor. If \(\omega\) is not specified, \(\omega = 1\) is assumed

\(\gamma\) (BVN) \(= 0.8\) was used
\(H\) (ND) \(= (2+10^{-6})\) was used
\(u_g\) (ND) \(= 0.10\) was used
\(A\) (ND) \(= 75,600\) was used

\(j_g, u_g^{(1)}\) (ND) - (shutoff); replaces \(u_g\) by \(u_g^{(1)}\) after computing \(j_g\) rows.

The non-linear term was computed by a floating point subroutine with the exponential factor being computed by taking the first 15 terms of the series expansion of \(e^x\). Initially, the exponent was normalised; i.e. placed in the form \(a \cdot 2^n\) where \(\frac{1}{2} \leq |a| < 1\), or \(a = 0\) where appropriate. (For the BV cases, \(a = 4\) since all values were scaled by \(2^{-4}\). For HD cases, the presence of the exponent \((-\frac{1}{2})\) necessitated
the normalizing procedure.) Then, $2^2 e^a$ was computed followed by a normalization of $e^a$. Since $e^f(u)$ was desired, the scaling problem was solved by the followings:

$$e^f(u) = e^{a^2 e^a} = (e^a)^2 e^a$$

Therefore, it was necessary to square $e^a$ a times in computing the non-linear term.
## 5. Analysis of Results

In Tables II - IX we give the values of \( u(x,t) \) for the respective problems as obtained by the various finite difference methods. Scaling factors are indicated on the tables. In each case the columns headed \( \text{FD}(\frac{3}{4}) \) and \( \text{FD}(\frac{1}{4}) \) contain results obtained using the Forward Difference method with \( r = \frac{3}{4} \) and \( r = \frac{1}{4} \), respectively. Columns headed \( \text{CN}(I) \) and \( \text{CN}(II) \) contain the results obtained by using the Crank-Nicolson method using the iterative and non-iterative numerical procedures, respectively. For different values of \( \frac{h}{A} \), the following values of \( r \) are used:

<table>
<thead>
<tr>
<th>( \frac{h}{A} )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1/2</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>64</td>
<td>4</td>
</tr>
</tbody>
</table>

The column headed \( \text{CN}(II) \) contains results obtained using the Crank-Nicolson method, non-iterative and with the following values of \( r \)

<table>
<thead>
<tr>
<th>( \frac{h}{A} )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>64</td>
<td>8</td>
</tr>
</tbody>
</table>

The value of \( t \) can be obtained from the row number by multiplying the row number by \( \frac{1}{128} A^2 \). Thus the row number equals \( t/k_8 \) where \( k_8 \) is the value of \( k \) corresponding to \( \frac{h}{A} = 8 \) and \( r = 1/2 \). The column headed "Eniac" gives results obtained on the Eniac using the Forward Difference method and \( r = 1/2 \).

Corresponding to each of the row numbers 4, 8, 12, 16, and 20 and to the indicated values of \( x/A \) we give the following results, when available,
Here $u_n$ represents the solution of the difference equation being considered with $h = h/m$. Also, $a_{16} = u_{16} - u_{18}$, $A = a_{16}/a_{32}$, $B = a_{32} - u_{16}$, $C = a_{32}/a_{64}$, and $D = a_{64} - u_{16}$. In the brackets we give the extrapolated value. The estimated value of $p$ used in the extrapolation is given at the bottom of the column, (see section 2.5). For the extrapolation $a_{64}$ is used when available, otherwise $a_{32}$ is used. An asterisk in place of $e_n^2/|e_n|$ indicates that the computed value is not regarded as significant, usually because $e_n$ is too small. An asterisk near an extrapolated value means that the value obtained from the use of the smallest mesh size is given in place of the extrapolated value.

5.1. Boundary value linear (BVL). In this case the results obtained from the Crank-Nicolson method with the iterative and the non-iterative numerical procedures were identical. Since the ratios $e_n^2/|e_n|_2$ are close to 4 it would appear that $e_n^2 = O(h^2)$ and that extrapolation to zero grid size based on $n = 2$ might give good results. Indeed, if one uses this procedure one obtains almost identical results for all methods and very close agreement with the exact value as calculated from (3.3.2). We note that the values obtained from the forward difference method with $r = \frac{1}{2}$ and $M = 32$ are considerably different.
from the exact values and that the extrapolation process has greatly improved the accuracy. We also remark that for this particular problem the Crank-Nicolson method is much more accurate than the forward Difference method although the extrapolated values are practically the same.

5.2. Boundary value non-linear (BVN). As in the linear case the values of \( e_M/e_{2M} \) are, with the FD and CN methods, close to 4. Extrapolation to zero grid size using \( \rho = 4 \) and \( \alpha = 2 \) yields results which are nearly the same for both the FD method (with \( r = \frac{1}{2} \) as well as with \( r = 1/4 \)) and for CN(I). On the other hand with the non-iterative procedures CNW(I) and CNW(II), (where the less accurate difference equation obtained by replacing \( f_2 \) by \( f_0 \) in (2.5.2) was used), the values of \( e_M/e_{2M} \) were usually between 3 and 3.5. Thus as expected, the order of convergence was less than for the other methods. Nevertheless with an extrapolation using \( \rho = 3 \) we obtained fairly accurate results, especially for CNW(I).

We believe that combining CNW with a few iterations, not more than five, would increase the order of convergence.

The error due to using \( f_0 \) instead of \( f_2 \) in (2.3.2) varies approximately as \( h^{-1} \) as can be seen from comparing results of CNW(I) and CN(I). Thus for the 10th row and for \( x = \frac{1}{2} \) we have

<table>
<thead>
<tr>
<th>( M )</th>
<th>CNW(I)</th>
<th>CNW(II)</th>
<th>CNW(I) - CNW(II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>72534</td>
<td>72400</td>
<td>134</td>
</tr>
<tr>
<td>16</td>
<td>72868</td>
<td>72821</td>
<td>47</td>
</tr>
<tr>
<td>32</td>
<td>72977</td>
<td>72943</td>
<td>34</td>
</tr>
</tbody>
</table>

(All values have been multiplied by 10^5.)
Examining the differences 134, 67, 54 we observe that they are approximately in the ratios 4:2:1. Hence the differences appear to tend to zero like $N^{-1}$. This tends to confirm our prediction that the error introduced by using the less accurate difference equation is of order $N^{-1}$.

5.3. **Normal derivative linear (III).** In both the linear and the non-linear cases we are concerned with three options for representing the condition (2.1.2a). We first consider the results obtained for the linear case for Options I, II, III as given in Tables IV, V, VI respectively. As in the boundary value linear case it did not matter whether one used the iterative or the non-iterative procedure for the Crank-Nicolson method.

For Option I the values obtained by the forward Difference method for $r = 1/4$ and $r = 1/2$ agree closely with each other and with those obtained with CNN(I) and CNN(II). Based on the observed value of $p$, extrapolated values were obtained as indicated. Of course, in this case we can conclude little from the fact that the extrapolated values obtained from the different methods agree with each other. However, the extrapolated values do agree rather closely with those obtained from results using Option II and III, and the latter two agree with each other. Moreover, the difference $w_{64} - v_{32}$ obtained for CNN(I) with Option III was very small, and this indicates that $w_{64}$ is probably very close to the true value of $u$. Thus it would appear that in this case (2.1.5) (Option I) is a reasonably satisfactory representation of (2.1.2a) provided one uses the proper extrapolation procedure.

Finally we compare our results with the "exact" values obtained under the assumption that $A$ is infinite, using the procedure given in [6]. These values are given on Table IV in braces. Near the line $x = A$ our values will not agree
with these "exact" values, because in our case $A$ is finite. Nevertheless the agreement is generally rather close.

We give in Table V the values obtained on the Eniac using Option II and the FD method with $r = \frac{1}{2}$. Although the Eniac values and the Ordvac values listed under FD, again with $r = \frac{1}{2}$, agree exactly for $M = 8$, exact agreement cannot be expected for other values of $M$. The reason for this is that $A = 64,400$ was used for the Eniac results instead of $A = 73,600$ as used on the Ordvac. On the Eniac, instead of (2.1.14), the condition

$$\frac{a}{A} = \frac{a + 1}{2}$$

was used to represent (2.1.2b). Thus, since $64,400/73,600 = 7/8$ we have exact agreement in the case $M = 3$.

Near the left hand boundary, $p$ appears to be rather close to 4.0 so that we use extrapolation based on $a = 2$. We note that $u_{10} - u_{16}$ is small, and this indicates that $u_{32}$ is already quite accurate. For $x/A = \frac{1}{2}$ the use of $p = 1$ seems indicated, and for $x/A = 1$ we used $p = 2$. It appears that the largest errors occurred at the right hand boundary.

Similar results were obtained for Option III as indicated in Table V. Of course for Option III it was possible to use CIII(1) and thus use many fewer time steps than were necessary for the Forward Difference method.

It seems reasonable to suppose that, by using either (2.1.15) or (2.1.17) to represent more accurately the right hand boundary condition, and by using Option III or III', the ratio $p$ would be nearly 4 everywhere and that extrapolation based on $a = 2$ could have been used for all points.

5.4. Exact solutions non-linear (III). The Eniac results obtained
using the TD method for Option II indicate that extrapolation to zero grid size using \( a = 2 \) for \( x/A = 0, \frac{1}{4} \) and \( a = 1 \) for \( x/A = \frac{1}{2}, 1 \) should be quite accurate. The same also appears to be true for our Ordvac results. Of course the extrapolated values obtained in the respective cases do not agree because of the difference in the boundary conditions at \( x/A = 1 \), as mentioned above. The extrapolated values obtained on the Ordvac using Option II and the TD method also agree very closely with those extrapolated values obtained using CH(1) with Option III. It is difficult to make definite statements as to the behavior of the CHN method except that the errors are small and irregular. Here, of course, Option III was used.

For Option I the ratios \( p \) are all approximately 2 with all difference equations as in the linear case. The errors are somewhat larger and the extrapolated values somewhat less accurate than with Option III.

5.5. Machine times. Figures 5 and 6 show the approximate times required to compute \( t = 10^3 \) rows by the various methods in both the linear and in the non-linear cases respectively. The times for BV problems and for ND problems were nearly the same. The slopes for the curves corresponding to the TD, CH and CHN methods, after proper corrections have been made to account for the use of different logarithmic bases, are approximately 3, \( 5/2 \), and 2 respectively. Hence as expected, the times increase as \( k^3 \), \( k^{5/2} \) and \( k^2 \) respectively. For the non-linear cases about 10 times as much machine time was required as for the linear cases.

The number of iterations required using the Crank-Nicolson method seemed to be nearly independent of whether the differential equation was linear or non-linear or whether BV or ND boundary conditions were used. The following
table gives the value of \( \omega \) used for each \( N \) and the approximate number of iterations required per row.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \omega )</th>
<th>No. of Iterations Per Row</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.025</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>1.069</td>
<td>11</td>
</tr>
<tr>
<td>32</td>
<td>1.144</td>
<td>15</td>
</tr>
<tr>
<td>64</td>
<td>1.375</td>
<td>20</td>
</tr>
</tbody>
</table>

5.6. Tentative conclusions. Considering the analysis of the results as a whole we are led to the following tentative conclusions:

1. In the linear case, the error caused by the use of any of the difference equations rather than the differential equations varies as \( h^2 \). In the non-linear case this is true for the 2D and CN methods but for the CNN(I) and methods CNN(II) the error varies as \( h \).

2. The use of Option I and the condition (2.1.14) used at \( x/A = 1 \) introduces errors of order \( h \). On the other hand, the use of Option II, when it can be used, and Options III and III' introduces errors of order \( h^2 \).

Further work should include the following:

1. In the non-linear cases, BNM and ICM, try CNN with a fixed number of iterations independent of \( h \).

2. For BNM use the CNN with Option III' for the left hand boundary condition and (2.1.15) or (2.1.17) to represent the right hand boundary conditions.

5.7. Direct-Matrix method. As have not given the results which were obtained using the BMX method. The results which were obtained indicated that the method would not be as effective as the CN or CNN method. However, this should be studied further both analytically and by running some cases on the
machine. Results obtained in [5] indicate that one must require that $k = o(h)$ in order to obtain convergence, and that, moreover, the order of convergence is dependent on the order of $h/k$ as $h \to 0$. Also, the fact that a special procedure appears to be needed to start the process is a disadvantage of the method.
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1. Differential Equations and Boundary Conditions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>The function ( f(x,t) )</th>
<th>Boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVPL</td>
<td>0</td>
<td>See (3.1.1) with ( g(x) = 1 ).</td>
</tr>
<tr>
<td>PVNL</td>
<td>( e^u )</td>
<td>See (3.2.1)</td>
</tr>
<tr>
<td>NDL</td>
<td>0</td>
<td>See (2.1.3)</td>
</tr>
<tr>
<td>NDW</td>
<td>( e^{-1/u} )</td>
<td>See (2.1.5)</td>
</tr>
</tbody>
</table>

For both NDL and NDW the initial values used are given in Table I.

2. Difference Equations

- **FD**  
  Forward Difference
  - \( \Phi_D(\frac{1}{2}) \) uses \( r = \frac{1}{2} \)
  - \( \Phi_D(\frac{1}{4}) \) uses \( r = \frac{1}{4} \)

- **CN**  
  Crank-Nicolson (iterative)
  - \( CN(1) \) uses \( r = \frac{1}{4} \), 1, 2, 4 with \( N = 8, 16, 32, 64 \) respectively.

- **CNN**  
  Crank-Nicolson (non-iterative)
  - \( CNN(1) \) uses \( r = \frac{1}{4} \), 1, 2, 4, 8 with \( N = 8, 16, 32, 64 \) respectively.

- **Dv**  
  Dufort-Frankel

3. Representations of (2.1.2a) - (see ND problems only)

<table>
<thead>
<tr>
<th>Option</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>(2.1.6)</td>
</tr>
<tr>
<td>II</td>
<td>(2.1.7)</td>
</tr>
<tr>
<td>III</td>
<td>(2.1.11)</td>
</tr>
<tr>
<td>III'</td>
<td>(2.1.13)</td>
</tr>
<tr>
<td>x/A</td>
<td>$u_{1,0} \cdot 10^7$</td>
</tr>
<tr>
<td>------</td>
<td>-----------------</td>
</tr>
<tr>
<td>0</td>
<td>11123</td>
</tr>
<tr>
<td>3.8</td>
<td>11123</td>
</tr>
<tr>
<td>2.4</td>
<td>11052</td>
</tr>
<tr>
<td>1.8</td>
<td>11052</td>
</tr>
<tr>
<td>1.2</td>
<td>11052</td>
</tr>
<tr>
<td>0.6</td>
<td>11052</td>
</tr>
<tr>
<td>0.1</td>
<td>11052</td>
</tr>
<tr>
<td>0 1/2</td>
<td>11052</td>
</tr>
<tr>
<td>1/4</td>
<td>11052</td>
</tr>
</tbody>
</table>

Initial values for MD cases
(N = 64)
<table>
<thead>
<tr>
<th>Row</th>
<th>M</th>
<th>FD(1)</th>
<th>FD(2)</th>
<th>CHM(1)*</th>
<th>CHM(II)*</th>
<th>FD(3)</th>
<th>FD(4)</th>
<th>CHM(1)</th>
<th>CHM(II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
<td>17520</td>
<td>18827</td>
<td>21017</td>
<td>27462</td>
<td>27341</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>18827</td>
<td>19151</td>
<td>10279</td>
<td>26529</td>
<td>27023</td>
<td>-77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>19151</td>
<td>19266</td>
<td>12265</td>
<td>27163</td>
<td>27199</td>
<td>27258</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EXACT</td>
<td>19266</td>
<td>19266</td>
<td>19266</td>
<td>27258</td>
<td>27267</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>21026</td>
<td>25674</td>
<td>26220</td>
<td>26309</td>
<td>30398</td>
<td>37352</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>26220</td>
<td>26220</td>
<td>26220</td>
<td>26220</td>
<td>26220</td>
<td>26220</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>33008</td>
<td>35023</td>
<td>35687</td>
<td>36238</td>
<td>37677</td>
<td>42717</td>
<td>52076</td>
<td>57186</td>
</tr>
<tr>
<td></td>
<td>EXACT</td>
<td>35023</td>
<td>35023</td>
<td>35023</td>
<td>35023</td>
<td>35023</td>
<td>35023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>43512</td>
<td>47839</td>
<td>49535</td>
<td>50372</td>
<td>63111</td>
<td>53729</td>
<td>50281</td>
<td>50281</td>
</tr>
<tr>
<td></td>
<td>EXACT</td>
<td>47839</td>
<td>47839</td>
<td>47839</td>
<td>47839</td>
<td>47839</td>
<td>47839</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>67534</td>
<td>67629</td>
<td>67817</td>
<td>67827</td>
<td>82750</td>
<td>82750</td>
<td>82750</td>
<td>82750</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>77997</td>
<td>87997</td>
<td>79997</td>
<td>79997</td>
<td>90279</td>
<td>90279</td>
<td>90279</td>
<td>90279</td>
</tr>
<tr>
<td></td>
<td>EXACT</td>
<td>87997</td>
<td>87997</td>
<td>87997</td>
<td>87997</td>
<td>87997</td>
<td>87997</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: For each row, the values in the CHM columns are multiplied by 10^3 for readability.
<table>
<thead>
<tr>
<th>z/A = 1</th>
<th>( U(1) )</th>
<th>( U(10) )</th>
<th>( U(11) )</th>
<th>( \mu(1) )</th>
<th>( \mu(11) )</th>
<th>( \mu(10) )</th>
<th>( \mu(101) )</th>
<th>( \mu(111) )</th>
<th>( \mu(1011) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.5</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
<td>3.1416</td>
</tr>
</tbody>
</table>
### Table V

**Solutions of Difference Equations for NOL, Option II (a = 2)**

(All values multiplied by 10^2.)

<table>
<thead>
<tr>
<th>Row</th>
<th>M</th>
<th>ENIAC</th>
<th>FD(4)</th>
<th>CH(4)</th>
<th>ENIAC</th>
<th>FD(4)</th>
<th>CH(4)</th>
<th>ENIAC</th>
<th>FD(4)</th>
<th>CH(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>10052</td>
<td>10052</td>
<td>35560</td>
<td>35547</td>
<td>13865</td>
<td>13821</td>
<td>13812</td>
<td>13865</td>
<td>13821</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>1024</td>
<td>1024</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>1024</td>
<td>1024</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>1024</td>
<td>1024</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>1024</td>
<td>1024</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>1024</td>
<td>1024</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>10052</td>
<td>10052</td>
<td>35730</td>
<td>35730</td>
<td>35724</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
<td>33177</td>
</tr>
</tbody>
</table>

---

- See Section 5
TABLE V
OF DIFFERENCE EQUATIONS FOR H2, OPTION II (a = 4)
(all values multiplied by 10^5)

<table>
<thead>
<tr>
<th>x/α = 1</th>
<th>FNAC</th>
<th>TD(1)</th>
<th>CH(1)</th>
<th>ENAC</th>
<th>TD(4)</th>
<th>CH(4)</th>
<th>ENAC</th>
<th>TD(4)</th>
<th>CH(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>35660</td>
<td>35637</td>
<td></td>
<td></td>
<td>33815</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-27</td>
<td></td>
<td>-24</td>
<td></td>
<td></td>
<td>-116</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35633</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>33821</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.05/-6</td>
<td></td>
<td>2.66/-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35626</td>
<td></td>
<td>33012</td>
<td></td>
<td></td>
<td>-2.2/-66</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35626</td>
<td></td>
<td>[33008]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15730</td>
<td>35730</td>
<td>35714</td>
<td>33177</td>
<td></td>
<td>33177</td>
<td>33192</td>
<td></td>
<td>33173</td>
<td>33174</td>
</tr>
<tr>
<td>-17</td>
<td>-24</td>
<td>16</td>
<td></td>
<td></td>
<td>-11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35713</td>
<td>35706</td>
<td>33193</td>
<td>33166</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35702</td>
<td>[33568]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31826</td>
<td>31826</td>
<td>31808</td>
<td>32516</td>
<td>32516</td>
<td>32511</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-21</td>
<td>-20</td>
<td>9</td>
<td>-1</td>
<td></td>
<td>79</td>
<td>-50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31805</td>
<td>31808</td>
<td>31825</td>
<td>31825</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31798</td>
<td>[31798]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13317</td>
<td>13317</td>
<td>13301</td>
<td>11876</td>
<td>11876</td>
<td>11898</td>
<td>11101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-19</td>
<td>-19</td>
<td>9</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13370</td>
<td>13370</td>
<td>13365</td>
<td>11883</td>
<td>11883</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6/-5</td>
<td>3.6/-5</td>
<td>33193</td>
<td>[33193]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.576</td>
<td>[3.576]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26662</td>
<td>26662</td>
<td>26654</td>
<td>31306</td>
<td>31306</td>
<td>31337</td>
<td>31006</td>
<td>31006</td>
<td>31019</td>
<td></td>
</tr>
<tr>
<td>-12</td>
<td>-12</td>
<td>6</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26560</td>
<td>26560</td>
<td>26527</td>
<td>31322</td>
<td>31322</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0/-2</td>
<td>6.0/-2</td>
<td>31225</td>
<td>[3125]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32144</td>
<td>[32144]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table VI

Solutions of Difference Equations for \( x(t) \), Option III

(All values multiplied by \( 10^6 \).

<table>
<thead>
<tr>
<th>Row</th>
<th>( N )</th>
<th>( P(t) )</th>
<th>( CM(t) )</th>
<th>( P'(t) )</th>
<th>( CM'(t) )</th>
<th>( P(t) )</th>
<th>( CM(t) )</th>
<th>( P(t) )</th>
<th>( CM(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>608.20</td>
<td>607.81</td>
<td>365.21</td>
<td>365.01</td>
<td>135.02</td>
<td>135.00</td>
<td>321.80</td>
<td>321.80</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>5.05</td>
<td>260.28</td>
<td>365.26</td>
<td>365.23</td>
<td>130.11</td>
<td>130.11</td>
<td>319.99</td>
<td>319.99</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
<td>50.01</td>
<td>260.23</td>
<td>365.21</td>
<td>130.11</td>
<td>130.11</td>
<td>319.99</td>
<td>319.99</td>
</tr>
<tr>
<td>52</td>
<td></td>
<td></td>
<td></td>
<td>50.01</td>
<td>260.23</td>
<td>130.11</td>
<td>130.11</td>
<td>319.99</td>
<td>319.99</td>
</tr>
<tr>
<td>64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50.01</td>
<td>130.11</td>
<td>130.11</td>
<td>319.99</td>
<td>319.99</td>
</tr>
<tr>
<td>76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>130.11</td>
<td>130.11</td>
<td>319.99</td>
<td>319.99</td>
</tr>
<tr>
<td>88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>130.11</td>
<td>319.99</td>
<td>319.99</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>319.99</td>
<td>319.99</td>
</tr>
</tbody>
</table>

For further details, see Section 5.
# TABLE VII

SOLUTIONS OF DIFFERENCE EQUATIONS FOR WINS, GAMES L, L

(111 values multiplied by 10<sup>4</sup>.)

<table>
<thead>
<tr>
<th>m</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>5.5</th>
<th>11.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>z/A = -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0000</td>
<td>2.0000</td>
<td>2.0000</td>
<td>2.0000</td>
<td>2.0000</td>
</tr>
<tr>
<td>5.0</td>
<td>5.0000</td>
<td>5.0000</td>
<td>5.0000</td>
<td>5.0000</td>
<td>5.0000</td>
</tr>
<tr>
<td>10.0</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>z/A = 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0000</td>
<td>2.0000</td>
<td>2.0000</td>
<td>2.0000</td>
<td>2.0000</td>
</tr>
<tr>
<td>5.0</td>
<td>5.0000</td>
<td>5.0000</td>
<td>5.0000</td>
<td>5.0000</td>
<td>5.0000</td>
</tr>
<tr>
<td>10.0</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
</tr>
</tbody>
</table>

**Notes:**
- z/A = -1, z/A = 1 indicate solutions for wins and losses, respectively.
- Values are given in units of 10<sup>4</sup>.
- The table is designed for specific scenarios in the context of the game scenario described.
<table>
<thead>
<tr>
<th>x/a-1</th>
<th>y/a-1</th>
<th>x/a=1</th>
<th>y/a=1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE VIII

SOLUTIONS OF DIFFERENCE EQUATIONS FOR NON, OPTION II (p = q).

(All values multiplied by 10^4.)

<table>
<thead>
<tr>
<th>p = 0</th>
<th>p = 1</th>
<th>p = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>F(0)</th>
<th>F(1)</th>
<th>F(2)</th>
<th>G(0)</th>
<th>G(1)</th>
<th>G(2)</th>
<th>H(0)</th>
<th>H(1)</th>
<th>H(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>12</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>13</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>14</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>16</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>17</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>18</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>19</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>20</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>21</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>22</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>23</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>24</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>25</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>26</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>27</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>28</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>29</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>30</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Note: Some section may be omitted.
Appendix

Formulas Used for Ordvac Program

Notations

\( u_{i,j} \) - as discussed in Section 5

\( u_{i,j}^{(n)} \) - value of function for n-th iteration

Bracketed term included only for the non-linear case.
FD - BW

\[ u_{i,j+1} = r(u_{i-1,j} + u_{i+1,j} - 2u_{i,j}) + u_{i,j} + \left[ k_e \frac{u_{i,j}}{u_{i,j}} \right] ; \quad 1 \leq i \leq N-1; \quad j \geq 0 \]

\[ u_{0,j+1} = \phi_{j+1} \] 
\[ u_{N,j+1} = \eta_{j+1} \] 

FD - NB

\[ u_{i,j+1} = r(u_{i-1,j} + u_{i+1,j} - 2u_{i,j}) + u_{i,j} + \left[ k_e - \frac{1}{u_{i,j}} \right] ; \quad 1 \leq i \leq N-1; \quad j \geq 0 \]

Op I \[ w_{0,j+1} = \frac{Hh + u_{i+1,j+1}}{1 + Hh} \]

Op II \[ w_{0,j+1} = u_{i,j} + Hh(u_{i,j} - u_{0,j}) + \left[ k_e - \frac{1}{u_{0,j}} \right] \]

\[ r = \frac{1}{2} \text{ only} \]

Op III \[ w_{0,j+1} = \frac{u_{i,j+1} + Hhu_{i} + \frac{1}{2r}\left(u_{0,j} + \left[ k_e - \frac{1}{u_{0,j}} \right]\right)}{1 + Hh + \frac{1}{2r}} \]

All Options:

\[ w_{N,j+1} = u_{N-1,j+1} \]
\begin{align*}
\left(0\right) & \quad u_{1, j+1} = u_{1, j} \quad \text{by FD method if } r \leq \frac{1}{\Delta x} \\
\left(0\right) & \quad u_{1, j} = u_{1, j} \quad \text{if } r > \frac{1}{\Delta x} \\
\left(0\right) & \quad 1 \leq i \leq M-1 \quad j \geq 0
\end{align*}

\begin{align*}
\left(n\right) & \quad u_{1, j+1} = (\omega-1)(u_{1, j+1}^{(n-1)} - u_{1, j}^{(n)}) + u_{1, j+1}^{(n)} \\
\text{where:} & \quad u_{1, j+1}^{(n)} = r \left( u_{1-1, j+1}^{(n)} - u_{1+1, j}^{(n-1)} - 2u_{1, j+1}^{(n)} \right) + \frac{1}{\Delta x^2} u_{1, j} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad + \frac{r}{\Delta y^2} \left( u_{1-1, j+1}^{(n-1)} + u_{1+1, j+1}^{(n-1)} \right) \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad + \left[ \frac{1}{\Delta y^2} \right] \\
\text{where:} & \quad u_{1-1, j+1}^{(n-1)} = u_{0, j+1}^{(n-1)} \quad 1 \leq i \leq j \geq 0 \\
& \quad u_{1-1, j+1}^{(n)} = u_{0, j+1}^{(n)} \quad 2 \leq i \leq M-1 \quad j \geq 0 \\
\left(n\right) & \quad u_{0, j+1} = 0 \quad j \geq 0 \\
\left(n\right) & \quad u_{M, j+1} = 0 \quad j \geq 0
\end{align*}
\[ u_{1,j+1}^{(n)} = \frac{1}{2 + 2r} \left( u_{1-1,j+1}^{(n)} + u_{1+1,j+1}^{(n)} \right) \]

where:
\[ u_{1,j+1}^{(n)} = \frac{1}{2 + 2r} \left( u_{1-1,j+1}^{(n)} + u_{1+1,j+1}^{(n)} \right) \]

\[ u_{1,j+1}^{(n)} = \frac{1}{2 + 2r} \left( u_{1-1,j+1}^{(n)} + u_{1+1,j+1}^{(n)} \right) \]

\[ u_{1,j+1}^{(n)} = \frac{1}{2 + 2r} \left( u_{1-1,j+1}^{(n)} + u_{1+1,j+1}^{(n)} \right) \]

where:
\[ u_{1,j+1}^{(n)} = \frac{1}{2 + 2r} \left( u_{1-1,j+1}^{(n)} + u_{1+1,j+1}^{(n)} \right) \]

All Options:
\[ u_{M,j+1}^{(n)} = u_{M-1,j+1}^{(n)} \]
\[ d_0 = 0 \]
\[ d_1 = \frac{r}{2 \cdot 2r} (u_{0,1} + u_{2,1} - 2u_{1,1}) + \frac{1}{1 + r} u_{1,1} + \frac{r}{2 \cdot 2r} q_{0, j+1} + \left[ \frac{1}{1 + r} \cdot k y e^{u_{1,1}} \right] j \geq 0 \]
\[ d_i = \frac{r}{2 \cdot 2r} (u_{i-1,1} + u_{i+1,1} - 2u_{i,1}) + \frac{1}{1 + r} u_{i,1} + \left[ \frac{1}{1 + r} \cdot k y e^{u_{i,1}} \right] 2 \leq i \leq M-2, j \geq 0 \]
\[ d_{M-1} = \frac{r}{2 \cdot 2r} (u_{M-2,1} + u_{M,1} - 2u_{M-1,1}) + \frac{1}{1 + r} u_{M-1,1} + \frac{r}{2 \cdot 2r} u_{M,j+1} + \left[ \frac{1}{1 + r} \cdot k y e^{u_{M-1,1}} \right] j \geq 0 \]
\[ d_M = 0 \]

\[ b_0 = 0 \]
\[ b_1 = -\frac{r}{2 \cdot 2r} \]
\[ b_i = \frac{-r}{2 \cdot 2r} \cdot \frac{b_{i-1}}{1 + \frac{r}{2 \cdot 2r} b_{i-1}} \quad 2 \leq i \leq M-2 \]
\[ b_{M-1} = 0 \]

\[ q_0 = 0 \]
\[ q_1 = d_1 \]
\[ q_i = \frac{d_i \cdot \left( \frac{r}{2 \cdot 2r} q_{i-1} \right)}{1 + \left( \frac{r}{2 \cdot 2r} b_{i-1} \right)} \quad 2 \leq i \leq M-1 \]

\[ u_{M-1, j+1} = q_{M-1} \]
\[ u_{i, j+1} = q_i - b_i u_{i+1, j+1} \quad 1 \leq i \leq M-2 \]
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\[ a_0 = \frac{\alpha a g}{1 + \alpha} \]

\[ a_1 = \frac{r}{2 \pi r} (u_{i-1, j} + u_{i+1, j} - 2u_{i, j}) + \frac{1}{1 + \alpha} u_{i, j} + \frac{1}{1 + \alpha} \beta \left( -\frac{1}{u_{i, j}} \right) \]

\[ 1 \leq i \leq N-1 \]

\[ b_0 = \frac{-1}{1 + \alpha} \]

\[ b_1 = \frac{r}{1 + \left( \frac{r}{2 \pi r} \right)^2} b_{1-1} \]

\[ 1 \leq i \leq N-1 \]

\[ b_m = 0 \]

\[ q_0 = \frac{a_0}{1 + \alpha} \]

\[ q_1 = \frac{a_1 + \left( \frac{r}{2 \pi r} \right) b_{1-1}}{1 + \left( \frac{r}{2 \pi r} \right)^2} b_{1-1} \]

\[ 1 \leq i \leq N-1 \]

\[ q_m = \frac{q_{m-1}}{1 + \alpha} \]

\[ u_{i, j+1} = q_i \]

\[ u_{i, j+1} = q_i - b_j u_{i+1, j+1} \]

\[ 0 \leq i \leq N-1 \]
\[ d_0 = 0 \]
\[ d_1 = \frac{r}{2+2r}(u_0, j + u_2, j - 2u_1, j) + \frac{1}{1+\epsilon} u_1, j + \frac{r}{2+2r} u_{0, j+1} - \frac{1}{1+\epsilon} u_1, j \]
\[ d_1 = \frac{r}{2+2r}(u_{-1, j} + u_2, j - 2u_1, j) + \frac{1}{1+\epsilon} u_{1, j} + \frac{1}{1+\epsilon} \epsilon \left( -1/u_1, j \right) \quad 2 \leq 1 \leq N-1 \]
\[ d_N = 0 \]

\[ b_0 = 0 \]
\[ b_1 = -\frac{r}{2+2r} \]
\[ b_1 = \frac{-r/2+2r}{1 + (r/2+2r)b_{1-1}} \quad 2 \leq 1 \leq N-1 \]
\[ b_N = 0 \]

\[ q_0 = 0 \]
\[ q_1 = d_1 \]
\[ q_1 = d_1 + \frac{r/2+2r}{1 + (r/2+2r)b_{1-1}} q_{1-1} \quad 2 \leq 1 \leq N-1 \]
\[ q_N = \frac{q_{N-1}}{1+b_{N-1}} \]

\[ u_{N, j+1} = q_N \]
\[ u_{1, j+1} = q_1 - b_1 u_{1+1, j+1} \quad 1 \leq 1 \leq N-1 \]
\[ d_0 = H^T a + \frac{1}{2r} \left\{ h_{0,j} + \left[ \frac{1}{1 + u_{0,j}} \right] \right\} \]

\[ d_i = \frac{-r}{2+2r} (u_{i-1,j} + u_{i,j} - 2u_{i,j}) + \frac{1}{1 + u_{i,j}} \left[ \frac{1}{1 + u_{i,j}} \right] \quad 1 \leq i \leq N-1 \]

\[ d_M = 0 \]

\[ b_0 = \frac{-1}{1 + h + \frac{1}{2r}} \]

\[ b_i = \frac{-r/2+2r}{1 + \left( \frac{r}{2+2r} \right) b_{i-1}} \quad 1 \leq i \leq M-1 \]

\[ b_M = 0 \]

\[ q_0 = \frac{d_0}{1 + h + \frac{1}{2r}} \]

\[ q_i = \frac{d_i + \left( \frac{r}{2+2r} \right) q_{i-1}}{1 + \left( \frac{r}{2+2r} \right) b_{i-1}} \quad 1 \leq i \leq M-1 \]

\[ q_M = 1 + b_{M-1} \]

\[ u_{M,j+1} = q_M \]

\[ u_{i,j+1} = q_i - b_i u_{i+1,j+1} \quad 0 \leq i \leq M-1 \]
Compute 2\textsuperscript{a} rows by FD technique using \( r' \), where \( r = r' \cdot 2^q \); \( 0 < r' < \frac{1}{2} \).

Let 2\textsuperscript{a} th row by FD be \( j = 1 \) (first row) for DFV. Then:

\[
\begin{align*}
    u_{i,j+1} &= \frac{2x}{1+2r'\left(u_{i-1,j} + u_{i+1,j} - 2u_{i,j-1}\right)} \cdot u_{i,j-1} \cdot \left[ \frac{2}{1+2r'} \right] \\
    &\quad \text{for } 1 \leq i \leq N-1; \quad j > 1
\end{align*}
\]

where \( e' = \begin{cases} u_{i,j} & \text{BV} \\
-1/u_{i,j} & \text{ND} \end{cases} \)

The boundary conditions are the same as for the FD method, both BV and ND.
<table>
<thead>
<tr>
<th>Office of Ordnance Research</th>
<th>Distribution List</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contract No. DA-36-034-ORD-1446</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Commanding Officer</th>
<th>Katetown Arsenal</th>
<th>Atttn: OERD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Office of Ordnance Research</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fort Gil, Post Station</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Durham, North Carolina</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chief of Ordnance</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Department of the Army</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington D.C.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deputy Chief of Staff for Logistics</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Department of the Army</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington D.C.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding General</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Aberdeen Proving Ground, Maryland</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Detroit Arsenal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detroit, Michigan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding General</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Watertown Arsenal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Rock Island, Illinois</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding General</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Rock Island Arsenal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding General</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Rock Island Arsenal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding General</td>
<td>Katetown Arsenal</td>
<td>Atttn: OERD</td>
</tr>
<tr>
<td>Rock Island Arsenal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Naval Research</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington D.C.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Director</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naval Research Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington D.C.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The table lists various offices and commands along with their respective locations and attention lines.
<table>
<thead>
<tr>
<th>Commanding Officer</th>
<th>Company/Location</th>
<th>Address/Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Office of Naval Research</td>
<td>Naval, 100, FPU</td>
<td>New York, New York</td>
</tr>
<tr>
<td>Branch Office</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commander</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.S. Naval Proving Ground</td>
<td></td>
<td>Dahlgren, Virginia</td>
</tr>
<tr>
<td>U.S. Naval Ordnance Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White Oak, Silver Spring 19, Md.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chief, Bureau of Ordnance (ADS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Department of the Navy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington 25, D.C.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Director</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air University Library</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maxwell Air Force Base, Alabama</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commander</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wright Air Development Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wright-Patterson Air Force Base</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ohio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attn: EG&amp;G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAC for Aeronautics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1724 F Street, N.W.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington 25, D.C.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attn: Mr. E. B. Jackson, Chief</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Aeronautical Intelligence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical Reports Library</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCEL, Evans Signal Corps Lab.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belmar, New Jersey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding General</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal Corps Engineering Lab.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fort Monmouth, New Jersey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attn: Director of Research</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of the Chief Signal Officer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engineering and Technical Division</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engineering and Control Branch</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Room 28275, Pentagon Building</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington 25, D.C.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attn: SIOCD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commanding Officer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engineer Res. and Dev. Laboratories</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fort Belvoir, Virginia</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>