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Abstract

A systematic survey is made how various kinds of imperfections in a crystalline lattice will affect the position, breadth, shape and relaxation time of the nuclear magnetic resonance. In accordance with Seitz's classification the following imperfections are considered: (a) dislocations; (b) vacant lattice sites and interstitial atoms; (c) foreign atoms in either interstitial or substitutional position; (d) electrons and holes; (e) phonons; (f) excitons. Their interaction with the magnetic dipole moment and the electric quadrupole moment of the nuclei at the normal lattice sites is discussed and the available experimental information is reviewed.

Introduction

The nature of imperfections in nearly perfect crystals has been studied extensively during the last two decades. An excellent synthesis of this broad field has been given by Seitz [1]. At the time his report was written only one or two connections between crystalline imperfections and nuclear magnetic resonance were known. During the past few years several new examples of the interplay of magnetic resonance phenomena and imperfections in a crystalline lattice have been found. Some of these have recently been reviewed by Pound [2], some others will be discussed in more detail during the Bristol Conference. It may be profitable to give a broad and systematic review of the possible interactions between nuclear spins and lattice imperfections. In

*Part of this research was supported jointly by the Office of Naval Research, Army Signal Corps and the U.S. Air Force. This paper contains the material of two lectures presented at the Bristol Conference, July 1954. The author is indebted to the ONR for transatlantic transportation.
the course of this survey the opportunity will arise from time to time to point unsolved problems and directions in which further investigation might be fruitful. Some special attention will be paid to metals and alloys, where conduction electrons and foreign solute atoms cause prominent effects. It is hoped that this review will stimulate further research in a field, the exploration of which seems to be still in its infancy.

According to Seitz the imperfections to be considered can be classified as:

(a) dislocations
(b) vacant lattice sites and interstitial atoms
(c) foreign atoms in either substitutional or interstitial positions
(d) free electrons and holes
(e) lattice phonons
(f) excitons

These imperfections may change the distribution of the internal magnetic fields and the gradients of the crystalline electric field. In Section II the interaction of these imperfections and the nuclear magnetic dipole moments is discussed, and Section III deals with the interaction with the nuclear electric quadrupole moments.

The direct effect of transient imperfections in the form of light quanta, charged and uncharged material radiations is negligible, unless one wishes to consider the radiofrequency field inducing the nuclear spin transitions itself as photons disturbing the lattice.

II

Magnetic Dipole Interactions

In diamagnetic crystals the internal magnetic field acting on a nuclear spin consists almost entirely of the contribution from neighboring nuclear magnetic moments. The random spin orientation of these neighbors gives rise to a line broadening of the magnetic resonance line, whose second moment is given by the celebrated formula of Van Vleck [3]

$$\frac{1}{\delta v^2} = \frac{3}{4} I (I + 1) \gamma^4 h^2 \sum_j r_{ij}^{-6} \{1 - 3 \cos^2 \theta_{ij}\}^2$$
where the second moment is defined by

\[
\frac{1}{3} \gamma^2 \hbar^2 \sum_j \gamma_f^2 I_f (I_f + 1) r_{of}^{-6} (1 - 3 \cos^2 \theta_{of})^2
\]  

(1)

where the second moment is defined by

\[
\frac{\langle \delta v \rangle^2}{\gamma v_0^2} = \int_0^\infty (v - v_0)^2 g(v) dv , \int_0^\infty g(v) dv = 1,
\]

\(g(v)\) is the normalized shape factor of the absorption line. The first summation on the right-hand side of equation (1) extends over all identical nuclear spins \(j\), the second sum over all different spins \(f\). The nuclear gyromagnetic constant \(\gamma\) relates the resonance frequency with the magnetic field

\[2\pi v_0 = \gamma H_0\]

(2)

\(r_{oj}\) and \(r_{of}\) are internuclear distances and \(\theta\) is the angle between the radius vector and the magnetic field \(H_0\). The magnetic field acting on the nucleus will be composed of the external field \(H_0\) and the internal or local fields.

The dipolar interaction produces random variations from the mean value \(H_0\), which find their quantitative expression in equation (1).

A. Dislocations

In the neighborhood of a dislocation the internuclear distances will have changed somewhat, but usually less than one percent. The corresponding change in the width of the resonance given by equation (1) is therefore negligible. However, if the nuclei under consideration have a quadrupole moment, a change in the value of the second moment will occur, as will be explained later when the quadrupole effects are discussed.

The contribution of the electron orbitals to the magnetization, which is of course zero for completely filled bands, is usually quenched by the crystalline electric field even for incompletely filled shells. The small change in the crystalline fields due to the strains around a dislocation will not change this situation. In particular, a diamagnetic substance will remain diamagnetic under deformation and the contribution of the electrons to the internal magnetic field at the position of the nuclei in the solid remains negligible.

It is conceivable that an indirect effect may occur in the presence of
paramagnetic ions. The Hamiltonian containing the crystalline field splitting and the spin-orbit coupling of these ions may change, and therefore the relaxation time of the electron spins could be changed in a strained lattice if the symmetry of the crystalline field is lowered by the deformation. This might in turn change the relaxation time of the nuclear spins by a mechanism which will be discussed in paragraph (C). As the influence of deformation on the electron spins in paramagnetic materials has received little attention and as it is only a side issue for the nuclear resonance, we shall not pursue this matter any further.

We arrive at the conclusion that dislocations in general have a negligible influence on the nuclear resonance in the absence of quadrupole effects \((I = \frac{1}{2})\).

### B. Vacancies and interstitial atoms

The presence of vacancies and interstitial atoms will cause an obvious change in the summations of equation (1). Since their concentration will usually not exceed 1 atomic per cent, the second moment in the static lattice remains practically unchanged.

Nevertheless, vacancies and interstitials can have a pronounced effect on the line width and the spin lattice relaxation time. At sufficiently high temperatures they make diffusion possible and as the individual nuclei carry out diffusion jumps, the internal magnetic field acting on the nuclear spins will have a time dependence with a characteristic time given by

\[
\tau^{-1} = \nu_{\text{diff}} = \nu_{\text{at}} \exp \left\{ \frac{- (E_{\text{act}} + E_{\text{vac}})}{kT} \right\}
\]

where \(\nu_{\text{at}}\) is a constant of the order of the atomic vibration frequency, \(E_{\text{vac}}\) is the energy for formation of a vacancy or interstitial atom and \(E_{\text{act}}\) is the activation energy necessary to move such a vacancy or interstitial over an atomic distance. Time-dependent internal fields have been discussed by Bloembergen, Purcell and Pound \([4]\) for nuclear relaxation effects in liquids. The same treatment applies to motion in solids.

The line width due to dipolar interaction between randomly moving dipoles with a correlation time \(\tau\) is given by the approximate formula

\[
\frac{1}{T_2} = 6\nu_{\text{eff}} = \left(\frac{2}{\pi}\right)^{1/2} \left\langle (\delta \nu)^2 \right\rangle^{1/2} \left\{ \arctan (2\tau \delta \nu_{\text{eff}}) \right\}^{1/2}
\]

and the relaxation time by

\[
\frac{1}{T_1} = K \left( \frac{\tau^2}{1 + 4\pi \nu_o \tau^2} \right) + 2\tau \left( \frac{\nu_o}{1 + 16\pi \nu_o \tau^2} \right)
\]
In general there will not be a single characteristic time, and a more accurate integration over a distribution of $T'$s is appropriate. A refined analysis for the diffusional motion and its effect on the nuclear relaxation has been given by Torrey [5]. The effects of diffusional motion in solids on the nuclear spin resonance was first discovered at the University of Illinois in metallic sodium [6], but similar effects will occur in any solid if the diffusion is rapid enough. The main features of equations (4) and (5) are

1. When the diffusion jump frequency $v_{\text{diff}}$ becomes larger than the linewidth $\left(\frac{5v}{2}\right)^{1/2}$ of the rigid lattice, a motional narrowing of the line sets in.

2. The relaxation time $T_1$ will pass through a minimum when $v_{\text{diff}}$ is of the order of the Larmor precession frequency $v_0$ of the nuclear spins. By measuring the line width and $T_1$ as a function of temperature the activation energy for self-diffusion is determined. The diffusion of different isotopes can be studied separately.

A particularly interesting application could be made to ionic crystals, e.g., the alkali and silver halides. The time dependence of the dipolar interaction between two slow-moving anion-nuclei would be determined by the jump frequency of the anions, but the dipolar interaction between cation-anion and cation-cation pairs would have a frequency spectrum determined largely by the higher jump frequency of the cations. For the nuclear resonance of the anions one would have two terms on the right side of equations (4) and (5), one with a longer $\tau$ for the dipolar interaction between two anions, and one with a shorter $\tau$ for the anion-cation dipolar interaction. Diffusion effects in solids are discussed in detail in papers by Andrew and Slichter at the Bristol Conference.

An anion-vacancy occupied by an electron (F-center) and other combinations of vacancies and other imperfections will be discussed in the next paragraph.

C. Foreign atoms

A nonmagnetic foreign atom, either in a regular or interstitial site, will have a negligible effect on the magnetic field produced at the position of surrounding nuclei.
Magnetic impurities will produce a large local field, of the order of \(10^3\) oersted, at nuclei which are nearest neighbors, but this field will drop off as the inverse cube of the distance. Consequently the resonance absorption of nuclei in the immediate neighborhood will be displaced and contribute to the far wings of the absorption line, which in general will remain unobserved. The bulk of the nuclei will be practically unaffected and the second moment of the observed signal will remain almost the same.

Furthermore, the magnetic field of the impurity is not static but changes with the spin orientation of the magnetic ion. The characteristic time is the electron spin lattice relaxation time of the impurity. For paramagnetic salts with high concentrations of magnetic ions the characteristic time could alternately be determined by the spin-spin or exchange interaction, whichever is the fastest. For isolated magnetic imperfections the spin-orbit lattice coupling is the only mechanism causing variation of spin orientation with time. It has been shown conclusively [2,7,8] that in many ionic and valence crystals the nuclear spin lattice relaxation time is determined by the presence of these magnetic imperfections. They can be chemical impurities of the transition group elements, F-center levels, filled donor or acceptor levels in semiconductors, or other imperfections provided they are carriers of electronic magnetism.

The nuclear spin relaxation takes place by the following sequence of events [7]. An absorbed quantum \(h \nu_0\) is transported by spin diffusion through the nuclear spin system toward the neighborhood of a paramagnetic impurity. This process is independent of the lattice temperature. The quantum \(h \nu_0\) is then transferred to the lattice. The lattice vibrations modulate the orbit of the magnetic imperfections and via the spin orbit coupling flip the electronic spin. The time-dependent local field of this electron spin in turn flips the nuclear spin. This process is determined by the electron spin lattice relaxation time, which depends on the lattice temperature. In principle the measurement of the nuclear relaxation time as a function of temperature will give information about the concentration of paramagnetic imperfections and their spin lattice coupling. It should be pointed out that much more detailed information is obtained from the observation of the electron spin resonance of the impurity itself. The significance in the case of nuclear resonance is .
Fig. 1. The line width $\Delta H$, measured between points of maximum slope, of the Li$^7$ resonance absorption in metallic lithium as a function of temperature. From the diffusional narrowing the activation energy for the self-diffusion of Li$^7$ is determined as 9.8 kcal/mole. (Gutowski and McGarvey).
Fig. 2. A lattice of nuclear spins with a paramagnetic impurity. The resonance is spread out over the range of local fields produced by neighboring dipoles. A quantum \( h\nu_0 \), absorbed by spin A, is transferred to the site B by a simultaneous spin flip. The magnetic energy quantum diffuses toward the impurity. It is transferred to the lattice via interaction with the electron spin S and the spin-orbit coupling.
Fig. 3. The nuclear relaxation time $T_1$ of protons at 30.5 Mc/s in $\text{KAl}(\text{SO}_4)_2 \cdot 12\text{H}_2\text{O}$ with controlled $\text{Cr}^{+++}$ impurities (% weight).
mainly that these impurities provide an adequate relaxation mechanism.

D. Electrons and holes

Since free electrons and holes are carriers of an electronic spin, they create internal magnetic fields which interact with the nuclear spins. It is a matter of taste whether one wishes to consider the conduction electrons in a metal as imperfections, but in semiconductors this is certainly the generally accepted point of view. To achieve a uniform presentation conduction electrons will be considered as imperfections in this paper.

In a metal with Fermi energy $E_F$, most of the electron spins are paired off and only a fraction of the order of $\beta H_0/E_F$ has unbalanced magnetic moments. The Pauli paramagnetism of the conduction electrons gives rise to a shift of the nuclear resonance in metals to higher frequencies, first discovered by Knight [9]. The relative shift is given by [10,11]

\[ \frac{\Delta H}{H_0} = \frac{\Delta \nu_{is}}{\nu_0} = \frac{\beta A}{h} \left\langle \left| \psi_{\text{met}}(0) \right|^{2} \chi \right\rangle_{AV} N(E_F) \]

where $\beta$ is the Bohr magneton; $A1$. $S$ is the hyperfine interaction in the corresponding atomic state; $\left\langle \left| \psi_{\text{met}}(0) \right|^{2} \chi \right\rangle_{AV}$ is the square of the electronic wave function in the metal evaluated at the position of the nucleus, normalized over the atomic volume $v_a$ and averaged over the Fermi surface. $N(E_F)$ is the density of states of the conduction electrons at the Fermi surface, per unit volume and per unit energy interval. The observed relative shifts range from 0.0261 percent for Li$^7$ to 2.5 percent for Hg$^{199}$. There is a general increase with increasing atomic number, as the hyperfine interaction becomes larger.

In alloys the shift given by equation (6) may vary [11] and will indicate a variation in the product of the density of states, the atomic volume and the probability density of the electrons at the nucleus. In fact, the product may show a dispersion and have different values at different nuclei depending on the relative position of the impurities in the neighborhood. In general this will give rise to a spurious asymmetric broadening of the line.

Mott [12] and Friedel [13] have calculated the shielding of the extra charge on the Zn atom by the concentration of conduction electrons around
The shielding is practically complete already at the nearest neighbors and since the impurity was introduced as a neutral atom, the electron density throughout the bulk of the metal is unchanged.

However, the Knight shift is not determined by the total density of conduction electrons but by $|\psi_k(0)|^2$ evaluated at the Fermi surface. One-electron wave functions with a fixed magnitude of the wave number $k$ must be evaluated in the neighborhood of the impurity. Brooks* has pointed out that in the same free electron approximation as used by Mott the square of the wave function for electrons with a given value of $k$ falls off more slowly than the exponential law. The value $k$ corresponding to the momentum at the Fermi level must be taken. Mott's result of exponential shielding is obtained by integration over all occupied values of $k$. Reliable values for the shift can only be obtained if the wave equation in the periodic crystalline potential, perturbed by the impurity, is solved. It is clear that $|\psi_{\text{metal}}(0)|^2$ will be a function of $r$, the distance from the impurity. It may show some oscillations before leveling off to its value in the bulk of the metal.

For very low impurity concentrations the main absorption peak should remain undisplaced with some small (usually unobservable) contributions on either side from nuclei near the impurity. For concentrations larger than a few percent, a broadening of the line is caused by the distribution of shifts, and the frequency of maximum absorption may change since the majority of the nuclei are now near an impurity. These effects have been observed qualitatively for solutions of tin in thallium, as shown in Fig. 4. There is, however, some uncertainty about the phase diagram and a two-phase region may exist between 4 and 10 percent atomic percent tin. Furthermore, the line broadening was not asymmetric as might in general be expected. If the increase in width is indeed due to a dispersion of Knight shifts, and therefore proportional to $v_0$, the increase will be more pronounced in high fields. More precise measurements on various alloy systems with spin $I = 1/2$ are badly needed.

It is a matter of taste whether one wishes to consider the alloys with a high concentration of solute atoms as imperfect crystals. As there is no clear-

---

*Private communication.
Fig. 4. a) The frequency of maximum absorption, b) the line width between points of maximum slope of the Tl\textsuperscript{205} resonance in thallium-tin alloys.
cut concentration at which an impurity becomes a regular component of the solid, alloys will be considered as imperfect solids in this review to allow for a convenient general presentation of the subject.

Whereas the Knight shift changes continuously with composition in a solid solution, discontinuous changes are expected in going from one phase to another. In two-phase regions the nuclear resonance is doubled. This has been observed for the Tl⁰ resonance in the thallium-mercury system [11].

In the liquid phase, and perhaps also just below the melting point, the nuclei will diffuse rapidly and the resonance frequency will be determined by the average value of the product \( v_e \left| \psi_{	ext{met}}(0) \right|^2 N(E_F) \), where the average is taken over all configurations around the nucleus in question. Instead of the dispersion of Knight shifts, the center of gravity is measured in the liquid. An asymmetric impurity broadening in the solid corresponds to a variation of the resonance frequency in liquid. This last effect is, in terms of Seitz's classification, the combined influence of three types of imperfections: electrons, foreign atoms and vacancies.

The shift caused by conduction electrons in semiconductors is negligible [14]. The total density of electrons and also of those with unbalanced spin is so much smaller than in metals that no observable effect results.

The nuclear relaxation in metals is usually also determined by the interaction of nuclear spins and conduction electron spins. A simple picture is that the nuclear spin has a certain probability to make a transition, whenever an electron in the electron gas passes by. Only a small fraction of the electrons, of the order of \( kT/E_F \), representing the tail of the Fermi distribution, are allowed to take up the small energy differences involved in the magnetic transition. The relaxation time should be independent of the external field \( H_0 \), although experimentally some variations of \( T_1 \) with \( H_0 \) have been observed. If one takes into account only the point-interaction caused by the finite value of the wave function at the position of the nucleus the following relation due to Kortringa [15] exists between the relaxation time and the shift.

\[
T_1 \left( \frac{\Delta \nu_{is}}{\nu_0} \right)^2 = \frac{\hbar}{\pi kT} \left( \frac{\beta}{\gamma H} \right)^2
\]  

(7)
The relaxation time gives the product of the same quantities $v a | \psi_{mc,0} |^2 N(E_F)$ as the shift.

Actually the part of the electronic wave function with non $S$-character ($p$, $d$, etc.) will also contribute to the relaxation time, but not to the shift. The equal sign in equation (7) should therefore be replaced by a $\leq$ sign. This correction of the Korringa relation is probably more important than the neglect of correlation and exchange effects in the electron-gas model. The observed deviations from the Korringa relation, which are mostly in the right direction [16], could perhaps find an explanation in this fashion.

Although the hyperfine interaction of $p$- and $d$-orbits is usually much smaller than in $S$-states, the amount of $S$-character of the one-electron wave functions may be small even in alkali metals. Jones and Schiff [17] estimate that in sodium there is 60 per cent $S$-character and in lithium 25 per cent. Assuming the hyperfine interaction in the $p$-state to be only 10 per cent of that in the $S$-state, the interaction of the $p$-part would reduce the relaxation time calculated from the Korringa relation by 40 per cent in lithium. A careful systematic check of this relation is desirable.

The relaxation time in semiconductors will usually be determined by electron spins. It is predicted that the spins of bound electrons or holes which act like paramagnetic impurity atoms will produce a more efficient relaxation mechanism, discussed in the preceding paragraph, than the spins of free carriers [14]. No experimental evidence is available, but in principle the nuclear relaxation could give a completely independent determination of the number of bound electrons or free carriers in semiconductors.

In noncubic crystals the $p$, $d$, etc. character of the electron orbitals gives rise to an anisotropy of the Knight shift, which has been observed [11] in white tin and solid mercury. Figure 6 illustrates how an ellipsoidal distribution in space of the density of electrons with unbalanced spins will give rise to an aiding or countering local field on the nucleus, depending on the direction of $H$ with respect to the crystallographic axes (= axes of the electron density). In polycrystalline samples, which must necessarily be used in resonance work on conductors, the line gets a characteristic asymmetric shape. The observed anisotropy is proportional to the field strength, as it increases proportionally to the number of electrons with unbalanced spin in
Fig. 5. The Tl$^{205}$ resonance frequency in the Tl-Hg system. The Knight shift varies continuously with composition in each phase, and changes discontinuously from one solid phase to another. The indicated phase boundaries do not apply to the liquid phase. In two-phase regions two resonance lines occur. In the $\alpha+\beta$ region an unresolved structure was observed which is not indicated in the figure.
Fig. 6. The anisotropic distribution of the conduction electrons with unbalanced spin in β-tin around a tin nucleus. This causes an anisotropy of Knight shift in noncubic metals.
the same manner as the isotropic shift.

\[
\frac{\Delta \nu}{\nu_0} = 3 \beta^2 v_a N(F, F) q_F + \frac{g || - g \perp}{g_{av}} \Delta \nu_{is}
\]

(8)

The first term arises from the deviation from cubic symmetry of the density of electrons near the Fermi level. The second term is caused by the anisotropy in the g-factor of the conduction electrons. Unfortunately we have only one relation between \(q_F\) and \(g || - g \perp\). Both quantities are difficult to determine theoretically and experimentally by other means. If the anisotropy is small, the effects can be made observable in very high fields \(H_0\).

In alloys one will have, in addition to the distribution of isotropic shifts, a distribution of anisotropic shifts. This will add to the broadening of the resonance in such systems.

Although there is no experimental evidence, we wish to point out the possibility of investigating order-disorder transitions in alloys in this manner. In the first place there will be an obvious change in the dipolar contribution to the line width on ordering, which can be calculated with equation (1). This change in width will be especially marked if the other constituent in the binary alloy has zero spin. In the second place the dispersion in the Knight shift will cease to exist in the completely ordered state. Ordering will in general be accompanied by a marked change in the line width.

Since the width of the nuclear resonance is largely determined by the near neighbors, it is a good indicator for short-range order without the complications of temperature diffuse scattering which are inherent in the X-ray technique.

The onset of precipitation will also cause a change in composition of the immediate environment. The precipitation hardening in a system with solvent atoms with \(I = 0\) and solute atoms with \(I = 1/2\) may be studied profitably. The nuclear resonance will broaden, when a phase rich in solute atoms precipitates
E. Phonons

Lattice vibrations will modulate the dipolar interaction between nuclear spins and thus produce a relaxation mechanism. In fact, this was historically the first magnetic spin lattice relaxation mechanism, proposed by Waller [17] in 1932 for electron spin systems. It can be shown that nuclear relaxation times calculated by this theory are in general a factor of $10^3$ to $10^6$ longer than observed. The dominant relaxation mechanism in metals is caused by conduction electrons; in ionic and valence crystals frequently by paramagnetic imperfections. The energy in the former case is taken up by a change in momentum of the electrons; in the latter case the lattice vibrations are essential to the transfer of energy. The relaxation is thus strictly speaking a combined effect of two imperfections.

In many molecular and certain other crystals different types of thermal motion than lattice vibrations occur, such as hindered rotation tunneling between two or more positions of equilibrium. Such motions, which produce a very effective relaxation mechanism for nuclear spins, should perhaps also be considered as imperfections of the perfect rigid lattice. A wealth of experimental data exists on this matter, for which the reader is referred to the literature [18]. In this context the diffusion phenomena discussed under (b) should be considered as the combined effect of vacancies and phonons.

F. Excitons

An excited atom or ion in a solid will have no effect, if the excited state is nonmagnetic. If the state is magnetic, it will have a similar effect on nuclear relaxation as a paramagnetic impurity. The characteristic time of its local field will be determined by the life time of the excited state, by its diffusion through the lattice or by its spin reversal time, whichever process is the fastest. No experimental evidence is known to the author. The concentration of excitons is usually too low, but a change in nuclear relaxation time in phosphors under strong illumination might be detectable.

III

Quadrupole Effects

If the nuclear spin $I \geq 1$, the interaction of the imperfection with the
Fig. 7. The observed asymmetric nuclear resonance in polycrystalline β-tin. The anisotropy in the Knight shift is proportional to the resonant frequency. The asymmetry is more pronounced in the recorded derivatives.
electric quadrupole moment will frequently be more important. The crystalline electric field will always be disturbed by the imperfection, and special magnetic properties of unbalanced electron spins are not required.

The elements of quadrupole interaction in an inhomogeneous electric field of axial symmetry will first be recalled [19, 20]. Assume that the quadrupole interaction can be considered as a small perturbation on the $2I + 1$ equally spaced energy levels in the magnetic field $H_0$, which is taken in the $z$-direction. The equal spacing will be destroyed. Introduce a scalar quantity
\[
eq = \sum_j e_j (3 \cos^2 \phi_j - 1) r_j^{-3}
\]
where $\phi_j$ is the angle between the radius vector $r_j$ toward a charge $e_j$ in the lattice and the axis of symmetry at the origin. Denote the angle between this symmetry axis and the magnetic field by $\theta$. Then the energy difference between the levels $m_1$ and $m_1 - 1$ of the nuclear spin is given by first-order perturbation theory.

\[
\Delta E_{m\to m-1} = h v_0 + (2m - 1)(3 \cos^2 \theta - 1) \frac{3e^2 Q}{8(2I - 1)}
\]

where $Q$ is the nuclear quadrupole moment. It is seen from equation (9) that the distance between the levels $m_1 = 1/2$ and $-1/2$ is unperturbed in this approximation. Second-order perturbation theory gives for the energy difference between these levels if the nuclear spin is an odd half-integer,

\[
\Delta E_{1/2\to -1/2} = h v_0 + \frac{9}{64} \frac{2I + 3}{4I(2I - 1)} \frac{e^2 Q^2}{h v_0} (1 - 9 \cos^2 \theta)(1 - \cos^2 \theta)
\]

The splitting of the nuclear resonance has been observed by Pound [19] and others [20] in noncubic single crystals. In cubic crystals, or, more accurately, at points around which the symmetry is cubic, $Q = 0$ and there is no quadrupolar interaction. In polycrystalline noncubic crystals the resonance of the satellite lines, i.e., the transitions excluding the central component $m_1 = 1/2 \to -1/2$, will be spread over a large frequency interval, as $3 \cos^2 \theta - 1$ ranges from its maximum value of 2 to its minimum value of -1. An inte-
gration over the solid angle \( \sin \theta \, d\theta \, d\varphi \) yields for the absorption in a powdered sample the line shape [21] shown in Fig. 9. In second approximation even the central component will be broadened and its asymmetric shape for a polycrystalline sample is given in Fig. 10. On these curves the dipolar broadening ought to be superimposed. A similar curve had been given by Nierenberg and Ramsey [22] in molecular beam experiments on alkalihalide molecules. The observation technique of nuclear magnetic resonance makes it very difficult to detect the broad low tails of these patterns. With the usual modulation method the slope of the absorption curve is detected and this quantity varies inversely as the square of broadening. Frequently only the absorption near the resonance peak can be observed. The quantity \( g(\nu_{\text{max}}) \) will decrease as the quadrupole interaction increases, the total area under the absorption curve remaining constant. It will be useful to introduce normalized shape functions for each satellite and for the central component separately. For the complete line we have

\[
g(\nu) = 0.4 \, g_c(\nu) + 0.6 \, g_b(\nu) \text{ for } I = \frac{3}{2}
\]

and

\[
g(\nu) = \frac{9}{35} \, g_c(\nu) + \frac{8}{35} \, g_{3/2,1/2}(\nu) + \frac{5}{35} \, g_{5/2,3/2}(\nu)
\]

\[
+ \frac{8}{35} \, g_{-1/2,-3/2}(\nu) + \frac{5}{35} \, g_{3/2,-5/2}(\nu)
\]

for \( I = \frac{5}{2} \), etc.

In crystals with noncubic symmetry a splitting of the nuclear spin levels occurs even in the absence of a magnetic field, as indicated in Fig. 8. Transitions between these levels give rise to so-called pure quadrupole resonance lines [23], although it should be remembered that the transitions are always induced by a magnetic radiofrequency field. A single crystal is not needed, as the magnetic field is absent. In powders the lines will broaden immediately upon application of an external field. We shall now discuss the influence of the various imperfections.

*When a square-wave modulation, on-and off-resonance, is used, the signal is inversely proportional to the broadening itself.
SPIN $I = \frac{3}{2}$ IN AXIAL ELECTRIC FIELD

\[ E = \frac{e^2 q Q \{3m^2 - I(I+1)\}}{4I(2I-1)} \]

\[ E = m \gamma \hbar H_0 + \frac{e^2 q Q}{8I(2I-1)} \left\{ 3m^2 - I(I+1) \right\} (3 \cos^2 \theta - 1) \]

Fig. 8. Energy levels of a nuclear spin with $I = 3/2$ in a magnetic field with cubic environment, first-order perturbation in an axially symmetric field and the zero magnetic field splitting.
$I = \frac{3}{2}$

$A_1 = \frac{1}{4} \cdot e^2 q Q / \hbar$

Fig. 9. First-order quadrupole perturbation. Line shape for $I = 3/2$ in powdered samples of axially symmetric crystals (dashed line). With dipolar broadening superimposed the drawn curve results. Frequently the satellites are spread out over such a large frequency range that the wings become unobservable.
Fig. 10. Line shape of the central component ($m_1 = \frac{1}{2} \rightarrow \frac{-1}{2}$) in powdered samples of axially symmetric crystals. The transition is asymmetrically broadened by second-order quadrupole interaction (dotted line). The superposition of the dipolar interaction gives the drawn curve (comp. Nierenberg and Ramsey).
A. Dislocations

The strain field around a dislocation line will produce a change in the gradient of the electric field at the nuclei near the dislocation. The change in gradient $\Delta q$ will be proportional to the strain, which in turn is inversely proportional to the distance from the dislocation line. A distribution of gradients $q$ and of angles $\theta$ will be created. Actually the nuclei will be at points where the axial symmetry is lost. Formulas for the quadrupole interaction in fields of lower symmetry have been worked out [20]. Qualitatively the results for a distribution of gradients with or without axial symmetry will be the same. A general broadening of the components of the resonance will occur. The central component will only be affected in second-order approximation. In noncubic single crystals dislocations will broaden the satellites much more than the central component. The latter, which is of course only present if the nuclear spin is an odd multiple of one half, is broadened inversely proportional to the magnetic field $H_0$.

The strains will distort the cubic symmetry in cubic crystals. Before the deformation all components coincide in the single crystal or polycrystalline sample of cubic symmetry. After the deformation the satellite components will be broadened so much that they are frequently unobservable, and only the central component remains. Watkins [24] discovered this effect for the bromine and iodine resonances in rather perfect crystals of KBr and KI. He introduced a calibrator into the experimental apparatus which made (absolute) intensity measurements possible. The intensity of these resonances corresponds to that of the central component alone, namely $0.4$ of the total intensity for the bromine isotopes with spin $I = \frac{3}{2}$, and $\frac{9}{35}$ for iodine with $I = \frac{5}{2}$. When the crystals were subjected to severe cold work (plastic flow resulting in a 22 per cent change in dimension along the 100 axis) the asymmetric broadening of the central component was also observed. Superimposed on the plastic deformation effect was a reversible broadening of 3 per cent to elastic strains. The order of magnitude of the quadrupole interaction in the stress field of these dislocations may be obtained from the following, admittedly very crude, argument.

Consider first the change in electric field gradient, if a neighboring charge $e$ at distance $r$ is displaced over a distance $\Delta r$. One finds for the
the change in gradient due to this compressional strain \( \epsilon = - \frac{\Delta r}{r} \)

\[ \Delta (eq) = 6e r^{-3} \epsilon \]

The actual gradient at the nucleus is not produced by the displacements of bare charges. The gradient at the nucleus is a very sensitive function of the distortion of the ion core around it. Relatively slight distortions of this core can produce large distortions in the symmetry of the wave function in the immediate neighborhood of the nucleus. Since the electron density is weighted by a factor \( r^{-3} \) in the nuclear quadrupole interaction, the actual gradient at the nucleus may be increased by an antishielding factor \( 1 + |Y_{\infty}| \) which has been calculated by Foley and Sternheimer [25] for a number of ions. They find that this factor \( 1 + |Y_{\infty}| \) is 47.5 for Cl\(^-\), 9.7 for Cu\(^+\), 51.2 for Rb\(^+\) and 98.8 for Cs\(^+\). The order of magnitude of the quadrupole interaction is changed by this factor.

The ion core around a given nucleus can be distorted not only by the displacement of external charges, but also by the interaction with neighboring ion cores. In general there will be an interplay between the charge or "valance" effect and the "size" effect of the ion cores. Both effects will presumably be important in the case of crystal deformation. A generalized multiplication factor \( \lambda \) is introduced for each crystal lattice, which takes account of the ion core distortion in the strained lattice, and we write for the change in quadrupole interaction

\[ \Delta (eq) = 6 \lambda e a^{-4} \Delta a = 6 \lambda e a^{-3} \epsilon \]

where \( a \) is the distance between nearest neighbors and \( \epsilon \) is a measure of the strain. The effect of all neighbors is incorporated in \( \lambda \), which is a dimensionless constant (more precisely a fourth-order tensor) in the assumed proportionality between the strain and the change in gradient at the nucleus. For a cubic lattice under hydrostatic pressure the net effect would of course be zero, but at a distance \( r \) from a dislocation line with Burger's vector \( b \) we may estimate the order of magnitude of \( \epsilon \) as \( br^{-1} \). The stress field around the dislocation line drops off inversely proportional to the distance [26]. As \( b \) is of the same magnitude as \( a \), we obtain

\[ \Delta (eq) = 6 \lambda e a^{-2} r^{-1} \]
Fig. 11. Second-order broadening of the $^{127}$I resonance absorption in a plastically deformed KI single crystal. A 3 per cent reversible effect due to elastic deformation was superimposed on the irreversible effect, arising from a 22 per cent plastic deformation along the 1,0,0 axis (Watkins).
DEFORMATION OF ELECTRON DENSITY NEAR NUCLEUS

(a) BY EXTERNAL CHARGE

(b) BY ION CORE INTERACTION

Fig. 12. Schematic diagram of the antishielding of the quadrupole interaction. (a) The gradient of a bare external charge is multiplied by the deformed electron distribution near the nucleus. (b) Multiplication of the deformation near the nucleus is also the main cause of the interaction in the case of lattice strains.
The corresponding change in resonant frequency of the transition between the
nuclear spin levels \( m_1 \) and \( m_1 - 1 \) is consequently in first-order perturbation

\[
h\Delta \nu = (2m - 1) (3 \cos^2 \theta - 1) \frac{18 e^2 Q \lambda}{8l(2l-1) a^2}
\]

(12)

A good measure for the magnitude of the perturbation is obtained by
calculating its second moment as a radial average over the deformed cylinder
around a dislocation line. The lower limit of integration is rather arbitrarily
chosen as \( r_i = 3a \). The second moment will depend only logarithmically on this
cut-off radius. Inside this radius the atomic displacements cannot be calculated
from a continuum elastic theory. Moreover the relative fraction of nuclei inside
this radius is small, and they contribute to the far wings of the absorption
line. Their signal will escape observation and a cut-off is dictated by this
physical interpretation. The outer radius is chosen so that the cylinder has
the average volume per dislocation line, \( \pi r_o^2 = c \), where \( c \) is the number of
dislocation lines, crossing 1 cm\(^2\) of normal area. The second moment of the
line is then found to be

\[
(5\nu)^2 = \frac{4}{5} \left[ \frac{(2m-1) 3 e^2 Q}{8l(2l-1) h} \right]^2 (6\lambda)^2 a^{-4} \int_{3a}^{\infty} r^{-2} r \, dr \left( \frac{\pi c}{2} \right)^{-1/2}
\]

This result differs by a factor \( 3/\pi^2 \) from a more rigorous formula derived
by Watkins for the effect of six neighboring ions due to shear strain in the
KBr type lattice.

\[
(6 \nu)^2 = \frac{432}{5 \pi} \left[ \frac{3 e^2 Q (2m-1)}{8l(2l-1) a^3 h} \right]^2 \lambda^2 c a^2 \ln(1/9 ca^2)
\]

(13)

random
disl.

Watkins took proper account of the angular dependence of the strain around
the dislocation line [26] and, averaged over a statistical distribution of disloca-
tions with random orientation, \( ca^2 \) is the probability that a dislocation
line passes through a given lattice point. Present uncertainty in the anti-
shielding factor \( \lambda \) and the experimental data hardly justify a more detailed
calculation, and Watkin's formula may be used equally well for edge and screw dislocations. The phenomenological factor λ is a function of the ion and the lattice in which it is embedded. Its order of magnitude is not necessarily the same as the Sternheimer factor $1 + \left| V_{\infty} \right|$ which describes the distortion of an ion core by an external charge and is a constant for a given ion. Watkin found that his results were consistent with $\lambda = 10$ for the bromine and iodine resonance in KBr and KI, with $c = 6 \times 10^8 \text{ cm}^{-2}$ for the pure crystals and $c = 10^{10} \text{ cm}^{-2}$ for the plastically deformed crystals. It would be of interest to compare the values of $\lambda$ for anions and cations in the same crystal e.g., in NaBr. It is to be expected that $\lambda$ should be considerably smaller for Na+ than for Br-.

An effect of dislocations on the satellites has been found in metallic copper [11]. The specimen consisted of 320 mesh copper filings to permit the radiofrequency field to penetrate the individual particles. When cold-worked filings were annealed the peak intensity of the resonance could be increased by a factor 2.5. By annealing $g_s(v_{\text{max}})$ in equation (11) changes from essentially zero to $g_c(v_{\text{max}})$, which remains the same. For intermediate stages of anneal intermediate peak intensities $g(v_{\text{max}})$ were recorded. In the well-annealed crystals the density of dislocations is so low that first-order quadrupole interactions appear to be negligible. A value for the antishielding parameter $\lambda = 60$ for copper will be used, which is derived from experiments to be described later. This value is substantially larger than Sternheimer's value $1 + \left| V_{\infty} \right| = 9.7$. It should be remembered that the two quantities are not strictly comparable, and $\lambda$ will be larger if there is considerable ion core overlap. In addition there may be a contribution to the electric field gradient in the metal from distorted valence electron wave functions.

An upper limit for the density of dislocations, which are assumed to be randomly distributed, can be obtained from the fact that the first-order quadrupole broadening is less than the dipolar broadening $\left\{ \left\langle \delta v \right\rangle^2_{\text{dipolar}} \right\}^{1/2}$ or $(2.5 \times 10^3) \text{ cps.}$ Equation (13) then yields an upper limit for the density of dislocations in annealed copper $c < 10^7 \text{ cm}^{-2}$. This figure may be somewhat too small, because $\lambda$'s estimate is rather high. It is in fair agreement with data derived from the width of X-ray diffraction spots on the assumption of a random arrangement of dislocations.

Instead of a random distribution of dislocations, one can assume
dislocation walls and mosaic boundaries. Usually the stress field will be very small at some distance from the wall and such arrangements are not detected by the nuclear resonance method. Their effects are of course detectable by X-ray techniques. It is possible that the first stages of polygonization will show as an increase in \( g(v_{\max}) \) of the nuclear resonance, before these are detectable by X-ray diffraction.

There was no evidence for second-order quadrupole effect on the central component in the cold-worked copper. This is not unreasonable, for the calculation of the broadening of the central component, which vanishes in first approximation according to equation (13), in the stress field around a dislocation yields a result which depends very sensitively on the cut-off radius \( r_i \):

\[
\left< (\delta v)^2 \right>_{av} \approx \lambda^4 \left[ \frac{e^4 Q^2}{h^2 a^4 \nu_0} \right]^2 \frac{1}{4} \frac{c a^2}{(a/r_i)^2}
\]

The second-order interaction decreases rapidly with the distance, and the second moment gives no satisfactory physical description. The nuclei are either so close to the dislocation that their contribution to the central component is smeared out over a large frequency range and is thus unobservable, or else they are far enough away - and this is the majority - that they produce a nearly unbroadened central line. The central component resonance of nuclear spins a distance \( r \) from the dislocation line will be spread out over a frequency range

\[
\Delta v_{c, \text{extr}} = \frac{25}{64} \frac{2l + 3}{4l^2(2l-1)} \frac{e^4 Q^2}{h^2 \nu_0 a^4 r^2} \lambda^2
\]

If the density of dislocations is \( c \), a fraction \( c r^2 \) of the nuclei will be inside a radius \( r \) from a dislocation line.

From the disappearance of the satellites in cold-worked copper we may conclude that \( (\delta v)^2 \) is larger than \((2.5 \times 10^4)^2\). Otherwise they would have been observable. With the data of Table I and
The decrease in the maximum of the central component of the copper
resonance by second-order quadrupole interaction is counteracted by a slight decrease of the second moment of the dipolar interaction, when the satellites are displaced. This may seem strange at first. In the perfect cubic lattice of well-annealed copper Van Vleck's formula equation (1) is valid. For the Cu$^{65}$ resonance, e.g., the first term extends over all other Cu$^{65}$ nuclei, the second term over Cu$^{63}$ nuclei. When the four spin levels of the Cu$^{65}$ nucleus cease to be equidistant, the first term is no longer correct. In its derivation that part of the dipolar interaction was retained in which a pair of spins i and j does not change its total m-value, or terms for which $\Delta m_i = \Delta m_j = 0$ or $\Delta m_i = -\Delta m_j = \pm 1$. In the cold-worked copper part of the dipolar interaction corresponding to transitions like $\Delta m_i = \frac{3}{2} \rightarrow \frac{1}{2}$, $\Delta m_j = -\frac{1}{2} \rightarrow \frac{1}{2}$ have to be excluded, since energy is no longer conserved in the presence of quadrupolar interaction. The situation in which this interaction vanishes accidentally because of the angular factor $(3 \cos^2 \theta - 1)$ is neglected. This omission is less serious, the larger the quadrupole interaction. Furthermore, only transitions produced by the external oscillating field between the levels $m_f$ of interest. Kambe and Ollon [29] have derived a formula for the dipolar broadening of the central component alone. For $I = \frac{3}{2}$ the proper numerical factor is now $\frac{27}{40}$ instead of $\frac{3}{4}$ in the first term and for $I = \frac{5}{2}$ the new factor is $\frac{107}{105} \times \frac{3}{4}$.

The factor of the second term remains unchanged.

There are also some changes in the establishment of thermal equilibrium, if the levels are unequally spaced. In metals the important relaxation mechanism consists of magnetic dipole transitions caused by interaction with the conduction electrons. The set of differential equations for the population in each of the sublevels is solved in the appendix. The result is that in the steady-state method of saturation the maximum of the imaginary part of the susceptibility drops to half its value for $\frac{1}{4} \gamma r H^2 T_1 g(\nu_{\text{max}}) = 1$, i.e., the same result as in the absence of quadrupole broadening. $T_1$ is the relaxation time for the case of equidistant levels. The recovery to thermal equilibrium is, however, appreciably different, if the m-levels are unequally spaced. Suppose that the population in the $m_1 = \frac{1}{2}$ and $-\frac{1}{2}$ levels has been equalized by complete saturation. The recovery of the Boltzmann distribution for these two levels is described by a linear combination of two exponentials with characteristic times of $T_1$ and $\frac{1}{5} T_1$. The recovery of the signal in small
Radiofrequency fields after saturation of the central component with $I = \frac{3}{2}$ is given by

$$g_c(t) = (-\frac{2}{5} e^{-\frac{t}{T_1}} - \frac{3}{5} e^{-\frac{6t}{T_1}} + 1) g_c$$

The initial recovery rate is four times as fast as in the absence of quadrupole perturbation; and 9 times as fast for $I = \frac{5}{2}$. This rate is observed, e.g., in the pulse or spin-echo method if only the central component is flipped over. Considerable care in the analysis of the recovery of the spin system is required in each individual case.

B. Vacancies and interstitials

The calculations of the nuclear quadrupole interaction around a static vacancy or interstitial will be along the same lines as the calculations for chemical impurities described in the next paragraph. There is a good reason not to treat it here, as these effects become important only for concentrations higher than 0.1 per cent. Such high concentrations of vacancies normally occur only at high temperatures close to the melting point, where there is at the same time a rapid rate of diffusion. In the case of severe radiation damage produced at low temperature a static distribution of high vacancy and interstitial concentration could be obtained. For the treatment of this case we refer to the next section. Here the time-dependent quadrupole effect in a crystal with an appreciable vacancy concentration at elevated temperatures is discussed. We can describe the diffusion as a random motion of the vacancies through the lattice. Assume for the sake of simplicity that the electric field is $q$ whenever a nucleus is adjacent to a vacant site and zero elsewhere. A more rigorous treatment would obviously include a summation over a distribution of $q$-values. The probability for a nucleus to be next to a vacancy is

$$p(0) = -\frac{E_{vacc}}{kT}$$

where $z$ is the number of neighboring sites and $E_{vacc}$ is the energy required for the formation of a Schottky vacancy. The probability that a given nucleus is still next to the same vacancy after a time $t$ is $\exp\left(-\frac{t}{T}\right)$ where
is the jumping frequency of the vacancy to any of the \( z-1 \) other neighboring positions. The correlation function of the time-dependent electric field gradient is consequently

\[
\frac{q(t)q(t+t')}{q^2} = q^2 ze \ e^{-\frac{E_{vac}/kT}{t'/\tau}}
\]

and the quadrupole contribution to the transition probability or the inverse nuclear relaxation time is consequently proportional to

\[
\left( \frac{1}{\tau} \right) \propto \frac{\hbar e Q^2 q^2 ze}{1 + 4\pi^2 q^2 \tau^2}
\]

For \( \tau \ll \nu_0^{-1} \)

\[
\left( \frac{1}{\tau} \right) \approx \frac{\hbar^2 e Q^2 q^2 \frac{z}{z-1}}{\nu_0} \ \nu_0 \ e^{-\frac{E_{vac}+E_{act}}{kT}}
\]

In this most important case of fast diffusion the relaxation by quadrupole coupling contains a different combination of energies in the exponent than the dipolar interaction, which contains \( (E_{vac}+E_{act}) \) as does the diffusion constant. If the quadrupole interaction is dominant at high temperatures, \( E_{vac} \) and \( E_{act} \) can be determined separately with resonance methods. The condition \( \tau \ll \nu_0^{-1} \approx 10^{-7} \) sec will usually be satisfied only quite close to the melting point. At lower temperatures where \( \tau \gg \nu_0^{-1} \), the quadrupole interaction will usually be negligible compared to magnetic interactions. The same treatment holds for interstitials except that \( z/z-1 \) is then replaced by unity in equation (15). No experimental evidence of the effect described by this formula is known. It could occur both in metals and insulators.

The quadrupole interaction in liquids and its contribution to the relaxation mechanism is well established [30,31]. One could consider this as a limiting case of the foregoing in which the concentration of vacancies is large and in-
dependent of the temperature. $T_1$ depends on the temperature only through the jumping time $T$ which is proportional to $(\eta / T)$ where $\eta$ is the viscosity.

C. **Foreign atoms**

The influence of foreign atoms on the electric field gradient is two-fold. One can distinguish between charge and size effects. In the first place one can imagine an ion in an ionic crystal replaced by another of the same size but differing by an electronic charge $e$. A vacancy will also act as an extra charge, equal and opposite to the charge of the ion normally occupying the lattice site. Some distance $r$ away from the impurity atom the quadrupole interaction with a nucleus will cause a change in the resonant frequency between the $m$ and $m-1$ spin level

$$\hbar \Delta \nu = \frac{(2m-1)}{8l(2l-1)} \frac{3e^2 Q}{8l} \frac{1 + |\gamma_\infty|}{e r^2} (3 \cos^2 \theta - 1)$$

where $e$ is the dielectric constant, $\theta$ the angle between the radius vector $r$ and the external magnetic field, while $(1 + |\gamma_\infty|)$ is the antishielding factor calculated by Foley and collaborators. In a metal an impurity atom of the same atomic volume but different valency will, in the free electron approximation, produce a screened Coulomb field [12] around it with screening parameter $K$, and the change in splitting of the spin levels due to the quadrupole interaction will be given by

$$\hbar \Delta \nu = \frac{(2m-1)}{8l(2l-1)} \frac{3e^2 Q}{8l} (1 + K r + \frac{1}{2} K^2 r^2) e^{-K r} (1 + |\gamma_\infty|) (3 \cos^2 \theta - 1)$$

Take the square of the displacement and average over a sphere of volume $\frac{4}{3} \pi r^3 = C$, where $C$ is the impurity concentration, to obtain the second moment of the broadened satellites. The first moment is zero because of the angular dependence. In an ionic crystal the second moment will be given by

$$\langle \Delta \nu \rangle^2_{m \to m-1} = \frac{4}{15} (2m-1)^2 \frac{9e^4 Q^2}{64 l^2 (2l-1)^2 4r^3 e^2 h^2} C \left\{ 1 + |\gamma_\infty| \right\}^2$$
This result depends very sensitively on an inner cut-off radius $r_1$. The fourth moment would vary as $r_1^{-9}$. There are a few very large contributions to the moments from nuclei in the immediate neighborhood of the impurity, while the majority causes only a relatively small broadening. Under these circumstances a useful physical description is again obtained by considering the nuclei in a spherical shell of radius $r$ around the impurity. The signal from these nuclear spins is spread out over a frequency interval given by equation (16), if we substitute 3 for the range of values of $3 \cos^2 \theta - 1$. When this frequency range exceeds a certain critical value, which depends on the experimental sensitivity, we may say that the contribution of these nuclei is unobservable, because it is spread out over such a broad frequency range. A practical value of this limit is determined by the signal-to-noise ratio and is about 25 kc/s for the experiments on the copper and aluminum resonance described in this paper. A critical radius $r_{cr}$ is defined by taking $\Delta v$ in equation (16) of the same order of magnitude as the dipolar broadening. The nuclei inside this sphere contribute only to the unobservable wings of the resonance signal; nuclei outside the sphere give an essentially unbroadened signal. Clearly this reduction of the quadrupole interaction to an "all or nothing" effect is a great oversimplification. Its only merit is its usefulness in discussing existing experimental data on the maximum absorption as a function of impurity content. When more precise experimental data on the complete line shape become available, the analysis can be made more complete. The contribution of the nuclear spins in each spherical shell has the shape shown in Fig. 9. These contributions should be added to obtain the resultant line form.

In addition to the electric field gradient produced by the extra charge of vacancy, interstitial or foreign atom, there is the effect from the stress field around the imperfection. The strain deformation around a spherical inclusion in an elastic medium falls off as the inverse cube of the distance [32]. If the foreign atom and solvent atom have radii $a_i$ and $a_o$ respectively, the relative displacement of two ions a distance $r$ from the impurity has the order of magnitude

$$\Delta a_c = (a_i - a_o) a_o^3 r^{-3}.$$  

Introducing the same antisheilding factor $\lambda$ as in the discussion of ion core
distortion around a dislocation, we obtain

\[ h\Delta v = + \frac{18 e^2 \Omega (a_i - a_o)}{r^3 a_o} \lambda \frac{(2m-1)}{8n(2\lambda - 1)} (3\cos^2 \theta - 1) \]  

(17)

This shift has to be added to the result (16) before calculating the second moment of the satellites by the quadrupole interaction in an ionic crystal.

It would be of interest to study these charge and size effects in detail with controlled impurities in ionic crystals. Reif has very recently observed such quadrupole effects on the bromine resonance in AgBr, containing Cd ions. Presumably there will be a corresponding number of Ag+ vacancies to retain overall neutrality. At low temperatures the Cd++ ion and the vacancy will be associated [33]. At high temperatures they are independent impurities. The quadrupole broadening in such a crystal will undoubtedly change with temperature and the dissociation process could in principle be followed in some detail. While this suggestion was written in the manuscript, the author was unaware that Reif had already discovered such effects and their explanation had already been given by Cohen and Reif [34].

C. 1 First-order quadrupole effects in metals

In a metal the electric field is so strongly shielded \( (K = 2.10^8 \text{ cm}^{-1}) \) that the ion deformation by strains gives the only contribution to quadrupole broadening. Equation (17) should be used. In Fig. 14 the maximum absorption of the satellites of \( Au^{27} \) in an \( Al \) Mg alloy observed by Rowland [35] is plotted as a function of Mg-concentration. Cold-worked filings display at first the combined effect of Mg-concentration. The fact that in cold-worked impure aluminum the dislocations are not annealed out at room temperature is in agreement with other metallurgical observations. According to Cottrell [36] the dislocations are locked to an "atmosphere" of impurity atoms. On annealing at higher temperatures the concentration of dislocations becomes too small to give an observable contribution. The first-order quadrupole effect of the impurities is then retained. We may subtract from the total observed absorption \( g(v_{\text{max}}) \) the central component contribution \( g_c(v_{\text{max}}) \) and plot the maximum intensity of the satellites
Fig. 13. The line shape of the $^{27}\text{Al}$ resonance in aluminum alloy with 0.64 atomic per cent magnesium. (a) after filing at room temperature, (b) after filing and 87 hours at $250^\circ\text{C}$, (c) after filing and 2 hours at $480^\circ\text{C}$, (d) the absorption in pure aluminum, included for comparison. The peak intensity increases, as the density of dislocations decreases with annealing. The remaining reduction of (c) as compared to (d) is the effect of the Mg-impurities alone. (Rowland).
Fig. 14. The peak intensity of the $^{27}\text{Al}$ resonance in $\text{Al}\@\text{-Mg}$ in annealed alloys as a function of the Mg-concentration at room temperature. The satellite peak intensity decreases rapidly. At 4 atomic per cent Mg only a contribution of the central component remains. This component extrapolates to 0.257 in pure aluminum, the theoretical value for $I = 5/2$. The alloys with high Mg-concentration were obtained by quenching the powdered specimen from high temperatures, where the solid solubility is high. (Rowland).
$g_s(v_{\text{max}})$ in the annealed alloy as a function of the Mg-concentration on a double logarithmic scale. The result is a straight line. This finds a natural explanation in terms of the "all or nothing" language introduced earlier. If there is no Mg-atom inside the critical radius the aluminum nucleus will contribute to the satellite signal; otherwise not. The Mg-atoms are supposed to be distributed at random over the lattice, which is certainly correct at these low concentrations. Each lattice has a probability $C$ to be occupied by an Mg atom, where $C$ is the relative Mg concentration. The number of lattice sites inside the critical radius is

$$N = \frac{4\pi}{3} \frac{r_{\text{cr}}^3}{v_a}$$

The probability that an $\Al$ nucleus has no Mg atom inside the critical distance $r_{\text{cr}}$ is consequently $(1 - C)^N$ and the maximum intensity of the satellite signal for $I = \frac{5}{2}$, normalized per $\Al$ atom

$$g_s(v_{\text{max}}) = g_s(0)(v_{\text{max}})(1 - C)^N$$

(18)

Experimentally it is found that $N = 130$. Since $N$ is so large the cut-off is not as sharp as we have assumed. It is somewhat surprising that the experimental results can be so well described in this fashion.

The introduction of zinc in the aluminum lattice gives a reduction of the satellites, shown in Figs. (15) and (16), which are well described by $N = 98$. The cut-off radius lies between the sixth and seventh near neighbor in the face-centered cubic lattice. The ratio of quadrupole interaction at these two sites is $q_1/q_2 = (r_7/r_6)^3 = 0.79$. This fraction is not large and the cut-off is not very sharp. If the experimental precision were increased - e.g., by increasing the absorption intensity through cooling to liquid helium temperature - a more precise analysis of the strain field could be made. Wings of the satellite away from the central peak have already been observed, but a precise evaluation of the line shape has not yet been made.

It is not surprising that the effective cut-off radius for Zn is smaller, as the Zn atom has more nearly the same size as the $\Al$-atom than magnesium. Since the gradient at the cut-off radius must be the same, it follows from equation (17), that
This is in poor agreement with tabulated values of Hume-Rothery [36], which give 3.5 for this ratio.

C.2 Second-order quadrupole effects

The broadening of the central component can be analyzed along similar lines. Since this interaction will drop off with the inverse sixth power of the distance from the impurity, the second moment of this interaction averaged over the whole crystal will give even less relevant information than for the first-order effect. The second moment would be proportional to the inverse ninth power of inner cut-off radius. The nuclear spins at a distance \( r \) from the impurity will give a contribution to the central component which has the shape displayed in Fig. 10 with a distance between the extremes given by

\[
\Delta \nu_{c,ext} = \frac{25}{64} \frac{2l + 3}{4l^2 (2l - 1)} \frac{e^4 Q^2}{\hbar^2 \nu_0 r^6} \left( \frac{a_i - a_o}{a} \right)^2 \lambda^2
\]

Assuming that the inverse cube law for the strains holds also in the immediate neighborhood of the impurity, this frequency range at first, second and third nearest neighbors in a face-centered cubic lattice has the ratios 27: 3.37: 1. It is therefore quite possible that this range for third nearest neighbors is only a fraction of the dipolar broadening, while it is appreciably larger than the dipolar interaction for nearest and next nearest neighbors. The nuclear spins which have an impurity in one of these neighboring sites would then give an observable effect, while other nuclei would contribute to an otherwise unchanged central component. In other words, a sharp cut-off may now be expected with more justification than in the satellite case. The maximum intensity of the central component if \( I \) is an odd half-integer is consequently given by

\[
g_c(\nu_{max}) = g_{c,o}(\nu_{max}) (1 - C)^z
\]

where \( C \) is the relative impurity concentration of the solute atoms. For a face-centered cubic lattice, \( z \) may assume one of the values 0, 12 or 18,
Fig. 15. The peak intensity of the Al$^{27}$ resonance in Al-Zn alloys at room temperature, at 6.18 Mc/s. The satellites are washed out, the central component remains unchanged. (Rowland).
Fig. 16. A double logarithmic plot of the peak intensity of the satellites alone

\[
\frac{g(v_{\text{max}})}{g_o(v_{\text{max}})} = -26 \frac{g_s(v_{\text{max}})}{g_{s,0}(v_{\text{max}})}
\]

for the Al^{27} resonance in Al-Zn alloys as a function of the Zn-concentration. The straight line has a slope of 98. The data have been obtained from Fig. 15 by subtracting the effect of the central component. (Rowland).
etc. and in a body-centered cubic lattice 0, 6 or 14. The data on the central component are most conveniently taken in cold-worked samples. The contribution of satellites to the signal is then effectively eliminated by the large density of dislocations so that no correction for them is necessary. In this way the data in Fig. 17 for the central component in α-brass have been obtained [11]. Indeed it was found that \( z \approx 18 \) for the copper resonance in α-brass, and \( z = 0 \) for the \( \alpha^{27} \) resonance in the aluminum zinc alloy.

These numbers depend on the resonance frequency \( \nu_0 \). In very high external magnetic fields the second-order quadrupole interaction will tend to zero, and so does the critical radius. For lower frequencies the \( \alpha^{27} \) resonance in the aluminum zinc system may give \( z = 12 \). It would be interesting to follow nearly discontinuous changes in \( z \), as \( \nu_0 \) is increased or decreased. At very low fields the quadrupole interaction might extend to third nearest neighbors, etc., and a detailed study of this kind will give information about the stress field in the immediate neighborhood of the impurity and will show any deviation from the continuum theory which might exist on an atomic scale.

From the first-order and second-order broadening values for the product \( \lambda(a_i - a_o/a) \) may be derived. A value \( (a_i - a_o/a) = 10 \) per cent will be used for α-brass, and other pertinent data appeared in Table 1. If we assume that the quadrupolar spread in frequency \( \Delta \nu_c, \text{extr} \) is equal to the dipolar broadening \( \langle (\delta \nu)^2 \rangle^{1/2} \) for third nearest neighbors, and 3.37 times as large for second nearest neighbors, we find \( \lambda = 60 \) for the copper lattice. This estimate is not very reliable, as the elastic continuum theory is not valid for near neighbors. It is much larger than the Sternheimer antishielding factor. This may be correct as the effects from ion core overlap will be severe in the close-packed copper lattice. This rather large value of \( \lambda \) has been used previously to estimate the density of dislocations in copper.

A more reliable value \( \lambda \) in aluminum may be obtained from the first-order quadrupole effect in aluminum alloys. The critical radius for satellite broadening in the \( \alpha^{27} \)-Zn alloy for \( N = 98 \) is \( r_{cr} = 6.5 \times 10^{-8} \) cm. At this radius the mean-square broadening of the inner satellites is assumed to be twice the dipolar second moment. With \( (a_i - a_o)/a_o = 4 \) per cent for zinc
in aluminum, equation (17) yields $\lambda = 30$. Probably $(a_i - a_o)/a$ should be taken somewhat larger and $\lambda$ correspondingly smaller. The fact that no second-order quadrupole effect is observed in this alloy is consistent with the value $\lambda(a_i - a_o)/a = 1.2$. The broadening of the central component for nearest neighbors is $\Delta \nu_{c, \text{extr}} = 2.4 \times 10^3$ cps, or less than the dipolar broadening. The margin is small, however.

In the $A^6$-Mg alloy the strains in corresponding lattice points are larger by a factor 1.3, and in this case the broadening of the central component for nearest neighbors is barely noticeable. The observed line in a quenched alloy containing 14 atomic per cent Mg reproduced in Fig. 18, is a superposition of a line shape of Fig. 10 for $A^6$ nuclei which have an Mg-atom as nearest neighbor and an undistorted contribution of other $A^6$ nuclei. The asymmetry is much more pronounced in the derivative curve, which was actually recorded. Clearly the second-order broadening from nearest neighbors is small. If we extend the strain theory to the neighbors, the second-order quadrupole interaction should be a factor $(a_{\text{Mg}} - a_o/a_{\text{Zn}} - a_o)^2 = (1.3)^2$ larger for magnesium in aluminum than for zinc in aluminum or

$$\Delta \nu_{c, \text{extr}} = (1.3)^2 \times 2.4 \times 10^3 = 4.1 \times 10^3 \text{ cps}$$

This is somewhat larger than the dipolar width and a small effect is observed in the magnesium alloy, whereas no effect was observed in the zinc alloy at the frequency of observation $\nu_o = 6.1 \times 10^6$ cps. Thus the magnitude of the second-order interaction is determined rather precisely.

No noticeable shift of the resonance maximum was found in the aluminum and copper alloys. This is in agreement with the discussion of the Knight shift in alloys illustrated in Fig. 4. Only those copper and aluminum nuclei which are a few interactomic distances away from the solute atoms, contribute to the maximum of the resonance absorption. At these positions the product of density of states and density of the one-electron wave function remains unchanged. The resonance of nuclei adjacent to the impurity, which could show a change of the Knight shift, is unobservable due to quadrupole interaction.
Fig. 17. A double logarithmic plot of the peak intensity of the central component \( g_c(v_{\text{max}})/g_{c,0}(v_{\text{max}}) \) of the Cu\(^{63}\) resonance in α-brass, at 6.8 Mc/s. The straight line has a slope 18. The dashed line is the intensity which could be expected in an ordered arrangement where all zinc atoms are contained in one simple cubic sublattice.
C.3 Precipitation

The values of $\lambda$ derived for the copper and aluminum lattice were used previously to evaluate the density of dislocation lines in these cold-worked metals. It has been shown how annealing of metals and alloys is generally accompanied by an increase in the maximum magnetic resonance absorption, as the density of dislocations decreases. This effect of temperature treatment should be sharply distinguished from the precipitation of new phases. The latter will frequently lead also to an increase of the resonance signal.

If a precipitate is formed the remaining matrix will contain less solute atoms and the signal $g(v_{\text{max}})$ ought to increase rapidly, as the impurity concentration $C$ in the original matrix decreases. At first this effect may be obscured by the strains set up by the precipitation process. The intensity $g(v_{\text{max}})$ may be measured as a function of thermal treatment and interpreted in terms of these two effects. No detailed analyses have yet been made, but the occurrence of precipitation in a quenched 14 per cent Mg solution in $\alpha$-Al after heating for five days at 250°C is shown in Fig. 18. The asymmetry due to second-order perturbation of the central component disappears, as at the end of the heat treatment the aluminum matrix contains only 3 per cent or 4 per cent Mg atoms and most aluminum nuclei do not have an Mg atom as neighbor. If the quadrupole interaction had been larger ($v_0$ smaller) the effect would have been more pronounced. The increase in intensity after precipitation and annealing should be especially striking if the final matrix would contain so few solute atoms that the satellites would reappear.

C.4 Order-Disorder

Since the central component signal depends so sensitively on the atomic configuration in the immediate neighborhood of the nucleus with the quadrupole moment, $g_c(v_{\text{max}})$ may be used to investigate short-range order phenomena. Equation (20) derived under the assumption of completely random solution has to be modified, if short-range order is present. We shall first discuss the case of the maximum short-range order which could occur in the face-centered cubic lattice of $\alpha$-brass. This is the situation at absolute zero of temperature, if the reaction times would be sufficiently
rapid for it to be established. Clearly this situation will never be attained completely, but this theoretical case will then show what deviations from equation (20) can at most be expected. Only interaction between nearest neighbors is assumed and \( V_{\text{znzn}} + V_{\text{cucu}} - 2V_{\text{zncu}} > 0 \) in a brass. Precipitation of zinc would occur, if the opposite sign were used. The Zn atoms will tend to stay apart and at sufficiently low temperatures the equilibrium situation will be one in which all Zn's belong to the same simple cubic sublattice of the fcc lattice; in this sublattice the distribution of Zn-atoms will be random. The model could be refined to take into account interaction between next nearest neighbors which are neighbors in the same sublattice. A general theory which covers this case will be mentioned shortly. If the relative concentration of Zn is \( 0 < C < 0.25 \), the relative concentration on one sublattice is \( 4C \). The other three sublattices are pure copper. Calculation of the probability that a copper atom has cubic symmetry for the configuration of its 18 neighbors gives for the maximum of the shape function per copper nucleus in this model:

\[
g_c(v_{\text{max}})/g_{c,0}(v_{\text{max}}) = \frac{3C}{4(1 - C)} (1 - 4C)^4 + \frac{1 - 4C}{4(1 - C)} \left[ (1 - 4C)^6 + (4C)^6 \right]
\]

The first term is the contribution to the intensity of the central component from the three pure copper sublattices. The last term is from the remaining copper atoms. There always have other copper atoms as nearest neighbors; they contribute to the signal if the six next nearest neighbors are either all copper or all zinc atoms. The result is indicated as the dotted line in Fig. 17. For low Zn concentrations the result is the same as for the random solution. At low concentrations the Zn atoms are far away from each other, regardless of whether the state is ordered or disordered. Each Zn atom excludes 18 copper atoms from giving a significant contribution and the intensity drops as \( 1 - 18C \) in this region. At higher concentrations there are fewer Cu nuclei contributing to the signal. Since the Zn atoms tend to stay apart, there are more copper nuclei with a Zn atom in their neighborhood than in the random situation. The peculiar secondary maximum near 20 per cent concentration is caused by configurations with six Zn-atoms as next nearest neighbors. In principle careful measurements of the intensity of the magnetic resonance
Fig. 18. (a) The shape of the $^{27}\text{Al}$ resonance in a quenched 14 per cent Mg alloy. The line is slightly asymmetric by incipient second-order quadrupole perturbation, (b) the shape in the same sample after heat treatment. A Mg-rich phase precipitates, the signal of the $^{27}\text{Al}$-nuclei in the remaining matrix increases. The Mg content is still larger than 4 per cent, as the contribution from the satellites remains negligible. (Rowland).
of copper in α-brass with Zn concentrations between 10 and 20 per cent would give definite information about the occurrence of ordering. Such measurements could be carried out with sufficient accuracy at liquid helium temperatures. For the completely ordered state at 25 per cent Zn the intensity drops to zero.

Although this situation cannot be realized with α-brass, the same geometry is attained in Cu₂Au. The Cu atoms in this ordered cubic alloy are not centers of cubic symmetry. They have 8 Cu atoms and 4 Au atoms as nearest neighbors. Therefore the copper resonance will be unobservable in this ordered alloy. For the investigation of short-range order near the composition Cu₃Au, the Au¹⁹⁷ resonance should be used. The Au atoms have a cubic environment in the ordered state. For lower Au concentrations (between 0 - 15 per cent) the copper resonance will be a suitable tool to investigate the short-range ordering in the copper-gold system.

The theory of short-range order best adapted to our problem is that of Cowley [38], who introduces a short-range order parameter for every lattice site.* Take the origin at a copper nucleus. The probability that a site with coordinates \( \xi_{mn} \) relative to this origin is also a copper nucleus is

\[
P_{\xi_{mn}} = 1 - C(1 - a_{\xi_{mn}})
\]

where \( a_{\xi_{mn}} \) is the order parameter as defined by Cowley and C is the relative Zn concentration. Cowley shows how to obtain a set of equations for \( a_i \), the value of \( a_{\xi_{mn}} \) in the \( i^{th} \) shell around the origin, for any temperature and concentration. He gives explicit results for \( a_1 \), \( a_2 \) and \( a_3 \) for Cu₃Au as a function of temperature. These agree well with experimental X-ray data. The \( a_{\xi_{mn}} \) are the coefficients in the three-dimensional Fourier series expressing short-range order "scattering power" as a function of reciprocal-lattice coordinates. In terms of Cowley's parameters \( a_1 \) and \( a_2 \) the intensity \( g_c(\nu_{max}) \) of the copper resonance in α-brass becomes

\[
g_c(\nu_{max})/g_{c,0}(\nu_{max}) = (1 - C + C a_1)^{12} (1 - C + C a_2)^6
\]

*The author is indebted to Professor H. Brooks for calling his attention to Cowley's theory.
Here the possibility that all twelve nearest and/or six next nearest neighbors are zinc has been neglected. This method can be extended in a straightforward fashion to cases where other numbers of neighbors are involved.

C.5 Non-cubic crystals

Finally a few remarks must be made about the influence of dislocations and other imperfections on the resonance in non-cubic single crystals and on pure quadrupole transitions.

An insulating non-cubic single crystal has a definite advantage over cubic samples in the study of quadrupole effects, because the central components and the satellites are well separated in frequency even in the perfect crystal. The broadening by imperfections can be analyzed for each line separately. The results obtained by Pound [19] on a single crystal of \( \text{Al}_2\text{O}_3 \) indicate that the satellites are indeed broader than the central component, and the outer pair is again broader than the inner pair of satellites. The presence of dislocations or impurities presumably causes a distribution of q-values around the single value for the perfect crystal and the influence on each component line can be analyzed in the manner indicated above. Using equation (13) and taking for \( \lambda \) in \( \text{Al}_2\text{O}_3 \) the same value as in aluminum, the density of dislocations, if these are assumed to be the cause, is estimated from Pound's recordings to be \( \approx 3 \times 10^7 \text{cm}^{-2} \).

It is not certain, however, that the broadening is only caused by a random distribution of dislocations in this non-cubic single crystal, as opposed to a previous conclusion valid for powder samples. Slightly different orientations of the axis of symmetry in various subgrains of the crystal due to dislocation walls will also produce a broadening. The magnitude of the spread in resonance frequencies caused by a distribution \( \Delta \theta \) of the angle \( \theta \) is obtained by differentiation of equation (12). A spread \( \Delta \theta \) of 0.5 degree would give the required magnitude of the broadening, which should vary as \( \sin 2 \theta \). This angular dependence is not observed experimentally, and therefore random dislocations are more likely to be the broadening agent.

In zero-field pure quadrupole spectra the presence of imperfections will cause a first-order broadening of the lines. The order of magnitude will be the same as that given by equations (13) and (15) respectively.
Pound [2] has observed such broadening due to cold work for the $^{127}$I quadrupole resonance in a molecular crystal of iodine. The $m_I = \pm \frac{5}{2} \rightarrow \pm \frac{3}{2}$ transition is broadened twice as much as the $m_I = \pm \frac{3}{2} \rightarrow \pm \frac{1}{2}$ transition.

D. Electrons

The quadrupole interaction of a nucleus with the conduction electrons does not give rise to prominent effects. In a non-cubic crystal the asymmetric charge distribution of all conduction electrons is incorporated in the distribution of all charges in the crystal to give the electric field gradient at the nucleus, and it cannot be observed separately. The asymmetric distribution of the conduction electrons near the Fermi level gives rise to an anisotropic Knight shift. The $q_F$ of only these electrons may be observed if a nucleus with a spin $I = \frac{1}{2}$ is present.

The quadrupole interaction will have a small effect on the relaxation time even in cubic crystals. An electron with a wave vector $k \neq 0$ near the Fermi level can flip the nuclear spin not only by the magnetic dipolar interaction discussed previously but also by quadrupole interaction, since it has an asymmetry in its wave function and individual electrons will contribute independently to the relaxation mechanism. As the hyperfine interaction will always have a predominantly magnetic character the reduction of $T_1$ by quadrupole interaction will be small. Nevertheless, there is some evidence from the relaxation time [16] of the isotopes Ga$^{19}$ and Ga$^{71}$ in metallic gallium and Rb$^{85}$ and Rb$^{87}$ in rubidium that quadrupole interaction contributes. The relaxation times for these isotopic pairs are not inversely proportional to the square of their gyromagnetic ratios. The relaxation time is relatively shorter for the isotopes with the larger quadrupole moment.

E. Phonons

The lattice vibrations will produce a time-varying gradient of the electric field even in cubic crystals. The thermal relaxation by quadrupole interaction in solids has been demonstrated in an unambiguous fashion by Pound [19] in a single crystal of sodium nitrate. His publication should be consulted for the elegant method of double resonance with simultaneous transitions at two different frequencies between the four unequally spaced levels of the Na$^{23}$ spin. In many ionic crystals the quadrupole relaxation
is more important than the magnetic interaction via paramagnetic imperfections. The latter is the only mechanism to give reasonable relaxation time for $I = \frac{1}{2}$. In molecular crystals large quadrupole interactions may occur which may also determine the relaxation time. The quadrupole interaction in the presence of molecular rotation or tunnelling - which motion one may wish to consider as a special type of lattice imperfection - can be treated along the same general lines as the magnetic dipole interaction in these cases. Most of the experimental work concerned with this type of thermal motion has been done for protons, for which the quadrupole interaction is of course absent. Diffusion in solids and quadrupole relaxation has already been discussed earlier in this review.

F. Excitons

No information of either theoretical or experimental nature of the quadrupole interaction around these imperfections is known to the author. It is doubtful whether they can be produced in sufficient concentration to cause observable effects.

This survey may be terminated with these concluding remarks. The influence of imperfections on nuclear magnetic resonance signals is frequently so profound that inversely the magnetic resonance may be used as a tool for the investigation of the nature of the imperfections. In general, the quadrupole effects are more pronounced than the magnetic effects. Problems which can be attacked successfully with nuclear resonance techniques include: self-diffusion, ionic diffusion, electronic structure of metals and alloys, density of bound and free carriers in semiconductors, magnetic properties of F-centers, density and distribution of dislocations, density and distribution of vacancies and interstitials, lattice deformation and electron distribution around chemical impurities, short-range order, precipitation and radiation damage. The application of nuclear resonance techniques to these fields has only just started. This review should therefore be considered as a progress report. Many new results are likely to be obtained in the near future.
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Appendix

It has been shown early in the history of nuclear magnetic relaxation [30] that the relaxation of a spin system with $2I+1$ equidistant levels has the following characteristics.

The saturation under the influence of a steady-state radio-frequency field is given by

$$\frac{\chi''}{\chi''_0} = \frac{\Delta n}{\Delta n_0} = \left[ 1 + \frac{1}{4} \gamma H_{rf}^2 T_1 g(v) \right]^{-1}$$

where $\Delta n$ is the difference in population between adjacent levels in the presence of an oscillating field with rms amplitude $H_{rf}$ and $\Delta n_0$ the difference under thermal equilibrium in the absence of the rf field. The recovery of the system to the state of thermal equilibrium after the rf field has been turned off is given by a simple exponential function with characteristic time $T_1$.

Whenever the splitting of the spin levels is non-equidistant the problem of relaxation becomes rather complicated. The steady-state condition can still be analyzed readily in terms of the population number of each level, if the establishment of spin-spin equilibrium in each level is more rapid than the spin-lattice relaxation. Pound [19] has discussed this situation for systems with quadrupole coupling and Pake [39] for the case of magnetic hyperfine splittings. The transitions between the different energy levels may have different saturation parameters. The recovery is now a rather complicated process and is not related to the steady-state saturation in the simple manner as it was for equidistant levels. In the case of quadrupole interaction in metals the recovery can be analyzed in detail. We shall describe the situation which applies to cold-worked copper ($I = \frac{3}{2}$). The external field produces transitions only between the levels $m_1 = \frac{1}{2}$ and $-\frac{1}{2}$. The relaxation process is entirely due to interaction with the conduction electrons which produces transitions between adjacent nuclear spin levels only. The transition probability per unit time between the levels $m$ and $m - 1$ is

$$w = 2\pi \gamma^2 \rho_{th}(v) (I+m)(I-m+1) = (2T_1)^{-1}(I+m)(I-m+1)$$
It is independent of the quadrupole splitting, as the conduction electrons take up any small energy balance in their kinetic energy; \( p_{in}(v) \) is constant up to very high frequencies. \( T_1 \) is the relaxation time in well-annealed copper where the levels are equidistant. The differential equations describing the relaxation processes are:

\[
\frac{dn_{3/2}}{dt} = \frac{3}{2T_1} (-n_{3/2} + n_{3/2}^0 + n_{1/2} - n_{1/2}^0) \\
\frac{dn_{1/2}}{dt} = \frac{dn_{3/2}}{dt} + \frac{2}{\lambda} \left(-n_{1/2} + n_{1/2}^0 + n_{-1/2} - n_{-1/2}^0\right) + \frac{2H_R^2}{\gamma^2} (-n_{1/2} + n_{-1/2})g(v) \\
\frac{dn_{-1/2}}{dt} = \frac{dn_{-3/2}}{dt} = \frac{dn_{1/2}}{dt} = \frac{dn_{3/2}}{dt} \\
\frac{dn_{-3/2}}{dt} = \frac{3}{2T_1} (-n_{-3/2} + n_{-3/2}^0 + n_{-1/2} - n_{-1/2}^0)
\]

The third equation could of course be written in a form symmetrical to the second, but it shows clearly the obvious relation that the total number of spins \( n_{3/2} + n_{1/2} + n_{-1/2} + n_{-3/2} \) remains constant. It is easily verified that under steady-state conditions the same saturation relation is still satisfied. Except for the small change in \( g(v) \) due to quadrupole splitting, the nuclear signal in cold-worked copper will saturate at the same power level as in annealed copper.

The recovery time after saturation of the central transition is different. For \( H_R = 0 \) the system of equations reduces to two independent linear differential equations for \( n_{1/2} - n_{-1/2} \) and \( n_{3/2} - n_{-3/2} \) with the solution

\[
n_{1/2} - n_{-1/2} = A \exp(-t/T_1) + B \exp(-6t/T_1) + n_{1/2}^0 - n_{-1/2}^0
\]

The constants \( A \) and \( B \) are determined from the initial conditions at \( t = 0 \),

\[
n_{1/2} - n_{-1/2} = 0 \quad \text{and} \quad n_{3/2} - n_{-3/2} = n_{3/2}^0 - n_{3/2}^0 - n_{1/2}^0 + n_{-1/2}^0 \quad \text{or} \quad \frac{dn}{dt} (n_{3/2} - n_{-3/2}) = 0
\]

The result is then the equation used in the text,
\[ \Delta n = \left\{ -\frac{2}{3} \exp\left(-t/T_1\right) - \frac{3}{5} \exp\left(-6t/T_1\right) + 1 \right\} \Delta n_0 \]

Pulse techniques which measure these transient effects should therefore give different results in the cold-worked material from steady-state techniques, unless the pulses are of such short duration and consequently their frequency spectra so wide that they turn all spins rather than change the magnetization of the central states \( m_1 = \frac{1}{2} \) or \(-\frac{1}{2}\) only.

If the dominant relaxation mechanism is caused by dipolar interaction between pairs of nuclear dipoles, the set of differential equations becomes non-linear and would not permit a solution in closed form. It can, however, be linearized by assuming that the population of any of the \( 2I + 1 \) levels never deviates much from \( N/(2I + 1) \). Introduce the deviation \( \Delta n_m \) and neglect products of these small quantities. In the case of quadrupole relaxation the system remains linear in the population numbers \( n \) and a solution for transients can be obtained in principle. The relation to the steady-state solution will be different in each individual case.
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