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ABSTRACT

The experimental background for the theoretical problems to be investigated is first reviewed, and then a brief sketch of the classical detection problem is included. A signal-to-noise ratio is defined, and the principle results of the study are summarized and discussed in some detail, with the important quantities in the derivation of the output signal-to-noise ratio after full-wave rectification, for input background noise of Gaussian statistics, being obtained from the correlation function for the output. The cases treated are: 1(a) a sinusoidal signal in narrow-band noise, 1(b) a narrow-band noise "signal" in a narrow-band noise background, 2(a) a sinusoidal signal in broad-band noise, 2(b) a narrow-band noise "signal" in a broad-band noise background. The half-wave and full-wave cases are compared. The important devices, the ideal clipper, linear detector, and square-law detector, are considered, and compared for the extremes of very large and very small input signal-to-noise ratios. Thus, for all varieties of input outlined above if \( p \) is the input power signal-to-noise ratio, then for very small \( p \), the output power signal-to-noise ratio, \( P \), is related to \( p \) by \( P \sim p^2 \), for all devices. For sinusoidal signals (large \( p \)) and linear and quadratic detectors, \( P \) is proportional to \( p \), whereas for the ideal clipper, \( P \sim (\ln p)^2 p \). The exact relations are summarized in Part 1, sec. 4 of this report.
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I

Introduction and Results

1. The Experimental Background

Before we consider the theoretical aspects of the problems examined here, it is necessary to review the experimental situation which serves as background for this discussion. Most of the applications of our results are of interest when applied to the problems involved in the passive detector case; i.e., the situation wherein the receiver has no control over the signal being detected, and only a certain limited amount of information about its characteristics.

We distinguish first between:

1(a) the case where the specific (fundamental) frequency of the signal, f₀, is known, if the signal is periodic,

1(b) the bandwidth, B, and mean frequency, f₀, are known, if the signal is random,

2(a) the specific (fundamental) frequency of the signal, f₀, is known to lie in a certain band of frequencies, if the signal is periodic, the exact location of f₀ being unknown,

2(b) f₀ is known to lie in a certain band of frequencies, if the signal is random, the exact location of f₀ being unknown.

In all these instances the signal is masked by noise.

In practice, case 1(a) occurs when the receiver is searching for a source which is emitting a known signal, e.g., as in certain radar, radio, underwater sound, or radio-astronomy situations. In all these cases, the
frequency is known \textit{a priori} from other considerations. However, in case 2 (a) above, we have a state of less information, where the specific frequency of the sources is not known. Spectrally, we may describe the situation schematically as in Fig. 1.

![Fig. 1. The spectrum of the input to the detector (Cases 1 (a) and 2 (a))](image)

Here, $w(f)$ is the power spectrum of the wave at the receiver’s input. The experimental situations corresponding to 1 (b) and 2 (b) may involve a detector observing an infra-red source which has an appreciable continuous spectrum in some frequency region; a water-borne sound signal of a random character, or astronomical noise from some region of the night sky, etc. In such instances we may frequently represent the random "signal" as having a spectral shape of the type shown in Fig. 2 below.

![Fig. 2. The spectrum of the input to the detector (Cases 1 (b) and 2 (b))](image)

As before, case 1 (b) is distinguished from case 2 (b) by the fact that the central frequency, $f_0$, and bandwidth, $B$, are not precisely known in the
In case 1(a) it is clear that improvement in detection results, as is well known, when a suitable narrow-band pre-detection filter is located about the frequency $f_0$, as shown in Fig. 3.

Fig. 3. An example of pre-detection filtering, case 1(a).

In this case, the narrower this filter, the greater the reduction in input noise. A similar circumstance arises in case 1(b). The appropriate pre-detection filter here has a finite bandwidth, depending on the signal structure and the character of the noise. If the noise is broad-band, then the optimum filter has a frequency response, for example, which is the conjugate image of the amplitude spectrum of the signal. If the noise lies in a band narrower than the signal, the signal spectrum being $S(f)$, and the intensity spectrum of the noise $N(f)$, then the optimum pre-detection filter, $H(f)$, will be one for which

$$H(f) = \lambda \frac{S(f)^*}{N(f)},$$

where $\lambda$ is an appropriate constant.

Therefore we have to consider the following models of the input to the detector:

1(a) a sinusoidal signal in narrow-band noise.
1(b) a narrow-band (gaussian) noise "signal" in narrow-band noise.
2(a) a sinusoidal signal in broad-band noise.
2(b) a narrow-band noise "signal" in broad-band noise.

Each of these corresponds to the detection situation previously outlined, with the appropriate pre-detection filtering. Apart from the specific situations mentioned above, it is also clear that the analysis can be applied to any prob-
lem for which these models are representative.

2. The Detection Process.

Let us now review some of the principal features of the detection process itself, as illustrated for sinusoidal input by the procedure shown in Fig. 4 below.

![Detection Process Diagram]

**Fig. 4.** A typical detection scheme for a sinusoidal signal.

The half or full-wave rectifiers are usually linear or quadratic. The scheme of Fig. 4 can be represented spectrally in the manner of Fig. 5, the fundamental frequency in the output being twice that of the input for the full-wave case. The low-frequency, low-pass filter (cf. Fig. 4) is designed to eliminate the harmonics, and admit only the direct current to

![Spectral Graphs]

**Fig. 5.** Spectrum of the output following half- or full-wave rectification for a sinusoidal input of frequency $f_0$. 
the indicator. (The spectral lines here are simply the squares of the absolute values of the Fourier components of the output.) These are obtained from a knowledge of:

1. the nature of the input
2. the character of the nonlinear device
3. the resulting output time function
4. the decomposition of the output into a Fourier series (or Fourier integral).

A similar operation is required in the more general circumstance where random processes are involved. Here, instead of a sine input, we might introduce, for example, narrow-band noise centered on \( f_0 \) into either the half- or full-wave device. The output spectrum has a zonal distribution (sec. 3, ref. 5) at harmonics of the fundamental, or twice its frequency. However, a low-pass filter removing the higher harmonic zones now includes a part of

\[
W(f) = H(f) W(f) df, \tag{2.i}
\]

\( W(f) \) represents the low-frequency continuum. The fluctuation noise power, \( N^2 \), is

\[
N^2 = \int_0^\infty |H(f)|^2 W(f) df, \tag{2.i}
\]
where \( |H(0)| = 1 \).

\[ W(f) = \text{low-frequency continuum} \]
\[ |H(f)|^2 = \text{modulus}^2 \text{ of post-detection filter} \]
\[ B_p = \text{bandwidth of low-frequency continuum} \]

**Fig. 7.** A spectrum of fluctuation noise accompanying a d-c reading after detection of an input noise wave.

Since a physically realizable filter must have finite bandwidth (or equivalently, finite response time), a portion of the low-frequency continuum is always retained in the indication, and a fluctuation noise of rms deviation \( N \) is always present in the d-c reading. Referring to Fig. 7, if the post-detection bandwidth \( f_p^* \) is very small compared to \( B_p^* \), we observe then that the low-frequency continuum is essentially constant and equal to \( W(0)_o \) over the frequency range where \( |H(f)| \) has an appreciable value. Therefore, we are justified in writing, for this case,

\[ N^2 \equiv W(0)_o \int_0^\infty |H(f)|^2 \, df. \]  \hfill (2.2)

In the equivalent rectangular (ideal) filter, where

\[ |H(f)|^2 = \begin{cases} 1 & 0 \leq f < f_p \\ 0 & f_p < f \end{cases} \]  \hfill (2.3)

*Here, the frequency at which \( W(f)_o \) is one half the maximum spectral intensity, \( W(0)_o \).*
the noise intensity is

\[ N^2 = W(0) f_p \]  \hspace{1cm} (2.4)

For a post-detection filter of a shape different from the ideal, we have

\[ N^2 = kW(0) f_p \]  \hspace{1cm} (2.5)

Basic to all these expressions is the assumption that the observation time is infinite, even though the response time of the filter may be finite. [For a more detailed discussion of the measuring process, taking into account finite averaging time, cf. forthcoming report by J. Storer and D. Middleton].

When a signal is included with the noise, and the signal is a sine wave, then in addition to the above low-frequency continuum, which represents \( \text{(noise} \times \text{noise)} \) noise components (ref. 5, sec. 3), the noise also interacts with the signal to produce \( \text{(signal} \times \text{noise)} \) noise terms which make additional contributions to the low-frequency fluctuation.

3. The Signal-to-Noise Ratio as a Detection Criterion.

Criteria may be set up, for the performance of a detection system, of the sort shown in Fig. 4. Given at the input a certain signal-to-noise ratio, we wish to determine the signal-to-noise ratio after the nonlinear operation and filtering. A useful (though limited) definition of what constitutes a signal in the output may be constructed as follows: we observe first that the nonlinear operation has converted the input into an output indication, appearing on some essentially d-c indicator. If the signal is presented as an on-off indication (and such a signal might appear at a directional receiving element when steering onto the signal source) then there is a certain increment in this d-c reading due to the presence of the signal, as compared to the reading for noise alone. (We assume here an ever-present noise background). This increment in the amplitude of the deflecting needle (or whatever indicator is used) we define as our signal (regardless of the units in which it happens to be measured). The accompanying fluctuation noise constitutes the interference at the output; its observing effect we shall indicate by an rms amplitude.

Then, letting \( F = \text{output signal-to-noise intensity ratio}, \) \( \sqrt{F} = \text{amplitude} \)
ratio, and \( (W_{d.c.})_{S+N} \), \( (W_{d.c.})_N \), and \( (N^2)_{S+N} \) be respectively the output d-c intensity with signal and noise; the output d-c intensity with noise alone; and the intensity of the fluctuation noise, we can write for the amplitude of the signal increment,

\[
S = \sqrt{(W_{d.c.})_{S+N}} - \sqrt{(W_{d.c.})_N}
\]

so that, for our (amplitude) ratio at the output:

\[
\frac{(S)}{(N)} \text{_{out}} = \sqrt{P} = \sqrt{\frac{(W_{d.c.})_{S+N}}{(W_{d.c.})_N}} - \sqrt{\frac{(N^2)_{S+N}}{(N^2)_N}} \quad (3.1)
\]

For an ideal filter, the noise admitted in post-detection, \( N_I^2 \), is from (2.4)

\[
N_I^2 = W(0) \left( f_p^I \right)
\]

where \( (f_p^I) \) refers to the bandwidth of the ideal filter as defined in equation (2.3). For a physically realizable filter of bandwidth \( (f_p^R) \) as normally defined (cf. p. 6, footnote), we see that the post-detection fluctuation noise through this filter is

\[
N_R^2 = W(0) \int_0^\infty |H(f)|^2 \, df
\]

\[
= k \cdot W(0) \left( f_p^R \right)
\]

Final results are expressed in terms of the bandwidth of the ideal filter, \( (f_p^I) \), so that a relation is desired between \( (f_p^I) \) and \( (f_p^R) \). Comparing filters which pass the same amount of fluctuation noise, we set

\[
N_I^2 = N_R^2
\]

and then

\[
(f_p^I) = k \cdot (f_p^R) \quad (3.4)
\]
For example, let us consider an RC combination as shown in Fig. 8. The function \( |H(f)|^2 \) is given by

\[
|H(f)|^2 = \left| \frac{V_c}{V} \right|^2 = \frac{\beta^2}{\beta^2 + \omega^2}, \quad \beta = \frac{1}{RC}
\]  

\[
(f_p)_R = \frac{\pi}{2\pi} = \frac{1}{2\pi RC}
\]

and

\[
(f_p)_I \int_{0}^{\infty} |H(f)|^2 df = \frac{\beta}{4} = \frac{\pi}{2} (f_p)_R
\]  

Fig. 8. Typical post-detection averaging circuit.

so that \( k = \frac{\pi}{2} \) for this actually realizable type of post-detection filtering. In all subsequent work \( f_p \) is written wherever \( (f_p)_I \) should appear, an ideal filter being assumed. As for (2.4), we accordingly write

\[
N_{S+\Sigma+N}^2 = W(0) f_p
\]

Any conversion to other filters may be accomplished with (3.4).

\[ W(f) \]

\[ (N_{\Sigma+N}^2) = W(0) f_p \]

\[ W(0) \]

\[ f_p \]

Fig. 9. Quantities determining output (S/N) ratio.

For the ideal filter, from (2.4) the output fluctuation noise is represented by the total area of the vertical, shaded strip. Thus, it is necessary to
determine the spectral intensity after detection, \( W(0) \), for all cases,

\( (W_{d.c.}) S + N \), and \( (W_{d.c.}) N \). The calculations follow the schema (1)-(4), p. 5, for the case of a purely sinusoidal signal alone, except that in step 4 we now require:

(4) the power spectrum \( W(f) \) of the output; which is most conveniently determined here from the auto-correlation function, \( R(t) \), of the rectified wave, with the aid of the well-known theorem of Weiner and Khintchine, 6,7

\[
W(f) = 4 \int_0^\infty R(t) \cos \omega t \, dt \quad ; \quad \omega = 2\pi f \tag{3.8}
\]

\[
R(t) = \int_0^\infty W(f) \cos \omega t \, df .
\]

Before the analysis can be made, we must specify the nonlinear device to be used in detection. In our treatment we assume a \( p \)-th law device; i.e., if \( x \) is the (instantaneous) input and \( y \) the corresponding (instantaneous) output, then

\[
y = \beta |x|^p \quad (\text{if} \quad x \in (-\infty, \infty)) \tag{3.9}
\]

for the full-wave device, and for the half-wave rectifier,

\[
y = \beta x^2 \quad \text{for} \quad x \geq 0 \tag{3.10}
\]

\[
y = 0 \quad \text{for} \quad x < 0 .
\]

A useful variety of devices may be represented by these relations, (3.9-10), as sketched in Fig. 10. Thus \( p = 1, 2 \) represent the familiar "linear" and quadratic detectors; very small \( p \) provides a model of rectification with saturation and large values of \( p \), the response of a crystal over a useful range. A limitation of this characterization is that an additional arbitrary parameter, representing saturation, is not included, which may make it difficult to fit to an actual dynamic response over the entire range. This, however, presents no problem in the derivation of the desired output correlation function,
Fig. 10. The general half- and full-wave \( v \)-th-law device.

(from which we obtain the various spectra and powers.)

4. Discussion of the Results

Let us now summarize the results of the present study. We have the following notation:

(1) \( p = \) input s/n power ratio
(2) \( f_F = \) pre-detection noise bandwidth
(3) \( f_P = \) post-detection filter bandwidth
(4) \( v = \) power law of the nonlinear device
(5) \( P = \) output S/N power ratio

Then, when \( p \ll 1 \) ([cf. eqs. (3.9)])

\[
\frac{2}{\pi} \left( \frac{\omega_p}{\omega_F} \right) P_{N,B} \sim Q_1(v) p^2 \quad (4.1)
\]

for both sinusoidal and narrow-band noise signals in a narrow-band noise background, where \( Q_1 \) possesses a maximum at \( v = 2 \), and is precisely represented in Fig. 12. It is assumed that the input, narrow-band noise has an "optical" (i.e. single-tuned) normalized spectrum, \( w(f) \), given by
\[ w(f) = \frac{2}{\pi} \frac{f_F}{f_F^2 + 4(f - f_o)^2} \]  

\[
\int_0^\infty w(f) \, df = 1, \quad f_o \gg \frac{b}{2\pi} .
\]

For a sine-wave in a broad-band noise background, when \( p < < 1 \), a similar law holds [cf. eqs. (10.23) and (10.24)]

\[
(\frac{2}{\pi}) \left( \frac{\omega P}{\omega_F^p} \right) P_{B.B.} \propto Q_2(v) P^2 ,
\]

where \( Q_2(v) \) has a behavior similar to \( Q_1 \), as shown in Figs. 13 and 14. The broad-band noise is described by a normalized optical spectrum:

\[
w(f)_o = \frac{4}{\pi} \frac{(f_F)_o}{(f_F)_o^2 + i^2} ,
\]

or by a normalized Gauss spectrum:

\[
w(f)_G = \frac{1}{4\alpha^2} e^{-\frac{\omega^2}{2\alpha^2}} ; \quad \alpha^2 = \frac{\ln(1/2)}{\pi} \left( \frac{f_F}{f_F}_G \right)^2 .
\]

These are the spectra covered by Figs. 13 and 14 respectively. When both broad-band spectra (4.4) and (4.5) represent the same input noise power, the following relation holds between their bandwidths:

\[
(f_F)_G = \sqrt{\pi} (f_F)_o .
\]

In both of equations (4.1) and (4.3) the striking feature to note is the modulation suppression effect, whereby the output ratio is proportional to the

*where \( f_F \) is the frequency interval between half-power points relative to max. \( w(f) \) at \( f = f_o \).

**Both \( (f_F)_G \) and \( (f_F)_o \) represent the frequency interval between the half-power point and the max. \( w(f) \) at \( f = 0 \).
square of input ratio for threshold signals.

We next ask how the output depends on the law of the detector. Examination of $v$-dependent factors shows that, for both detection schemes [1(a), 1(b)] and 2(a) the quadratic detector ($v = 2$) yields a maximum for $Q_1$ and $Q_2$. These factors exhibit the general behavior sketched in Fig. 11 (for comparison), the exact forms being given in Figs. 12-14.

$$P/p^2 = Q_1 Q_2$$

![Graph](image)

Fig. 11. Small signal variation of $P/p^2$ for various devices and detection schemes.

It is clear that $P$ depends on both $v$ and $p$. The above remarks suggest a way in which the results may conveniently be presented: we observe that the behavior of a particular $v$-th law device over the entire range of input ($s/n$) values is described if $P$ is given as a function of $p$, with $v$ as parameter. Alternatively, if it is known at the detector that the input signal has a certain value of $p$, and a device is desired which yields a suitable value of $P$ (usually the maximum), then $P$ is expressed as a function of $v$, with $p$ as parameter.

Further insight into the operation of these detection schemes for weak signals may be obtained from (4.1) and (4.3). Let us compare values of $P$ for a sinusoidal signal in broad-band noise and in narrow-band noise, when a signal of power level $c$ is received through a broad-band channel of width $(f_F)_{B.B.}$, and of a mean intensity per cycle $\mu$, defined by

$$\mu_{B.B.} = \int_{-\infty}^{\infty} \frac{w(f)}{f_p} \frac{f}{f_p} df$$

(4.7)
and when the same signal is received through a narrow-band channel of width \((f_p)_{N.B.}\), and mean intensity per cycle, \(\mu_{N.B.}\), defined by

\[
\mu_{N.B.} = \int_0^\infty w(f_{N.B.}) df/(f_{N.B.}) \quad (4.8)
\]

with the same post-detection bandwidth \(f_p\) in both cases. If the mean intensity per cycle for both noise backgrounds is the same, then the output power \((P=(S/N)^2)\) ratios in both instances are

\[
P_{N.B.} = \left[ \frac{\pi}{f_p} \left( \frac{\sigma}{\mu} \right)^2 \right] \frac{Q_1}{(f_{N.B.})_{N.B.}} \quad (4.9)
\]

and

\[
P_{B.B.} = \left[ \frac{\pi}{f_p} \left( \frac{\sigma}{\mu} \right)^2 \right] \frac{Q_2}{(f_{B.B.})_{B.B.}} \quad (4.10)
\]

where we have set

\[
\mu = \mu_{B.B.} = \mu_{N.B.} \quad (4.11)
\]

\[
P_{N.B.} = \mu (f_{N.B.})_{N.B.}
\]

\[
P_{B.B.} = \mu (f_{B.B.})_{B.B.}
\]

Therefore, the gain \(G(db)\) of \(P_{N.B.}\) over \(P_{B.B.}\) may be expressed as

\[
G = 10 \log_{10} \left[ \frac{P_{N.B.}}{P_{B.B.}} \right] = 10 \log_{10}(\frac{Q_1}{Q_2}) + 10 \log_{10}\left[ \frac{(f_p)_{B.B.}}{(f_p)_{N.B.}} \right].
\]

(4.12)

The factor \((Q_1/Q_2)\) arises from the fact that no low-frequency fluctuation noise appears at the input for narrow-band noise, as is not the case for broad-band noise. Thus, if a broad-band detection scheme were in force, but it was known that the signals did not lie in the band \(f_p\), there would be an intrinsic gain of \(10 \log_{10}(Q_1/Q_2)\) in \(P\), from the fact that this small band of noise at the input does not appear. The quantity \(Q_1/Q_2\) is plotted in Fig. 16 for a
FIG. 12a $Q_i(v) = P/p^2$ for weak input signals. Input: sinewave or narrow-band "optical" (single-tuned) noisy "signal", in narrow-band "optical" noise.
FIG 12b $10 \log_{10} Q_i(v)$; $P/P^0$ for weak input signals. Input: sine wave or narrow-band "optical" (single-tuned) noisy "signal", in narrow-band "optical" noise.
Fig. 13

$10 \log_{10} Q_2(\nu)_{opt}$

For weak input: Sinewave in broad-band "Optical" noise.
Fig. 14

$10 \log_{10} Q_2(\nu)_{\text{gauss}} = \text{COMPUTED POINTS}$

Input: sine wave in broad-band gauss noise.
FIG. 16 INTRINSIC GAIN IN $P_{\text{N.B.}}$ OVER $P_{\text{B.B.}}$
Fig. 15. Representation of weak signal detection schemes for a sine-wave in narrow-band noise as compared to broad-band noise.

At the strong signal levels, significant differences in performance for the various types of input signal (e.g., sinusoidal or noise) appear in the output signal-to-noise ratio. In the case of a sinusoidal signal in narrow-band noise, or in broad-band noise, a simple dependence on the input ratio $p$ is observed for $v > 1$: [cf. eqs. (8.12) and (10.26), (10.27)].

$$\frac{2}{\pi}(\frac{\omega_p}{\omega_f}) P_{N.B.} \approx Q_3(v) p, \text{ case } 1(a), \text{ or}$$

$$\frac{2}{\pi}(\frac{\omega_p}{\omega_f}) P_{B.B.} \approx Q_4(v) p, \text{ case } 2(a).$$

(The behavior of $Q_3(v)$, $Q_4(v)$ is sketched in Fig. 17 in much the same manner as was done for small $p$. ) However, there is a noticeable difference between what may and may not be plotted at the two extremes of input $s/n$. In the
threshold case \((p<1)\), the curves for \(Q_1\) and \(Q_2\) are only approximate, since there is actually a slight dependence on \(p\) in the true expression for \(P\), before approximation. However, this dependence on \(p\) is very slight (vanishing as \(p \to 0\)); and it does not change the general shape of the curve significantly, being easily accommodated for without changing our previous arguments. For large values of the input \((s/n)\) ratio on the other hand, no representation of \(Q_3\) and \(Q_4\) for all (large) \(p\) is possible in the range around \(\nu = 0\) (the case of extreme clipping). This follows from the fact that \(Q_3(\nu)\) and \(Q_4(\nu)\) vary as \(1/\nu^2\). Thus, in this region \((0<\nu<1)\) "separated" expressions of the types \((4.13)\) and \((4.14)\) cannot be properly written. Instead, a suitable modification of \(Q_3\) and \(Q_4\), depending on \(p\), is needed. Note from Fig. 17 that \(Q_3\) and \(Q_4\) approach the limit-curve as \(p\) becomes larger. This means that the fluctuation noise vanishes much more rapidly than the d-c increment when ideal clipping \((\nu = 0)\) is used. The limit-curves set an upper bound on \(P\) as \(p\) is made larger for the

![Fig. 17. Dependence of \(P\) on \(\nu\) for large \(p\), and a sinusoidal signal.](image)
particular device in use).

The significant difference between noise and sinusoidal inputs is brought out by the fact that (for a narrow-band noise "signal" in a narrow-band noise background, where \( p \gg 1 \)), the output power ratio \( P \) is virtually independent of \( p \), viz.,

\[
\left( \frac{\omega P}{\omega F} \right) (P_{\text{noise}})_{\text{N.B.}} = Q_5(y), \quad p \gg 1, \text{ case 1(b)}
\]  

(4.15)

The quantity \( Q_5 \) exhibits the same type of behavior as \( Q_3 \) and \( Q_4 \) in the "clipping" \((v < 1)\) and "amplifying" \((v > 1)\) regions. In the latter, \( P \) is independent of \( p \) because the input "signal" itself is a noise wave, providing most of the fluctuation noise itself (strong "signal" case), even as it also supplies most of the d-c increment. Thus, both the output signal and fluctuating background increase at the same rate for a given detector law \((v > 1)\).

For very large input signal-to-noise ratios, the ideal clipper is characterized by the greatest output signal-to-noise ratio. Over all values of input \((s/n)\), the output signal-to-noise ratio for the ideal clipper is \( \text{eq. (9.9)} \),

\[
\left( \frac{\omega P}{\omega F} \right) (P_{\text{noise}})_{\text{N.B.}} = 1.672 \left[ \ln(1 + p) \right]^2
\]

\[
\approx 1.672 p^2, \quad p \ll 1 \]  

(4.16)

It is to be noted that the characteristic \( p^2 \) dependence for weak signals is present here \((4.16)\). No such simple relation as \((4.16)\) exists for a sinusoidal signal for all values of \( p \). However, for strong signals, we have

\[
\left( \frac{\omega P}{\omega F} \right) = \left( \ln p + 0.577 \right)^2 p; \quad \text{case 1(a)}, \quad p \gg 1
\]  

(4.17)

\[
\left( \frac{\omega P}{\omega F} \right) = \frac{1}{2} \left( \ln p + 0.577 \right)^2 p; \quad \text{case 2(a)}, \quad p \gg 1
\]  

(4.18)

\[
\left( \frac{\omega P}{\omega F} \right) = \frac{1}{1.777 \pi} \left( \ln p + 0.577 \right)^2 p; \quad \text{case 2(a)}, \quad p \gg 1
\]  

(4.19)
We remark that, except for some general qualitative statements, no investigation of case 2(b) (a narrow-band noise "signal" in a background of broad-band noise) has been carried out.*

The previous discussion may be summarized in Fig. 18 opposite, the salient features of which have been remarked upon; the exact curves, Figs. 19-24 follow, with the analytical results appearing in the body of the report. (Part III, secs. 8, 9, 10).

The effect upon $P$ (the output signal-to-noise power ratio) of presenting a variety of inputs (cases 1(a) to 2(a)) to the $v$th-law devices ($v = 0, 1, 2$) at extremes of input signal-to-noise ratios, are summarized in Table 1. The quantity referred to in each case is specifically $\left(\frac{2}{\pi} \frac{\omega P}{\omega_F}\right) P$. The quantity tabulated in rows 7 and 8 respectively are $\left(\frac{2}{\pi} \frac{\omega P}{(\omega F)_0}\right) P$ and $\left(\frac{2}{\pi} \frac{\omega P}{(\omega F)_G}\right) P$. If the input noise powers from these two filters, optical and Gauss, are required to be the same for a given signal, then eq. (4.6) must be applied,

$$ (\omega_F)_G = \sqrt{\pi} (\omega_F)_0. \quad (4.20) $$

Quantities in row 8 are therefore multiplied by $\sqrt{\pi}$ if we compare $\left(\frac{2}{\pi} \frac{\omega P}{(\omega F)_0}\right) P$ in row 7 with the same quantity in row 8; e.g., a signal of a given power must be accompanied by a noise of equal power from each filter. Moreover, comparison of identical quantities at the output are required to express $\left(\frac{\omega P}{(\omega F)_0}\right) P$ for both types of spectral input.

*In this case, $P$ depends not only on $v$, but on a ratio of bandwidth of "signal" and noise.
Table 1

<table>
<thead>
<tr>
<th>Case</th>
<th>Description, Input</th>
<th>$p &lt;&lt; 1$</th>
<th>$\nu = 0$</th>
<th>$\nu = 1$</th>
<th>$\nu = 2$</th>
<th>Row</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(a)</td>
<td>Sinusoidal signal in narrow-band noise</td>
<td>$p &lt;&lt; 1$</td>
<td>$1.672 p^2$</td>
<td>$1.928 p^2$</td>
<td>$2.00 p^2$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p &gt;&gt; 1$</td>
<td>$(\ln p + 0.557)^2 p$</td>
<td>$2.00 p$</td>
<td>$\frac{P}{2}$</td>
<td>2</td>
</tr>
<tr>
<td>1(b)</td>
<td>Narrow-band noise &quot;signal&quot; in narrow-band noise</td>
<td>$p &lt;&lt; 1$</td>
<td>$1.672 p^2$</td>
<td>$1.982 p^2$</td>
<td>$2.00 p^2$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p &gt;&gt; 1$</td>
<td>$1.672 p^2$</td>
<td>$7.70$</td>
<td>$2.00$</td>
<td>4</td>
</tr>
<tr>
<td>2(a)</td>
<td>Sinusoidal signal in broad-band noise (optical spectrum)</td>
<td>$p &lt;&lt; 1$</td>
<td>$0.77 p^2$</td>
<td>$0.95 p^2$</td>
<td>$1.00 p^2$</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p &gt;&gt; 1$</td>
<td>$(\ln p + 0.577)^2 p$</td>
<td>$\frac{1}{4} p$</td>
<td>$\frac{P}{4}$</td>
<td>6</td>
</tr>
<tr>
<td>2(b)</td>
<td>Sinusoidal signal in broad-band noise (Gauss spectrum)</td>
<td>$p &lt;&lt; 1$</td>
<td>$0.32 p^2$</td>
<td>$0.446 p^2$</td>
<td>$0.48 p^2$</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p &gt;&gt; 1$</td>
<td>$(\ln p + 0.577)^2 p$</td>
<td>$\frac{4 p}{3.54 \sqrt{\pi}}$</td>
<td>$\frac{p}{3.54 \sqrt{\pi}}$</td>
<td>8</td>
</tr>
</tbody>
</table>
Fig. 18(a) Case 1(a), sine wave in narrow-band noise (cf. Fig. 19)

Fig. 18(b) Case 1(a), sine wave in narrow band noise (cf. Fig. 20)

Fig. 18(c) Case 1(b), narrow-band noise "signal" in narrow-band noise background (cf. Fig. 21)

Fig. 18(d) Case 1(b), narrow-band noise "signal" in narrow-band noise background (cf. Fig. 22)

Fig. 18. Output signal-to-noise power ratio, $P$, for the cases considered in the discussion, illustrating variations and features discussed.
FIG 13 OUTPUT (S/N) AS A FUNCTION OF INPUT (Vf) FOR VARIOUS $\nu^{th}$ LAW DEVICES. INPUT: SINUSOIDAL SIGNAL AND NARROW-BAND NOISE.

LEGEND:

- $\rho = \frac{\Delta^2}{\sigma^2}$
- $\psi = (\nu)^{\frac{1}{\nu}}$
- $\nu =$ LAW OF DEVICE
- $L = G[IX]^\nu$
- $O =$ OUTPUT
- $I =$ INPUT

LEGEND:
- *I* = LAW OF DEGREE
- *X* = INPUT
- *#* = COMPUTED POINTS
- *I* = LAW OF DEGREE
- *X* = OUTPUT

P = 0 db
P = 10 db
P = 20 db
P = -10 db
P = -15 db
P = -20 db
Fig. 21 Output (S/N) as a function of input (S/H) for various \( \nu \)th law devices. Input: narrow-band "noise" signal in narrow-band noise.
FIG. 22. OUTPUT (S/N) FOR VARIOUS INPUT (S/N), A.A. A FUNCTION OF LAW OF RECTIFIER. INPUT: NARROW-BAND "NOISE" SIGNAL IN NARROW-BAND NOISE.
FIG. 23 OUTPUT(S/N) AS A FUNCTION OF INPUT(S/N) FOR VARIOUS \(\nu\)-LAW DEVICES. INPUT: SINUSOIDAL SIGNAL IN BROAD-BAND NOISE WITH GAUSS SPECTRUM.
FIG. 24 OUTPUT(S/N) FOR VARIOUS INPUT (S/N) LEVELS, FOR A \( p \)TH LAW DEVICE. INPUT: SINUSOIDAL SIGNAL IN BROAD-BAND NOISE, GAUSS SPECTRUM.
II.

Analytical Section

5. Assumptions

The following problems are presented and solved: to find the correlation function for the output of a \( v \)-th-power-law rectifier when the input is

(i) noise alone

(ii) noise and an uncorrelated signal as described in Part I, cf. cases 1(a) - 2(b).

The conditions which the nonlinear element is to obey are

(1) the device is assumed to be frequency-independent. This is a realistic assumption for the following reasons. When the distributed reactance of the device has a negligible effect on a voltage in the frequency region under consideration, our assumption is valid \textit{ab initio}. When such is not the case, the distributed reactance may be considered as belonging to the circuits associated with the device, as a first approximation. Frequency-dependence attributable to the associated circuits may be introduced by separate consideration of the effect of all reactive networks upon the spectrum, before or after the device.

(2) the value of \( v \) is unrestricted and positive; i.e., \( v \geq 0 \) (cf. sec. 4, ref. 5.)

The conditions which the noise and signal at the input are assumed to obey are:

(1) the noise is stationary; i.e., the ensemble of possible noise waves remains invariant under an arbitrary linear time transformation.

(2) the noise belongs to a gaussian random process.

(3) the signal is stationary.

The results of this investigation are applicable to the calculation of (1) the output signal-to-noise ratio as a function of the input signal noise ratio, (as previously outlined); (2) the rms fluctuation at the output of an optimum linear-averaging element following the \( v \)-th-law device; (3) comparison between full and half-wave detection in the above two instances.
6. The Output Correlation Function

We now review briefly the problem of obtaining the correlation function of the output for a stationary wave that has been passed through a general nonlinear device (cf. sec. 5.) If the input voltage is $V$, and the output current (or voltage) is $I$, then $I$ and $V$ are related by some function,

$$I = g(V).$$

Then, if $V(t_1)$ is some function of time, and $I(t_1)$ is a corresponding function of time, the output correlation function is

$$R(t) = \langle I(t_1) I(t_2) \rangle_{t_1}$$

The ergodic theorem implies that (6.2) can be replaced by

$$R(t) = \langle \langle g(X_1) g(X_2) \rangle_{s} = \int \int g(X_1) g(X_2) W_2(X_1, X_2; t) \, dX_1 \, dX_2 \rangle \rangle_{s} \quad (6.3)$$

in the usual way, where $W_2$ is the joint probability that the voltage $V$ lies in the range $X_1$, $X_1 + dX_1$ at time $t_1$ and in the range $X_2$, $X_2 + dX_2$ at a time, $t_2$, which is $t$ later than $t_1$. For the statistical average, $\langle \rangle_{s}$, $X_1$ refers to $V(t)$ at some arbitrary time $t_1$, and $X_2$ to $V$ at a later time $t_2$; $(t_2 - t_1 = t)$. The method is now applied to the problem of noise alone. We consider first

A. Broad-band Noise:

The nonlinear device is a full-wave rectifier whose dynamic characteristic is

$$g(X) = \beta \left| X \right|^{\nu} \quad (\infty < X < \infty), \quad \nu \geq 0. \quad (6.4)$$

The input is a gaussian noise, for which $W_2$, Eq. (6.3) is

$$W_2(X_1, X_2; t) = \frac{1}{2\pi \psi(1 - r^2)^{1/2}} \exp \left[ -(X_1^2 + X_2^2 - 2rX_1X_2)/(2\psi(1 - r^2)) \right] \quad (6.5)$$

*If a process is ergodic, then the time average of a random variable is set equal (to within a set of functions of probability measure zero) to the corresponding ensemble (statistical) average of the same random variable.*
\[ \psi = \text{intensity of the noise} = V^2 \]

\[ r = r(t) = \text{auto-correlation function for the input} \quad [r(0) = 1] \]

To evaluate the integral (6.3) it is convenient to use a development of \( W_2 \) in terms of the Hermite functions (cf. Appendix A), viz.:

\[
W_2(x_1, x_2; t) = \frac{1}{\psi} \sum_{m=0} \frac{(-1)^m}{m!} r(t)^m \left\{ \phi^{(m)}(\frac{x_1}{\psi^{1/2}}) \phi^{(m)}(\frac{x_2}{\psi^{1/2}}) \right\} \quad (6.6)
\]

where \( \phi^{(m)}(v) = \frac{1}{\sqrt{2\pi}} \frac{d^m}{dv^m} e^{-\frac{v^2}{2}} = (-1)^m H_m(v) \frac{e^{-\frac{v^2}{2}}}{\sqrt{2\pi}} \), \quad (6.7)

and \( H_m(v) \) is a Hermite polynomial.\(^{11}\) Substituting (6.6) into (6.3) gives finally

\[
R(t) = 4 \sum_{m=0} \frac{[\psi r(t)]^m}{m!} h_{o,m}^2 \quad (6.8)
\]

where the amplitude functions \( h_{o,m} \) are

\[
h_{o,m} = \beta \left\{ \frac{1}{4\psi^{m+1}} \right\}^{1/2} \int_{-\infty}^{\infty} |x|^\nu \phi^{(m)}(\frac{x}{\sqrt{\psi}}) \, dx. \quad (6.9)
\]

We remark, before continuing the analysis, that many of the results can be conveniently expressed in terms of hypergeometric functions, a number of which are already tabulated. Two types which appear frequently are

\[
_{2}F_{1}(a, b; c; u) = \sum_{m=0}^{\infty} \frac{(a)_m (b)_m u^m}{(c)_m m!} \]

where \( (a)_m = a(a+1) \ldots (a+m-1) = \Gamma(a+m)/\Gamma(a) \)

and \( (a)_0 = 1 \)
Here, it is found that (6.8) can be written

$$ R(t) = C_{\nu} \cdot \, _2F_1 \left( -\frac{\nu}{2}, -\frac{\nu}{2}; \frac{1}{2}; r(t)^2 \right) \tag{6.10} $$

The constant $C_{\nu}$ appears frequently in our work. Its value is specifically

$$ C_{\nu} = \frac{(2\psi)^{\nu}}{\pi} \cdot \left\{ \beta \Gamma \left( \frac{\nu+1}{2} \right) \right\}^2. \tag{6.11} $$

B. Narrow-band Noise:

Narrow-band noise possesses correlation function of the following form, if the noise spectrum is symmetrical about some central frequency, $f_c$:

$$ r(t) = r_0(t) \cos\omega_ct. \tag{6.12} $$

We find that

$$ r(t)^{2m} = r_0(t)^{2m} \frac{(2m)!}{2^{2m}} \sum_{j=0}^{m} \epsilon_{2j} \cos 2j\omega_ct \frac{\cos 2j\omega_ct}{(m+j)! (m-j)!}. \tag{6.13} $$

Here, $\epsilon_{2j}$ factor is one for $j = 0$, and two for all other indices. A useful identity here is

$$ \frac{(2m)!}{2^{2m}} = m! \left( \frac{1}{2} \right)_m. \tag{6.14} $$

When (6.13) is substituted into (6.10), and all contributions to the $\cos 2j\omega_ct$ terms are collected, we obtain for the correlation function after full-wave rectification of narrow-band noise

$$ R(t) = \sum_{j=0}^{\infty} R_{2j}. \tag{6.15a} $$
with

\[ R_{2j} = C_v \sum_{k=j}^{\infty} \frac{(-\nu)^2 k r_o(t)^{2k}}{(k-j)!(k+j+1)!} \cos 2j\omega_c t . \]  

(6.15b)

Here \( R_{2j} \) is the contribution to the \( 2j \)'th spectral zone. The expression (6.15) is identical with the even-zone parts of the correlation function when a half-wave rectifier is employed. (Cf. ref. 5, page 481.)* After some manipulation, we obtain finally

\[ R_{2j} = C_v \sum_{k=j}^{\infty} \frac{(-\nu)^2 r_o(t)^{2j}}{(2j)!} \cos 2j\omega_c t \quad _2F_1(j, -\nu, j+1; r_o(t)^2) \]

\[ j = 0, 1, 2, \ldots \]  

(6.16)

Since \( (C_v)_{\text{full-wave}} = 4 (C_v)_{\text{half-wave}} \), the only difference for the even-zones outputs in the two types of rectification is that

\[ \left[ R(t)_{2j} \right]_{\text{full-wave}} = 4 \left[ R(t)_{2j} \right]_{\text{half-wave}} . \]  

(6.17)

For the low-frequency continuum, \( j = 0 \), the correlation function for a narrow-band noise output alone is simply

\[ R(t)_o = C_v \cdot _2F_1(-\nu, -\nu; 1; r_o(t)^2) . \]  

(6.18)

Cf. Eq. (6.11), ref. (5).

7. Characteristic-Function Method

A. Output Correlation Function: Transforms

A technically more convenient approach is the so-called "characteristic-function method," which may be applied to both classes (1) and (2) of input, discussed in section 2. Consider first the general half-wave device,

*Even zones appear in the random noise case for the same reason as they do in the simple sinusoidal input case; a Fourier analysis of the output has for its fundamental frequency twice the fundamental of the input.*
in which \( g(X) \) exists only for positive \( X \), and
\[
g(X) = 0 , \quad X < 0 . \tag{7.1}
\]
The transformed characteristic is then defined as:
\[
f(i\xi) = \int_0^\infty g(X) e^{-X} dX , \quad \text{Im}(\xi) < 0 . \tag{7.2}
\]
Assume that \( g(X) \) does not diverge* faster than \( e^{\gamma X} \), where \( \gamma \) is some positive constant. Equation (7.2) is simply a Laplace transform in the \( z = i\xi \)-plane. Thus, the following transform representation of \( g(X) \) is obtained:
\[
g(X) = \frac{1}{2\pi} \int_C f(i\xi) e^{i\xi X} d\xi , \quad \text{Im}(\xi) < 0 . \tag{7.3}
\]
where \( C \) is a contour along the real \( \xi \)-axis, with an indentation downward around zero to avoid a possible singularity, for \( \gamma \) equal to zero. If \( \gamma \) is not zero, then the contour would have to be shifted down along the imaginary \( \xi \)-axis an amount \(-\gamma\). For the devices we consider, any contour arbitrarily close to the real \( \xi \)-axis is satisfactory.

![Fig. 25. The contour for evaluating \( g \) in the \( \xi \)-plane.](image)

A canonical form for \( R \) is obtained:
\[
R(t) = \frac{1}{4\pi^2} \int_{C_1} d\xi_1 \int_{C_2} d\xi_2 f(i\xi_1) f(i\xi_2) F_2(\xi_1, \xi_2; t) \tag{7.4}
\]

*This is physically quite reasonable, and perhaps even too strong a condition, since most electronic devices saturate at some input level, \( X_0 \), and for \( X > X_0 \), \( g \) usually remains constant or goes to zero.
where \( F(\xi_1, \xi_2; t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_2(x_1, x_2; t) e^{i(\xi_1 x_1 + \xi_2 x_2)} \, dx_1 \, dx_2 \). \hspace{1cm} (7.5)

Here, \( F_2 \) is the characteristic function of the probability distribution, \( W_2 \), i.e., its Fourier transform, which possesses convenient properties for our work, as will be seen.

The full-wave case now can be obtained by a generalization of the half-wave case. The most general type of full-wave response may be expressed as the sum of an even and an odd part:

\[
g(x) = g_e(x) + g_o(x)
\]

with the properties

\[
g_e(x) = g_e(-x),
g_o(x) = -g_o(-x).
\]

Consider first the even part. This is a function which is symmetric about the \( g \)-axis. Treating the positive and negative halves of \( g(x) \) as being half-wave devices, we may write:

\[
g_e(x) = g'_e(x) + g''_e(x)
\]

where

\[
g'_e(x) = \frac{1}{2\pi} \int_C f_e(i\xi) e^{i\xi x} \, d\xi
\]

\[
g''_e(x) = \frac{1}{2\pi} \int_C f_e(i\xi) e^{i\xi (-x)} \, d\xi.
\]

It is immediately obvious that \( g''_e(x) = g'_e(-x) \). That is, the first contour integral vanishes for \( x < 0 \), and takes on the values of \( g_e(x) \) for \( x > 0 \), while the second contour integral vanishes for \( x > 0 \), and takes on the values of \( g_e(-x) \) for \( x < 0 \). Similar considerations applied to the odd part of \( g(x) \) result in the relations:
Therefore, in general, we have

\[ g(X) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f_o(i\xi) \cos \xi X \, d\xi + \frac{i}{2\pi} \int_{-\infty}^{\infty} f_o(i\xi) \sin \xi X \, d\xi \]  

(7.6)

\[ g(X) \] we specialize in this report to \( g_e(X) \), \( (g_o = 0) \), so that \( g \) becomes

\[ g(X) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(i\xi) \cos \xi X \, d\xi . \]  

(7.7)

The output correlation-function after full-wave rectification thus is seen to be,

\[ R(t) = \frac{1}{4\pi^2} \int_{C_1} d\xi_1 \int_{C_2} d\xi_2 \int f(i\xi_1) f(i\xi_2) \Phi_2(\xi_1, \xi_2; t) \]  

(7.8)

where

\[ \Phi_2(\xi_1, \xi_2; t) = \int_{\infty}^{\infty} 2 [ \cos (\xi_1 X_1 + \xi_2 X_2) + \cos (\xi_1 X_1 - \xi_2 X_2) ] W_2(X_1, X_2; t) \, dX_1 \, dX_2 . \]

Recalling the definition of the characteristic function (7.5) we easily see that

\[ \Phi_2(\xi_1, \xi_2; t) = F_2(\xi_1, \xi_2; t) + F_2(-\xi_1, -\xi_2; t) + F_2(\xi_1, -\xi_2; t) + F_2(-\xi_1, \xi_2; t) . \]  

(7.9)
Here the first two terms are equal, as are the last two, so that
\[ \phi_2(\xi_1, \xi_2; t) = 2 \left[ \Phi_2(\xi_1, \xi_2; t) + \Phi_2(-\xi_1, -\xi_2; t) \right]. \] (7.10)

For example, for normal random noise we recall that
\[ \Phi_2(\xi_1, \xi_2; t) = \exp \left[ -\frac{t}{2} (\xi_1^2 + \xi_2^2) + 2 \xi_1 \xi_2 \right]. \] (7.11)

If the input is a sinusoidal signal, we find that
\[ \Phi_2(\xi_1, \xi_2; t) = \sum_{m=0}^{\infty} (-1)^m \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(i \xi_1) f(i \xi_2) \left[ \Phi_2(\xi_1, \xi_2; t) + \Phi_2(-\xi_1, -\xi_2; t) \right]. \] (7.12)

the amplitude of the signal being \( A_o \), and \( f_0 \) its frequency. In (7.12) we observe that
\[ J_m(-u) = (-1)^m J_m(u), \]
so that (7.10) applies for a sinusoid, as well as noise. Accordingly, in the present cases we can write finally
\[ R(t) = \frac{1}{2\pi} \int_{\xi_1}^{\xi_2} \int_{\xi_2}^{\xi_1} f(i \xi_1) f(i \xi_2) \left[ \Phi_2(\xi_1, \xi_2; t) + \Phi_2(-\xi_1, -\xi_2; t) \right]. \] (7.13)

**B. Broad-band Noise**

Here we obtain from (7.11) for (7.13)
\[ \Phi_2(\xi_1, \xi_2; t) + \Phi_2(-\xi_1, -\xi_2; t) = 2 \exp \left[ -\frac{t}{2} (\xi_1^2 + \xi_2^2) \right] \cosh [\psi \xi_1 \xi_2 \tau(t)]. \] (7.14)

If the hyperbolic cosine is expanded in a power series, and the results substituted into (7.13) there results
\[ R(t) = 4 \sum_{n=0}^{\infty} \frac{[\psi \tau(t)]^{2n}}{(2n)!} b_{n,2n}^2. \] (7.15)

*For symmetrical distributions only.*
And in particular

\[ h_{0,2n} = \frac{1}{2\pi} \int_C f(i\xi) \xi^{2n} \xi^{-2} d\xi. \quad (7.16) \]

The relation (7.15) which follows from the characteristic-function method is seen to be formally identical with (6.8), with \( m = 2n \). In the direct method of sec. 6 the terms for odd \( m \) are eliminated (cf. Appendix I), so that the formal identity between the two methods is complete. The expression (7.16) for \( h_{0,2n} \) occurs in \( R(t) \) when the half-wave \( \nu \)th-law detector is investigated. The only difference between the full- and half-wave responses lies in the fact that the odd terms \( h_{0,2n+1} \) are missing in the full-wave operation, and the full-wave expression for \( R(t) \) is multiplied by an additional factor 4. (The integrals \( h_{0,2n} \) may be evaluated by the method shown in Appendix E.) The case of narrow-band noise input alone has been previously treated in sec. 6B.

C. Sinusoidal Signal and Broad-band Noise

It is well known that the characteristic function of the sum of independent variables is equal to the product of the characteristic functions of each of the variables. Thus, if the input to a nonlinear device is a sum of two independent voltages (e.g., sinusoid and noise) we may write

\[ F_2(\xi_1, \xi_2; t)_{s+n} = F_2(\xi_1, \xi_2; t)_s F_2(\xi_1, \xi_2; t)_n, \quad (7.17) \]

where the subscripts \( s \) and \( n \) refer respectively to signal and noise. With the help of (7.11) and (7.12) \( R \) may be expressed as

\[ R(t) = 2 \sum_{m,n=0}^{\infty} s_m \left[ (-1)^{m+n+1} \right] \frac{\psi(t)}{n!} H_{mn}^2 \cos m\omega_0 t, \quad (7.18) \]

where \( H_{mn} \) is the amplitude function.
\[ H_{mn} = \frac{i}{2\pi} \int_0^\infty f(i\xi) \xi^{m+n} J_m(A_0 \xi) e^{-\frac{\psi^2}{2}} e^{-\frac{\xi^2}{2}} d\xi. \]  

(7.19)

Note for \( m=0 \), and \( A_0 \to 0 \) that \( H_{on} \) reduces to our previous integrals, \( h_{o,n} \), so that

\[ \lim_{A_0 \to 0} H_{on} = h_{o,n} \]  

(7.20)

and

\[ \lim_{A_0 \to 0} H_{mn} = 0; \quad m \neq 0. \]  

since \( J_m(A_0 \xi) \) vanishes as \( A_0 \to 0 \). As expected for vanishing signal (7.18) reduces to precisely the expression (7.15) for noise alone. The first half of the sum (7.18), containing the factor \((-1)^{m+n}\), is exactly the half-wave expression for a sinusoidal signal in noise. The second half of the sum, (that containing the term 1) removes terms for which \( m + n = 2\ell + 1 \). Then \( R \) may be simply written:

\[ R(t) = 4 \sum_{m+n=2\ell} [\frac{mH^2_{mn}}{n}] [\psi r(t)]^n \cos m\omega_0 t. \]  

(7.21)

D. Remarks on \((sXn)\) Noise Terms

Before examining the complete expression which arises from (7.21) for the \( v \)th-law device, we present a short discussion of (7.18). First, examination of \( H_{mn} \) reveals that the integral (7.19) represents a (signal-device-noise) interaction term, in matrix form: \( (m!f!n) \), corresponding to the signal statistics \( [J_m(A_0 \xi)] \), the device \( f(i\xi) \), and the noise statistics \( \xi^n \exp\left(-\frac{\psi^2}{2}\right) \); \( m \) and \( n \) referring formally to statistical "states" of the signal and noise. Since \( H_{mn} \) depends on \( A_0 \) and \( \psi \), as the input signal-to-noise power ratio

\[ P = \frac{A_0^2}{\Sigma_0}. \]  

(7.22)
changes, so $H_{mn}$ is sensitive to this variation. Each state inside $H_{mn}$ is associated with a time-dependent term outside of the integral, specified by the same state number.

The d.c. term in (7.21) is represented by $H_{oo}$, since $(0 |f| 0)$ is the only term associated with a constant in the time-dependent terms. Thus, it is immediately seen that

$$\langle W_{d.c.} \rangle_S - N = 4H_{oo}^2 (7.23)$$

represents the d.c. intensity at the output, with signal and noise as input. Since $\langle W_{d.c.} \rangle_N = \lim_{s \to 0} \langle W_{d.c.} \rangle_S + N$, from (7.20), the d.c. intensity for noise alone is:

$$\langle W_{d.c.} \rangle_N = 4h_{oo}^2 (7.24)$$

The d.c. voltage increment, or output signal, is then

$$S_{out} = 2[H_{oo} - h_{oo}] . (7.25)$$

Note that the output signal increment is independent of the narrow- or broad-band structure of the noise. The only difference between $P$ for the two cases 1(b) and 2(b) arises from the fluctuation-noise in the output. The low-frequency continuum at $f = 0$ is from Eq. (3.8)

$$W(0) = 4 \int_0^\infty F(t) dt, \quad (7.26)$$

where $R'$ is that part of the correlation function yielding $(x x)n$, $(n x)n$ terms only (exclusive of d.c.), (7.26) depends upon integrals of the form

$$T_{mn} = \int_0^\infty r(t)^n \cos \omega t \ dt . \quad (7.27)$$

The value of (7.27) depends, of course, on whether or not the noise is broad- or narrow-band.
If $N^2$ represents the intensity of the noise fluctuations (low frequency output), from (7.21) we get

$$N^2 = 16 \frac{1}{p} \sum_{m+n=2, \ell}^\infty \epsilon_m \left[ \frac{H_{mn}}{n!} \right] \psi^n T_{mn}$$

(7.28)

and the output signal-to-noise (power) ratio is given by $P = (S/N)^2$:

$$P = \frac{\left( \frac{\omega_F}{\omega} \frac{1}{\pi} \right)}{\psi} \sum_{m+n=2, \ell}^\infty \epsilon_m \left[ \frac{H_{mn}}{n!} \right] \psi^n T_{mn}$$

(7.29)

Equation (7.29) indicates the manner in which $P$ depends on the $H_{mn}$ matrix and the $T_{mn}$ "band-structure" factor. If $A_o << \sqrt{\psi}$, a case of interest to use here, Eq. (7.29) simplifies somewhat to

$$P \approx \frac{2\omega_F}{\pi \omega \psi} h_0^2 \sum_{m+n=2, \ell}^\infty \frac{\epsilon_m \psi^n T_{mn}}{n!(m!)}$$

(7.30)

Equation (7.30) is convenient for calculating $P$, when the amplitude function $h_0, 2\ell$ are known.

If a $v$th-law device is assumed, $H_{mn}$ can be obtained (ref. 1, Eq. A. 3.14), so that the total $R$ may be finally expressed as the following,

$$R(t) = C \Gamma \left( \frac{v}{2} + 1 \right)^2 \sum_{m+n=2, \ell}^\infty \frac{\epsilon_m \psi^n T_{mn}}{n!(m!)^2} \left[ z(t)^n \cos m \omega \right]$$

(7.31)

Here $F_1 \left( \frac{v}{2}; m + 1; -p \right)$ is the confluent-hypergeometric function [cf. (6.9) et seq.]. The separation of the important terms in (7.21) to obtain

$$W(0) = 4 \int_0^\infty R'(t) \, dt$$

is carried out in Part III.
E. Sinusoidal Signal and Narrow-band Noise

For narrow-band noise, the above formalism is not convenient. Such a noise wave, having a symmetrical spectral distribution about a frequency \( f_c \), possesses a normalized auto-correlation function which can be written

\[
r(t) = r_0(t) \cos \omega_c t .
\]

Let \( f_c \) be set equal to the signal frequency, \( f_o \). Then the characteristic-function needed in the canonical form, (7.13) is:

\[
\hat{r}_2(\xi_1, \xi_2; \tau) / 2 = \sum_{m,q=0}^{m+q=2\ell} (-1)^{m+q} [I_m(\xi_1) J_m(\xi_2)] [J_m(A_o \xi_1) J_m(A_o \xi_2)] \\
\times [I_q(\psi \xi_1, \xi_2)] [(\cos m \omega_o \tau)(\cos q \omega_o \tau)].
\]

[In deriving (7.32) we have used the relation

\[
e^{-z \cos \theta} = \sum_q (-1)^q I_q(z) \cos q \theta
\]

where \( I_q \) is a modified Bessel-function.] When (7.32) is substituted into (7.13), and \( I_q \) is expanded in the series

\[
I_q = I_{2\ell} \mathrm{e}_m(z) = \sum_{n=0}^{\infty} \frac{(z/2)^{2\ell-m+2n}}{(n!)(2\ell-m+n)!}
\]

the following characteristic zonal structure appears:

\[
\bar{R}(t) = \sum_{\ell=0}^{\infty} R_{2\ell}(t) ,
\]

with
\[ R_{2e}(t) = 4 \cos 2\omega_0 t \sum_{m,n=0}^{\infty} \frac{s_m [H_m,|m-2\xi|+2n]}{n! (n+|m-2\xi|)!} \left[ \frac{\psi}{Z} r_0(t) \right]^{2n+|m-2\xi|} \]  

(7.33)

where \( H_m,|2n+|m-2\xi| \) has its previous significance. The low-frequency zone, \( \xi = 0 \), is of greatest interest here; we find that

\[ R(t)_0 = 4 \sum_{m,n=0}^{\infty} \frac{(H_m)^2}{n! (m+n)!} \left[ \frac{\psi}{Z} r_0(t) \right]^{2n+m} . \]  

(7.34)

For the vth-law device, \( H_m,2m+n \) has been evaluated, so that we can write explicitly

\[ R(t)_0 = 4 \sum_{m,n=0}^{\infty} \frac{(H_m)^2}{n! (m+n)!} (m!)^2 \frac{(m+n)!}{(m+n)!} \psi^m r_0(t)^{2n+m} . \]  

(7.35)

#### F Two Uncorrelated Broad-band Noise Waves

If the "signal" noise presented to the nonlinear device be indicated \( n' \) and the background noise is denoted by \( n \), then for an input which is the sum of these two statistically independent noise waves, we have directly

\[ F_2(\xi_1, \xi_2; t)_{n'+n} = F_2(\xi_1, \xi_2; t)_n, F_2(\xi_1, \xi_2; t)_n . \]  

(7.36)

For gaussian noise this becomes

\[ F_2(\xi_1, \xi_2; t)_{n'+n} = \exp \left[ -\frac{\psi_T}{2} (\xi_1^2 + \xi_2^2) \right] \exp \left[ -[\psi r(t) + \psi' r'(t)] \xi_1 \xi_2 \right] \]  

where \( \psi_T = \psi + \psi' = \psi (1+p) \)  

(7.37)

and the input (power) signal-to-noise ratio is

\[ p = \frac{\psi'}{\psi} . \]  

(7.38)

The expression \( \psi_T \) may replace \( \psi \) everywhere in the expression for
noise alone. We have, therefore,

\[ R(t) = 4 \sum_{n=0}^{\infty} \left[ \psi r(t) + \psi' r'(t) \right]^{2n} \frac{h_{o,2n}^2}{(2n)!} \]  

(7.39)

where \( h_{o,2n} \) now contains the factor \( \psi_T \). For case (b) where both signal and noise have the same spectral shape, e.g., \( r(t) = r'(t) \), we get at once

\[ R(t) = 4 \sum_{n=0}^{\infty} \left[ \psi_T r(t) \right]^{2n} \frac{(h_{o,2n})^2}{(2n)!} \]  

(7.40)

which, as expected, is precisely the expression obtained for noise alone through \( g(V) \), [except, of course, that \( \psi_T \) is \( \psi_T \)]. Then we can write also

\[ R(t) = C_{v,p} F_1 \left( \frac{-v}{2}, -\frac{v}{2}; \frac{1}{2}; r(t)^2 \right) \]  

(7.41a)

where

\[ C_{v,p} = C_v (1+p)^v. \]  

(7.41b)

Where the spectra of this input noise wave have shapes [case 2(b)], then

\[ R(t) = C_{v,p} F_1 \left( \frac{-v}{2}, -\frac{v}{2}; \frac{1}{2}; \left[ \frac{r(t) + pr'(t)}{1 + p} \right]^2 \right) \]  

(7.42)

which, computationally, is rather an involved expression.

G. Two Uncorrelated Narrow-band Noise Waves

Here \( R(t) \) is identical with the correlation function for noise alone, except that \( C_v \) is replaced by \( C_{v,p} \), as we have shown above. The zonal structure for two, narrow-band noise voltages after rectification, one of which is the "signal", the other of which is the "noise" (and both of which possess identical spectra), appears in the same way, except for the \( p \)-dependent multiplier \( (C_{v,p}) \). Therefore, for the low-frequency zone, we get

\[ R(t) = C_{v,p} F_1 \left( \frac{-v}{2}, -\frac{v}{2}; 1; r_o(t)^2 \right) \]  

(7.43)
When the noise spectra are different, though still centered about the same spectral frequency $f_0$, we get, corresponding to (7.42),

$$R(t)_0 = C_{\nu, p} z^2 \text{F}_1 \left( \frac{-\nu}{2}, -\nu; \frac{1}{2} \right; \left[ \frac{r_0(t) + r(t)}{1 + p} \right]^2 \right) \quad (7.44)$$

III.

The Output Signal-to-Noise Ratio

8. Sinusoidal Signal in Narrow-band Noise

Using expression (7.35) for the low-frequency correlation function $R(t)$ we find that the d-c terms constituting the signal are

$$\begin{align*}
(W_{\text{d.c.}})_{s+n} &= C_{\nu} \text{F}_1 \left( \frac{-\nu}{2}; \frac{1}{2} \right; -p) \quad (8.1) \\
(W_{\text{d.c.}})_{N} &= C_{\nu} \quad (8.2)
\end{align*}$$

Therefore, the d-c signal increment $S$ is

$$S = \sqrt{C_{\nu} \left[ \text{F}_1 \left( \frac{-\nu}{2}; \frac{1}{2} \right; -p \right] - 1} \quad (8.3)$$

The fluctuation noise power, $N^2$, on the other hand, is given by

$$N^2 = 4C_{\nu, p} \cdot \sum_{m,n \neq 0} \frac{e^{m} \left( \frac{-\nu}{2} \right) \text{F}_1 \left( m+n+\frac{\nu}{2}; m+n+\frac{1}{2}; -p \right)}{n! (m+n)! (m!)^2} \cdot \int_{0}^{\infty} r_0(t)^{2n+m} dt \quad (8.4)$$

and the d-c term, $m,n=0$ is excluded. If the pre-detection filter is a simple narrow-band RLC-tuned circuit, as shown in Fig. 26, then the correlation function of the input noise is given by

$$r(t) = r_0(t) \cos \omega t$$

with

$$\omega = \frac{1}{\sqrt{LC}}, \quad F = \frac{R}{2L}, \quad \omega >> F$$
and

$$r_o(t) = e^{-\omega_F |t|}$$

(8.5)

PRE-DETECTION DETECTION POST-DETECTION

Fig. 26. Narrow-band noise and block diagram of detection system.

Writing \( P_{s+n} = (S/N)^2 \), we have

$$\left( \frac{2 \omega_p}{\pi \omega_F} \right) P_{s+n} = \frac{H(p)}{G(p)}$$

(8.6a)

where

$$H(p) = \left( {}_1 F_1 \left( -\frac{\nu}{2}; 1; -p \right) - 1 \right)^2$$

(8.6b)

$$G(p) = \sum_{m+n \neq 0} \frac{m! \left( -\frac{\nu}{2} \right)^2 \left( m+n-\frac{\nu}{2} ; m+1 ; -p \right)^2 p^n}{n! (m!)^2 (m+n)! (2n+m)}$$

(8.6c)

Since \( G(p) \) is a rather complicated function, various approximations have been developed for the extreme cases of weak and strong input signals \( (p^2 \ll 1, p^2 \gg 1) \).

A. Weak Signals

An approximation for \( G \) is developed in Appendix G for very small values of \( p \), leading to an expression of the form

$$G(p) \approx g_0(\nu) + g_1(\nu) p + g_2(\nu) p^2$$

(8.7)

From the general expression for \( \left( {}_1 F_1 \right) \), a corresponding approximation for \( H(p) \) is:
Accordingly, \( P \) can be written

\[
\left( \frac{2}{\pi} \frac{\omega P}{\omega_F} \right) P_{s+n} = M_1(\nu, p) Q_1(\nu) p^2 \quad (p^2 \ll 1)
\]  

(8.9a)

where

\[
Q_1 = \frac{\nu^2}{4g_o(\nu)}
\]  

(8.9b)

is the function previously discussed (sec. 4), and \( M_1(\nu, p) \) is a function which slightly modifies the shape of \( Q_1 \), according to the value of \( p \). Thus, we have explicitly

\[
M_1(\nu, p) = \left[ 1 + \left( \frac{\nu}{2} - 1 \right) p + \frac{1}{4} \left( \frac{\nu}{2} - 1 \right) p^2 \right]
\]  

\[
\left( \frac{1}{\nu} \frac{g_1(\nu)}{g_o(\nu)} \nu + \frac{g_2(\nu)}{g_o(\nu)} \nu^2 \right)
\]  

(5.10)

This function is plotted in Fig. 27. Note that as \( p \) increases, the function \( M_1 \) becomes sharper around \( 0 < \nu < 2 \), and thereby tends to damp out the slight maximum due to \( Q_1(\nu) \). For extremely small \( p \), \( M(\nu, p) \) approaches unity, so that (8.9) becomes simply

\[
\left( \frac{2}{\pi} \frac{\omega P}{\omega_F} \right) P_{s+n} = Q_1(\nu) p^2 \quad (p^2 \rightarrow 0)
\]  

(8.10a)

which is exactly the expression (4.1) discussed in sec. 4E. The denominator of \( Q_1 \) contains an important term, \( g_o(\nu) \), which is:

\[
g_o(\nu) = \frac{1}{2} \sum_{n=1}^{\infty} \frac{(-\nu^2/n^2)}{(n!)^{2/n}}
\]  

(8.11)

The function \( \Omega_1 \) is plotted in Figs. 12(a) and 12(b), respectively, with a db and direct numerical scale. Figure 12(a) is the same as Fig. (4.1) ref. 13, extended from \( 0 < \nu < 1 \).
B. Strong Signal

In Appendix D the value of $P_{s+n}$ is shown for large $P$ to be:

$$
\frac{2}{\pi} \frac{\omega P}{\omega_F} P_{s+n} = \frac{2}{\nu^2} \left\{ \frac{L(\nu)^2 + \left( \frac{\nu}{2} \right)^2 L(\nu) P^{-1}}{1 + \frac{\nu^2}{4} \left( \frac{\nu}{2} - 5\nu - 1 \right) P^{-1}} \right\} \quad (8.12)
$$

$$
L(\nu) = \left[ 1 + p \left( \frac{\nu}{2} + 1 \right) \right]
$$

This has the form $Q_3(\nu)$, where $Q_3$ is described in sec. 4.

C. The Ideal Clipper

For this case $\nu = 0$, and when $p$ is large, such a device possesses the greatest output signal-to-noise. From Appendix D we get

$$
\frac{2}{\pi} \frac{\omega P}{\omega_F} P_{s+n} = p^2 \ln \left( \frac{p + 0.577}{2} \right) \quad (8.13)
$$

This last expression gives the departure from the simple dependence on $p$ discussed in sec. 4.

D. Summary

Thus, from the approximation (8.9) for small $p$, from the exact expressions (8.6) for immediate values of $p$, and from (8.12) for large $p$, we obtain the entire dependence of $P_{s+n}$ upon the input signal-to-noise ratio for various $\nu$th-law devices, as is shown in Fig. 19. If we are interested in $P_{s+n}$ as a function of $\nu$, with $p$ as a parameter, then the variation shown in Fig. 20 is presented.

9. Narrow-band "Noise"-Signal in Narrow-band Noise

Analogous to sec. 8 we find from (7.43) the low-frequency correlation function $R(t)$, that the d-c terms appearing in the output signal indication are:

$$
\langle W_{d,c.}^* \rangle'N^{'i}N = C_\nu (1 + p)^2 \quad (9.1a)
$$
so that the d-c increment is

\[ S = \sqrt{C_v} \left[ (1 + p)^{\frac{\nu}{2}} - 1 \right]. \]  

(9.2)

The fluctuation noise intensity \( N^2 \) is

\[ N^2 = C_v (1 + p)^\nu \cdot I_\nu, \]  

(9.3)

where \( I_\nu \) is an integral obtained from \( R(t) \), using the same correlation functions (8.5) for the narrow-band noise as were used in sec. 8: viz.,

\[ I_\nu = \frac{2}{\pi} \frac{w_p}{\omega_F} \int_0^\infty \left[ {}_2 F_1 \left( -\frac{\nu}{2}, -\frac{\nu}{2}; 1; e^{-2\omega F t} \right) - 1 \right] dt, \]

\[ = \left( \frac{2}{\pi} \frac{w_p}{\omega_F} \right) g_0(\nu). \]  

(9.4)

[The function \( g_0(\nu) \) has been previously defined in (8.11).] We have therefore

\[ \left( \frac{2}{\pi} \frac{w_p}{\omega_F} \right) P_{n+t+n} = \left[ \frac{1}{g_0(\nu)} \right] \left[ 1 - (1 + p)^{-\frac{\nu}{2}} \right]^2. \]  

(9.5)

A. Weak Signals

For small values of \( p \) we get

\[ \left( \frac{2}{\pi} \frac{w_p}{\omega_F} \right) P_{n+t+n} \pm \left[ \frac{\nu^2}{4g_0(\nu)} \right] p^2 = Q_1(\nu) p^2, \]  

(9.6)

which is identical with eq. (8.10a) for a sinusoid in noise. Thus, for \( p < \ll 1 \), we can write

\[ P_{n+t+n} = P_{s+n}^2. \]
B. Strong Signals

At the other extreme \( p^2 \gg 1 \) it is seen from (9.5) that

\[
\lim_{v>1, p \to \infty} [1 - (1 + p)^{-2}]^2 = 1
\]

so that for very large input ratios \( p \approx 20 \text{ db} \) and \( v > 1 \), \( P_{n'+n} \) is essentially independent of \( p \) and approaches

\[
\left( \frac{2 \omega P}{\omega F} \right) P_{n'+n} \approx 1/g_0(v) = Q_5(v)
\]

as was discussed in sec. 4. \( Q_5 \) is plotted in Fig. 28.

C. The Ideal Clipper

For the case of the ideal clipper \( (v = 0) \), we have

\[
\left( \frac{2 \omega P}{\omega F} \right) P_{n'+n} = \rho^2 Q_1(0) M_2(0, p)
\]

\[Q_1(0) = 1.6715\]

\[M_2(0, p) = 1.\]

Thus,

\[
\left( \frac{2 \omega P}{\omega F} \right) P_{n'+n} = 1.6715 \left[ \ln(1 + p) \right]^2.
\]

D. Summary

The dependence of \( P_{n'+n} \) on \( p \) for a particular device is plotted over the entire range of values of \( p \), with \( v \) as a parameter: for small \( p \), with the help of the approximation (9.6); intermediate \( p \) from the exact expression (9.5), and large \( p \), from the approximation (9.8). The complete functional dependence is shown in Fig. 21.

We may investigate the dependence of \( P_{n'+n} \) on \( v \), more thoroughly for this case \( l(b) \) than for case \( l(a) \) sec. 8A, since (9.5) is more
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Fig. 29 $M_2$ as a function of $\mu \cdot \frac{1}{2} \ln (1+p)$, describing the effect of input ($v/n$) on $Q_i(v)$. 
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amenable to exact treatment than (8.6a).

Let us define a new variable \( \rho \) such that:

\[
p = \ln (1 + p)
\]

then the exact expression for \( P_{n'+n} \) (9.5) can be re-expressed as

\[
\left( \frac{2}{\pi} \frac{wP}{wF} \right) P_{n'+n} = \rho^2 Q_1 (v) M_2 (v, p),
\]

where

\[
M_2 (v, p) = \left( e^{\frac{v}{2}} - 1 \right) \frac{2}{u e^{2u}},
\]

\[
u = \left( \frac{v}{2} \right) \rho = \left( \frac{v}{2} \right) \ln (1 + p).
\]

We have the rather elegant result that the output \( P_{n'+n} \) appears as a product of three functions, each of whose behavior we can determine easily. The first \( (\rho^2) \) is a scale factor depending on the input signal-to-noise ratio. For small \( p \), \( \rho^2 \rightarrow p^2 \), \( M_2 \) is constant and equal to 1 over the range of interest in \( v \), so that the behavior (9.6) for low input \( \text{s/n} \) is preserved. \( Q_1 (v) \) is the by-now familiar relation shown in Figs. 12(a) and 12(b), which describe the behavior of various \( v \)-th-law devices at low input signal-to-noise levels. It is fortunate that \( M_2 \) is a simple function of a single variable, \( u \), [cf., (9.11b)]. The function \( M_2 \) is shown in Fig. 29. We see that \( M_2 \) has the same general shape as the curves of \( M_1 \) (Fig. 27), is \( M_2 \) is plotted vs. \( v, p \) as parameter. For increasing values of \( p \), the very "sharp" behavior of \( M_2 \) in the region \( 0 < u < 4 \) tends to dominate the small maximum in \( Q_1 (v) \), as can be seen by a simple addition of decibels in Figs. 29 and 12(a), when \( p \) is large. This acts to make the maximum of \( Q_1 \) disappear, and the characteristic "peaked" behavior of \( M_2 \) near \( v = 0 \) is typical of the function \( P_{n'+n} \). The function \( M_2 \) explains the disappearance of the signal-to-noise maximum of \( P_{n'+n} \) versus \( v \) at large input.

Again for threshold signals, the maxima of the product \( Q_1 M_2 \) tend to disappear rather rapidly. Therefore, with (9.11) for \( P_{n'+n} \), an approxi-
mation has been developed for the locus of \((P_{n+n})_{max}\) in the v-p-plane. The details are left to Appendix E; the results are shown in Fig. 30. Finally, the dependence of \(P_{n+n}\) on \(v\) for a given input (signal-to-noise) is shown in Fig. 22, which effectively summarizes the above remarks.

10. Sinusoidal Signal and Broad-band Noise

It was noted in sec. 7C that the output correlation function (7.21) can be written:

\[
R(t) = \sum_{n+m=2l} \left[ \frac{4H^2_{mn} e^{im\psi^n}}{n!} \right] [r(t)^n \cos m\omega_0 t]
\]

\[
= \sum_{l=1,2,\ldots} C_{mn} [r(t)^n \cos m\omega_0 t]
\]

where the \(H_{mn}\) have been evaluated (7.31). It was also observed in sec. 7D that the d-c voltage increment \(S\) is independent of the spectral structure of the noise, leaving the value

\[
S = \bar{\epsilon} [H_{00} - h_{oo}] = \sqrt{\nu_0} \left[ \mathcal{F}^{-1} \left\{ \frac{v}{2} \left( \frac{1}{v} \frac{1}{i} \right) \right\} \right]
\]

from eqs. (7.25) and (8.1). Part of our problem, therefore, in obtaining \(P_{s+n}\) is to compute the band-structure factor

\[
4T_{mn} = 4 \int_{-\infty}^{\infty} r(t)^n \cos m\omega_0 t \, dt
\]

which is needed in

\[
W(\omega) = 4 \int_{-\infty}^{\infty} R'(t) \, dt.
\]

A convenient spectral model is provided by the so-called "optical" spectrum whose correlation function is
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From this we find that

\[ 4 T_{mn} = \frac{4 \pi \omega_F}{(n \omega_F)^2 + (m \omega_0)^2}. \]  

(10.3)

[Observe that \( T_{11} \), with \( \omega \) replacing \( \omega_0 \), is the normalized power spectrum of the input; i.e.,

\[ w(f) = 4 \int_0^\infty r(t) \cos \omega t \, dt. \]

For the "normalized" spectrum explicitly one has

\[ w(f) = 4 F_0 \frac{\omega_F}{(\omega_F^2 + \omega^2)}, \]

(10.4)

as sketched in Fig. 31.

\[ \text{Fig. 31. A normalized power spectrum of input.} \]

\[ \text{noise: "Optical Spectrum."} \]
When \( \omega = \omega_F \), \( w(f_F) = w(0)/2 \), the value at the half-power point; \( \omega_F \) is the (angular) "bandwidth" of the input noise.

Expressing the signal frequency as

\[
\omega_s = k \omega_F ,
\]

we can rewrite \( T_{mn} \) as

\[
T_{mn} = \frac{i}{\omega_F} \frac{n}{n^2 + (km)^2} .
\]

Another useful model for the background noise of the spectrum is the gaussian response, whose normalized correlation function is

\[
r(t) = e^{-a^2 t^2} .
\]

Consequently, we have

\[
4T_{mn} = \frac{2}{a} \sqrt{\frac{n}{\pi}} e^{-\left(\frac{\omega_o}{a}\right)^2 \frac{m^2}{4n}} .
\]

The normalized power spectrum \( w(f) \) is

\[
w(f) = 4T_{11}(\omega) = \frac{2\sqrt{n}}{a} e^{-\frac{\omega^2}{4a^2}} .
\]

The half-power point occurs when

\[
\omega = \omega_F = 1.77 a .
\]

Thus we designate the location of the half-power point as the pre-detection bandwidth of the background noise \( \omega_F \), (cf. (10.10)). In terms of \( \omega_F \) the normalized input spectrum is:

\[
w(f) = \frac{1}{w_F} \left( \frac{1.77 \omega}{\omega F} \right)^2 \left( 1.77 x 2 \sqrt{n} \right) e^{-\frac{\omega^2}{4a^2}} .
\]
Similarly: \[ T_{mn} = \frac{\nu}{\nu_F} \left( \frac{1.77 \sqrt{\nu}}{2 \sqrt{\nu}} \right) e^{-\frac{(1.77 \nu)^2}{4 \nu}}. \] (10.12)

Attention is now turned to the calculation of \((S/N)_{out}\). The output noise intensity \(N^2\) is

\[ N^2 = 4f_p \sum_{l=1} C_{mn} T_{mn} = \left( \frac{2}{\nu} \right) \sum_{l=1} C_{mn} \left( \nu_F T_{mn} \right), \] (10.13)

and since

\[ P_{s+n} = (S/N)^2, \]

we can write

\[ \left( \frac{2}{\nu} \right) \left( \frac{\nu_F}{\nu} \right) P_{s+n} = \left[ \frac{1}{\nu_1} \left( \frac{v}{2}; 1; -p \right) - 1 \right] \sum_{l=1}^{m+n=2l} \left[ \frac{C_{mn}}{C_v} \right] \left( \nu_F T_{mn} \right); (10.14) \]

\(C_{mn}/C_v\) has been calculated for the \(v\)-th-law detector, and is found to be from (7.31):

\[ \frac{C_{mn}}{C_v} = \frac{\nu p}{m! \nu^n} \left[ \frac{\nu}{m} \right] \left[ \frac{\nu+1}{2} \right] \left[ \frac{\nu+1}{2} \right] \left[ \frac{\nu+1}{2} \right] \frac{1}{\nu_1} \left( \frac{v}{2}; \nu+1; -p \right). \] (10.15)

Then, as in sec. 8 \(P_{s+n}\) is

\[ \left( \frac{2}{\nu} \right) \left( \frac{\nu_F}{\nu} \right) P_{s+n} = H(p)/G'(p). \] (10.16)

Approximations with respect to \(p\) are independent of the band-structure factor \(T_{mn}\) and depend only on \(H^2_{mn}\) in \(C_{mn}\); thus, our results will be given in terms of \(\nu_F T_{mn}\).

A. Weak Signals

As before, for small \(p\), \(G'(p)\) can be written as a power series,
\[ G_i (p) = g_i^0 (\nu) + g_i^1 (\nu) p + g_i^2 (\nu) p^2. \]  

(10.17)

All terms except \( g_i^0 (\nu) \) depend on \( k \). The general behavior of the function for this case is the same as in sections 8A and 9B; the discussion of section 4 applies here also. The first term \( g_i^0 (\nu) \) has been evaluated in Appendix F. Neglecting the terms in \( g \), we write

\[ \left( \frac{2}{\pi} \frac{\omega}{\omega_F} \right) P_{s+n} = \left[ \frac{\nu^2}{4g_i^0 (\nu)} \right] p^2 = Q_2 (\nu) p^2, \]  

(10.18)

where

\[ g_i^0 (\nu) = \sum_{n=1} (- \frac{\nu}{Z})^n (\frac{1}{Z})^n \frac{1}{n!} (\omega_F T_0, 2n), \]  

(10.19)

Thus, for the "optical" spectrum we have

\[ g_i^0 (\nu) = \frac{1}{2\pi} \sum_{n=1} (- \frac{\nu}{Z})^n \frac{1}{r(n+\frac{1}{2})n!} \frac{1}{2n}, \]  

(10.20)

and for the Gauss spectrum:

\[ g_i^0 (\nu) = \left[ \frac{1.77}{2} \right] \sum_{n=1} (- \frac{\nu}{Z})^n \frac{1}{r(n+\frac{1}{2})n!} \frac{1}{4^2n}. \]  

(10.21)

These expressions are to be compared with

\[ g_i^0 (\nu) = \sum_{n=1} (- \frac{\nu}{Z})^n \frac{1}{r(n+1)n!} \frac{1}{2n}, \]  

(10.22)

which suggests why the shape of the two curves for \( Q_1 \) and \( Q_2 \) are similar. Notice that \( Q_2 \) is independent of the spectral location of the sinusoid in the noise. For the optical spectrum, we have explicitly
and for the gauss spectrum this becomes

$$Q_2(v)_{\text{gauss}} = \frac{v^2}{1.77 \times 2\pi} \sum_{n=1}^{\infty} \frac{(-\frac{v^2}{2})^n}{\Gamma(n+\frac{1}{2})n!\sqrt{2n}}$$

Figure 13 and 14 illustrate (10.23), (10.24).

**B. Strong Signals**

For large values of the input signal-to-noise ratio, we have calculated expressions (cf. Appendix G) which, when not in the clipping region ($v < 1$), may be reduced to

$$\left(\frac{\omega P}{\omega_F}\right) P_{g+n} = Q_4(v)p, \quad v > 1$$

where

$$Q_4(v) = \frac{1}{\nu^2} (\omega_F T_{11})$$

For the "optical" case we get

$$Q_4(v)_{\text{opt.}} = \frac{1}{\nu^2}$$

since $(\omega_F T_{11}) = 1$. For the gauss spectrum

$$Q_4(v)_{\text{gauss}} = \left(2/1.77 \sqrt{\pi}\right) \frac{1}{\nu^2}$$

The next order of approximation is summarized by

$$\frac{1}{Q_4(v)} = \nu^2 [(\omega_F T_{11}) + \nu(\frac{3}{2} - 1)\omega_F T_{11} + \nu^2 (\omega_F T_{02}) + (\frac{5}{2} - 1)\omega_F T_{22}] p^{-1}$$

(10.28)
which is valid part of the way into the clipping region \( (\nu < 1) \).

**C. The Ideal Clipper**

The important case of the super-clipping \( (\nu = 0) \), is determined in Appendix G, when \( p^2 \gg 1 \).

\[
\left( \frac{2}{\pi} \frac{\omega P}{\omega_F} \right) P_{s+n} = \frac{1}{4} \left( \frac{\ln p + \gamma}{\omega_F} \right)^2 \left( \frac{1}{p} \right) \quad (p^2 \gg 1)
\]

where \( \gamma \) is the Euler number, \( \gamma = 0.577 \). For particular background spectra, we use the results of (10.26) and (10.27), so that for an optical spectrum:

\[
\left( \frac{2}{\pi} \frac{\omega P}{\omega_F} \right) P_{s+n} = \left( \ln + \frac{v}{4} \right) p, \quad p^2 \gg 1
\]  

and for the Gauss spectrum:

\[
\left( \frac{2}{\pi} \frac{\omega P}{\omega_F} \right) P_{s+n} = \frac{1}{1.77} \frac{(\ln p + \gamma)^2}{2} p, \quad p^2 \gg 1
\]

It is possible now, as before, to plot \( P_{s+n} \) as a function of \( p \), for various \( \nu \)th-law detectors, with the help of (10.18) for low-input levels; the exact expression, (10.14) for intermediate values of \( p \), and (10.25) for large input ratios. The class of spectrum chosen for calculation is the gauss, with

\[
k = 1/1.77
\]

This value of \( k \) corresponds to \( \omega_0 = a \), or the case where the sine signal is at that part of the input power noise spectrum where the intensity is 0.788 \( w(0) \). The results of this calculation are summarized in Fig. 23, where

\[
\omega_F T_{mn} = \frac{1.77 \sqrt{\pi}}{2} e^{-\frac{mn^2}{4n}}
\]

Again, curves of \( P_{s+n} \) are provided for constant \( p \), and variable \( v \), and are presented in Fig. 24.
APPENDIX A

Expansion of $W_2$ in Terms of Hermite Functions

The development of $W_2$ in Hermite functions requires first the Fourier transform of $W_2$. Part of this is expanded in a power series, containing the correlation function; and then the inverse transform is taken, giving us once again $W_2$. For normal random noise ($\mathbf{V} = 0$), the characteristic function is

$$F_2 = \exp \left\{ -\frac{\psi}{2} (\xi_1^2 + \xi_2^2 + 2 \xi_1 \xi_2 \gamma(t)) \right\} = F(W_2) \quad (A1)$$

(ref. 1, eq. (2.16)). Expanding $F_2$ as a power series in terms of the input correlation function, $r$, gives

$$F_2(\xi_1, \xi_2; t) = \sum_{k=0}^{\infty} \frac{r(t)^k}{k!} (\frac{\psi}{2})^k \xi_1^k \frac{k}{k!} (\frac{\psi}{2})^k \xi_2^k \exp \left\{ -\frac{\psi}{2} (\xi_1^2 + \xi_2^2) \right\} . \quad (A2)$$

The inverse (complex) Fourier transformation is

$$G_2(X_1, X_2; t) = \frac{1}{4\pi} \int_{C_1} d\xi_1 \int_{C_2} d\xi_2 F_2(\xi_1, \xi_2; t) \exp -i[\xi_1 X_1 + \xi_2 X_2] . \quad (A3)$$

In general, $C$ is the contour, shown in Fig. 25, in the complex $\xi$-plane. Here, however, $C$ extends along the entire real axis, and so $G_2 = W_2(X_1, X_2; t)$. Thus we have

$$W_2 = \frac{1}{\psi} \sum_{k=0}^{\infty} \frac{r(t)^k}{k!} I_k . \quad (A4)$$

$$I_k = (-1)^k \left\{ [C_k(X_1)C_k(X_2) - S_k(X_2)] - i [S_k(X_1)C_k(X_2) + C_k(X_1)S_k(X_2)] \right\} . \quad (A5)$$

From considerations of symmetry of the terms in $\xi_j^k \cos X_\xi$ and $\xi_j^k \sin X_\xi$ we note that $C_k$ is different from zero for $k = 2m$ only, and $S_k$ exists for
\( k = 2m + 1 \) only. The imaginary terms go out, as was to be expected, since the original function \( W_2 \) is real. From eq. (A3.5) of ref. 1, we have for the even terms, \( (k = 2m) \):

\[
C_k(X) = \frac{2\psi^m}{2\pi} \int_0^\infty \xi^{2m} \cos \xi \psi e^{-\frac{1}{2} \xi^2} d\xi = (-1)^m \phi^{(2m)}(\frac{X}{\sqrt{\psi}}) \quad (A6)
\]

where \( \phi^{(2m)} \) is the Hermite function, \( \phi^{(n)} = \frac{1}{\sqrt{2^n n!}} \frac{d^n}{dx^n} e^{-\frac{x^2}{2}} \).

For the odd terms, \( (k = 2m + 1) \) we get

\[
S_k(X) = \frac{2\psi^{m+1}}{2\pi} \int_0^\infty \xi^{2m+1} \sin \xi \psi e^{-\frac{1}{2} \xi^2} d\xi = (-1)^{m+1} \phi^{(2m+1)}(\frac{X}{\sqrt{\psi}}).
\]

Thus,

\[
I_{2m} = \phi^{(2m)}(\frac{X_1}{\sqrt{\psi}}) \phi^{(2m)}(\frac{X_2}{\sqrt{\psi}}) \quad (A8a)
\]

\[
I_{2m+1} = \phi^{(2m+1)}(\frac{X_1}{\sqrt{\psi}}) \phi^{(2m+1)}(\frac{X_2}{\sqrt{\psi}}) \quad (A8b)
\]

and therefore we can write

\[
W_Z(X_1, X_2; t) = \frac{1}{\psi} \sum_{k=0}^{\infty} \frac{(-r(t))}{k!} \phi^{(k)}(\frac{X_1}{\sqrt{\psi}}) \phi^{(k)}(\frac{X_2}{\sqrt{\psi}}).
\]

For \( t = 0 \), \( W_Z \) is a \( \delta \)-function, \( \delta(X_1 - 0, X_2 - 0) \), so that the expansion is not valid for this value of \( t \).
APPENDIX B

The Calculation of $R(i)$ Directly from $W_2$

Here we have for the amplitude functions

$$h_{o,k} = \beta \left[ 4\psi^{k+1} \right]^{\frac{1}{2}} L_k$$

$$l_{2m} = \int_{-\infty}^{\infty} \left| X \right|^\nu \phi^k \left( \frac{X}{\psi} \right) \, dX$$

with,

$$\phi^{(2m+1)}(\mu) = -\phi^{(2m+1)}(-\mu) ; \phi^{2m}(\mu) = \phi^{2m}(-\mu),$$

from the integral definitions of the Hermite functions (App. A).

Hence, by the symmetry properties of the integrand,

$$L_{2m+1} = 0$$

and

$$\left\{ L_{2m} = 2 \int_{-\infty}^{\infty} X^\nu \phi^{2m} \left( \frac{X}{\psi} \right) \, dX = 2C \int_{0}^{\infty} X^\nu \left( \frac{X}{2\psi} \right)^m \, dX \right\}$$

from ref. 1, (A3.9). The constant $C$ is specifically

$$C = \frac{1}{\sqrt{2\pi}} \left( -1 \right)^m \frac{(2m)!}{2^m m!}$$

To evaluate the integral, we choose a typical term

$$\int_{0}^{\infty} X^{2k+\nu} e^{-\frac{X^2}{2\psi}} \, dX = \frac{(2\psi)^k}{2} \left( \frac{\nu+1}{2} \right)^{\frac{\nu+1}{2}} \Gamma \left( \frac{\nu+1}{2} \right) \left( \frac{\nu+1}{2} \right)_k$$

We have:
\[ L_{2m} = \sum \binom{\nu+1}{Z}^2 \Gamma \left( \frac{\nu+1}{2} \right) \sum \]  

with

\[ \sum = \sum_{k=0}^{\infty} \frac{(-m)^k \left( \frac{\nu+1}{Z} \right)_k}{k!} = 2F_1 (-m, \frac{\nu+1}{Z}; \frac{1}{Z}; 1) \]

(cf. section 6(A) for the definition of \( 2F_1 \)). The value of \( \sum \) is

\[ \sum = \Gamma \left( \frac{1}{Z} \right) \Gamma \left( m - \frac{1}{Z} \right) / \Gamma \left( -\frac{1}{Z} \right) \Gamma \left( m + \frac{1}{Z} \right) = \left( \frac{\nu}{Z} \right)_m / \left( \frac{1}{Z} \right)_m \]

from the relationship (ref. 1, A3.20(a)):

\[ 2F_1 (a, \beta; \gamma; 1) = \Gamma (\gamma) \Gamma (\gamma - a - \beta) / \Gamma (\gamma - a) \Gamma (\gamma - \beta); \quad \text{Re} (\gamma - a - \beta) > 0. \]

Hence, we can write

\[ 4 \left[ \psi^{2m} \right] h_{0,2m} = \beta^2 \frac{\Gamma \left( \frac{1}{Z} \right)^2 (2m)! \frac{(2m)!}{(2m+1)! \frac{1}{Z}}}{(2m)! \frac{1}{Z} \frac{1}{Z} \frac{1}{Z}}. \]

The last factor is unity, since

\[ \frac{(2m)!}{(2m+1)! \frac{1}{Z}} = 2^{2m} \frac{\Gamma \left( \frac{1}{Z} \right)}{\sqrt{\pi}} \cdot \left( \frac{1}{Z} \right)_m = 2^{2m} \left( \frac{1}{Z} \right)_m. \]

Thus, we have for the correlation function

\[ R(t) = \sum_{m=0}^{\infty} r(t)^{2m} 4 \left[ \psi^{2m} \right] h_{0,2m} \]

\[ = C \psi 2F_1 \left( -\frac{\nu}{Z}, \frac{1}{Z}; r(t)^2 \right). \]
APPENDIX C

Calculation of $G(p)$ for Small Input (a/n)

We want $G(p)$ in the form

$$G(p) = g_0(v) + g_1(v) p + g_2(v) p^2$$

Using the terminated series representing $\frac{\Gamma}{\Gamma}$,

$$g_0(v) = \sum_{n=1}^{\infty} b_n$$

$$g_1(v) = 2 \sum_{n=1}^{\infty} \left( \frac{\Gamma}{\Gamma} b_n - nb_n \right) + 2 \sum_{n=0}^{\infty} C_n$$

$$g_2(v) = \sum_{n=1}^{\infty} \frac{3}{2} n^2 b_n + \frac{1}{2} - 3N) nb_n + \frac{N}{2} (3N-1) b_n + 2 \sum_{n=0}^{\infty} (N-1) C_n - nC_n$$

where

$$\tilde{N} = \frac{v}{2}$$

and

$$b_n = \frac{(-N)^n}{n! n!! (2n+1)}$$

$$C_n = \frac{(-N)^n}{n! (n+1)!! (2n+1)}$$

$$d_n = \frac{(-N)^n}{n! (n+2)!! (2n+2)}$$
Define the quantities:

\[ \sum_{n=1}^{\infty} b_n = g_0(N) \]

\[ \frac{\Gamma(2N+1)}{\Gamma(N+1)^2} - 1 = F_1(N) \]

\[ \frac{\Gamma(2N)}{\Gamma(N+1)^2} - 1 = F_2(N) \]  \hspace{1cm} (C5)

\[ \sum_{n=0}^{\infty} C_n = F_3(N) \]

\[ \sum_{n=1}^{\infty} nC_n = F_4(N) \]

Then we find:

\[ \sum_{n=1}^{\infty} nb_n = F_1(N) / 2 \]

\[ \sum_{n=1}^{\infty} n^2 b_n = \frac{N^2}{2} (F_2 + 1) \]  \hspace{1cm} (C6)

\[ \sum_{n=0}^{\infty} d_n = \frac{N^2}{2} F_2 \]

Consequently, we can write

\[ g_1(v) = N \left[ 2g_0(N) \right] - F_1 + 2F_3 \]  \hspace{1cm} (C7)

\[ g_2(v) = \frac{N}{4} (3N-1) \left[ 2g_0(N) \right] + \frac{1}{2} \left( \frac{1}{2} - 3N \right) F_1 \]

\[ + N^2 F_2 + 2(N-1) F_3 - F_4 + \frac{3}{4} N^2. \]
APPENDIX D

Calculation of \( P_{s+n} \), N.B. for Strong Signals

As in Appendix C, we write

\[ N = \frac{v}{2} \]  \hspace{1cm} (D1)

We use the asymptotic expansion for \( _1F_1 \) [Ref. 5, Eq. (A3.3)]:

\[ _1F_1(a; \beta; -x) \sim \frac{\Gamma(\beta)}{\Gamma(\beta-a)} x^{-a} \left[ 1 \pm \frac{a(a-\beta+1)}{x} \left( \frac{x}{2} \right)^a \right] + \ldots \]

For the numerator of \( P_{s+n} \), then,

\[ H(p) = \left( _1F_1(-N; 1; -p) - 1 \right)^2 = \frac{\sum_{N}^{N} P_{s+n} \cdot Z(N,p)}{\Gamma(N+1)^2} \]

where

\[ Z(N,p) = L(N)^2 + L(N) N^2 p^{-1} \]

and

\[ L(N) = \left[ 1 + \Gamma(N+1) p^{-N} \right] \]

For the denominator \( G(p) \) we use

\[ _1F_1(m+n-N, m+1; -p)^2 = \frac{m!}{\Gamma(N+1)^2} \cdot p^{-2(m+n)} \cdot Z_{mn}(p) \]

where

\[ Z_{mn}(p) = \left( 1 + 2(N-n)(N-n-m)p^{-1} \right) + (N-n)(N-m-n) \]

\[ \left[ 2(N-n-1)(N-m-n) - 4(N-m-n) \right] p^{-2} \]

Thus,

\[ \frac{H(p)}{G(p)} = \sum_{m,n} \frac{p \cdot Z(N,p)}{\Gamma(N+1)^2} \cdot Z_{mn}(p) \]  \hspace{1cm} (D7)
where \( C_{mn}^{'} = \frac{\varepsilon_m (-N)(N+1-n)^2}{n!(m+n)!((m+n)^2)} \) and \( \frac{\Gamma(N+1)}{\Gamma(N+1-n)} = (N+1-n)^2 \) \( \text{(D8)} \)

Thus, using \( C_{10}^{'} \), \( C_{20}^{'} \), \( C_{01}^{'} \), and \( C_{30}^{'} \), with the corresponding \( f_{mn}^{'} \):

\[
\frac{H(p)}{G(p)} = \frac{P}{2N^2} \frac{Z(N,p)}{Y(N,p)} \quad \text{(D9)}
\]

\[
Y(N,p) = 1 + \frac{1}{4} (10N^2 - 10N - 1)p^{-1} + \frac{(N-1)^2}{18} (58N^2 - 128N+4)p^{-2} \quad \text{(D10)}
\]

Including terms only in \( p^{-1} \) in \( Y \) and \( z \), \( P_{s+n} \) is then

\[
\frac{H}{G} = \frac{P}{2N^2} \left[ \frac{L(N)^2 + N^2 L(N)p^{-1}}{1 + \frac{1}{4} (10N^2 - 10N - 1)p^{-1}} \right] \quad \text{(D11)}
\]

which holds part of the way into the clipping region \( (v < 1) \).

For the ideal clipper, \( N \to 0 \), so that we have

\[
L(N) \to N \ln(p + \gamma)
\]

from

\[
p^{-N} = e^{-N \ln p} \sim 1 - N \ln p + \ldots
\]

and

\[
\Gamma(N+1) = \Gamma(0) + N \Gamma'(0) = 1 + N \gamma,
\]

\[
\gamma = 0.5772 \ldots, \text{ Euler's number.}
\]

In this case,

\[
\frac{H(p)}{G(p)} \sim \frac{P}{2} \left( \ln(p + \gamma)^2 / \left[ 1 - \frac{1}{4} p^{-1} + \ldots \right] \right) \sim \frac{P}{2} (\ln(p + \gamma)^2 \quad \text{ (D12)}
\]
APPENDIX E

Calculation of the Locus of \((P_{n+n})_{max}\) in the \(v\)-\(p\)-plane

We substitute \(N = \nu/2\) in the expression for \(P_{n+n}\), so that we find that the condition for a maximum of \(P_{n+n}\) as a function of \(N\) (in the \(v\)-\(p\)-plane), is determined by the condition,

\[
\frac{dP_{n+n}}{dN} = 0 \quad \text{and} \quad \left( \frac{\partial^2 P}{\partial N^2} \right) < 0 , \quad (E1)
\]

where

\[
P_{n+n} = \rho^2 Q_1(N) M_2(N,p) \quad \text{from} \quad (9.11) \quad (E2)
\]

In the region in which we are interested, \(Q_1(N)\) may be approximated by a parabola, [from Fig. 12(b)],

\[
Q_1(N) = [2 - k(N-1)^2] \quad (E3)
\]

with

\[k = 0.33\]

\[
M_2(N,p) = \frac{(e^{\rho N} - 1)^2}{(\rho N)^2 e^{2\rho N}} ; \quad \rho = \ln(1+p) \quad (E4)
\]

from (9.11a). Performing the indicated differentiation (E1), we find that

\[
e^{-N}(a \rho + b) = 2a \rho + b \quad (E5)
\]

where

\[
a = N(2 - k(N-1)^2) \quad b = 2 + k(N-1) \quad (E6)
\]

To find a value of \(\rho\) which is maximum at some value of \(N\), we must solve the transcendental equation,

\[
e^{\rho N} = \frac{a \rho}{a \rho + b} + 1 \quad (E7)
\]

Since most of the intersections of these two lines are very close to
\[ e^{\rho N} = 1 + \rho N + \frac{(\rho N)^2}{2} \]

so that on solving for \( \rho \) we obtain the quadratic equation

\[
\left[ N \left( \frac{b}{2} + a \right) \right] \rho^2 + N \left[ N \frac{b}{2} + a \right] \rho + \left[ Nb - a \right] = 0. \tag{E7}
\]

The solution of this equation is

\[
\rho = \ln (1+p) \pm p = -\frac{B}{2A} \pm \left[ \frac{B}{2A} - \frac{A}{C} \right]^{1/2}, \tag{E8}
\]

\[
\frac{B}{2A} = \frac{3 - C(1-N)(3/2 - N)}{N \left[ 2 - C(1-N)^{2} \right]}; \quad \frac{-A}{C} = \frac{2C(1-N)}{N \left[ 2 - C(1-N)^{2} \right]}.
\]

For the range of interest, this may be written as

\[
p = -\frac{B}{A} \pm \frac{B}{A} \pm \frac{1}{2} \left( \frac{C}{A} \right) \left( \frac{B}{A} \right)^{-1}
\]

by the binomial theorem, and

\[
p = -\frac{1}{2} \frac{C}{B} = \frac{2k(1-N)}{ \left[ 3 - k(1-N)(3/2 - N) \right] } \tag{E9}.
\]

The expression (E9) was used in obtaining Fig. 29. The expression can, of course, be more accurately represented by replacing \( p \) by \( \log(1+p) \).

APPENDIX F

The Calculation of \( G'(p) \) for Small Input s/n

Only one term of \( G'(p) \) is calculated here: \( g''_s(v) \). Setting \( F = 1 \) in the expression for \( C_{mn} \) (10.5), we obtain, for \( p \ll 1, k \ll 1 \),
Here $g'_0(v)$ corresponds to the term of $(F 1)$ for which $m = 0$, so that

$$g'_0(v) = \sum_{k=1}^{\infty} \left( \frac{2^{2k}}{(2k)!} \right) \left[ \frac{\Gamma\left(\frac{\nu}{2} + 1\right)}{\Gamma\left(\frac{\nu}{2} + 1 - k\right)} \right]^2 \omega_F T_{0.2k}.$$  \hspace{1cm} (F 2)

where we have set $2\ell = n = 2k$.

From (6.14) we have

$$\frac{2^{2k}}{(2k)!} = \frac{1}{(\frac{1}{2})_k k!}.$$  \hspace{1cm} (F 3)

and from the definition of $(a)_k$, we can accordingly write

$$\left[ \frac{\Gamma\left(\frac{\nu}{2} + 1\right)}{\Gamma\left(\frac{\nu}{2} + 1 - k\right)} \right]^2 = \frac{\left(\frac{\nu}{2} + 1 - k\right)^2}{(\frac{1}{2})_k k!} = \left(\frac{\nu}{2}\right)_k.$$  \hspace{1cm} (F 3)

Hence, we have

$$g'_0(v) = \sum_{k=1}^{\infty} \frac{\left(\frac{\nu}{2}\right)_k^2}{k! \frac{1}{(2k)!}} \omega_F T_{0.2k}.$$  \hspace{1cm} (F 4)
APPENDIX G

The Calculation of $\left(\frac{P}{B}\right)_n$ B.B. for Strong Signals:

Broad-band Noise, with a General Spectral Shape

Using the same asymptotic form for $\frac{P}{F}$ as in Appendix D, since $S$, the signal increment, is independent of the signal band structure, we have:

$$N = \nu/2$$  \hspace{1cm} (G1)

$$H(p) = \frac{P}{\Gamma(N+1)} Z(N,p)$$  \hspace{1cm} (G2)

where

$$Z(N,p) = L(N)^2 + N^2 L(N) p^{-1} + \left[ N^2 (N+1)^2 L(N) + N^2 \right] p^{-2}$$  \hspace{1cm} (G3)

and

$$L(N) = \left[ 1 \right] + \Gamma(N+1) p^{-N}$$  \hspace{1cm} (G4)

However, the denominator $G'(p)$ is (10.14)

$$G'(p) = \sum_{m+n \equiv 2\ell}^{C_{mn}} \frac{C_{mn}}{C_v} \left( \omega_T T_{mn} \right)$$  \hspace{1cm} (C5)

where now,

$$\frac{(N+1)^2}{p^{2N}} C_{mn} = \left[ \frac{-n}{\ell} \right] \left[ \frac{-\nu}{Z} \right] \left[ \frac{-\nu}{Z} \right] \ell - m \right]^{2} g_{mn}(p)$$  \hspace{1cm} (G6)

where

$$g_{mn}(p) = 1 + 2(N-\ell)(N+m-\ell) p^{-1}$$  \hspace{1cm} (G7)

$$+ (N-\ell)(N+m-\ell) 2(N-\ell)(N+m-\ell + 1)$$

$$- 4(N-\ell) - m + 1 \right] p^{-2}$$  \hspace{1cm} (G7)

Hence we write
\[
\left(\frac{2}{\pi} \frac{\omega_F}{\omega_0} \right)^{\frac{m}{2}} \frac{p^2 (N, p)}{n + 1} \sum_{\ell = 1}^{2n+1} \left\{ \begin{array}{c} \ell \rightarrow m \rightarrow n \\ \ell \rightarrow m \rightarrow n \end{array} \right\}
\]

Collecting terms from \( g_{11}, g_{02}, g_{22}, g_{13}, \) and \( g_{33}, \) we obtain

\[
\left(\frac{2}{\pi} \frac{\omega_F}{\omega_0} \right)^{\frac{m}{2}} \frac{p^2 (N, p)}{n + 1} \sum_{\ell = 1}^{2n+1} \left\{ \begin{array}{c} \ell \rightarrow m \rightarrow n \\ \ell \rightarrow m \rightarrow n \end{array} \right\} \]

\[
\text{Collecting terms from } g_{11}, g_{02}, g_{22}, g_{13}, \text{ and } g_{33}, \text{ we obtain}
\]

\[
\left(\frac{2}{\pi} \frac{\omega_F}{\omega_0} \right)^{\frac{m}{2}} \frac{p^2 (N, p)}{n + 1} \sum_{\ell = 1}^{2n+1} \left\{ \begin{array}{c} \ell \rightarrow m \rightarrow n \\ \ell \rightarrow m \rightarrow n \end{array} \right\} \]

For the ideal cupper, as in Appendix D,

\[
\lim_{N \to 0} \frac{L(N)^2}{N} = (\ln p + \gamma)^2, \quad \gamma = 0.5772 \ldots \quad \text{Euler's number.}
\]

for \( v = 0, \) then

\[
\left(\frac{2}{\pi} \frac{\omega_F}{\omega_0} \right)^{\frac{m}{2}} \frac{p^2 (N, p)}{n + 1} \sum_{\ell = 1}^{2n+1} \left\{ \begin{array}{c} \ell \rightarrow m \rightarrow n \\ \ell \rightarrow m \rightarrow n \end{array} \right\} \]

\[
\propto p (\ln p + \gamma)^2 A_0 + A_1 p^{-1} + A_2 p^{-2}
\]

\[
\propto p (\ln p + \gamma)^2 A_0
\]
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