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ABSTRACT

The theory expounded here is based mainly on that of Fowler, Gallop, Lock and Richmond, except that the coordinate system is attached to the actual trajectory instead of the particle trajectory. They are followed in their fortunate choice of symbols, especially for the damping factors.

The equations for the complex yaw are developed on the usual linear assumption and their solutions obtained. The dynamical stability of shell is discussed. It is here pointed out that, for practical purposes, it is not essential that a shell be dynamically stable at all points of its trajectory. A reassuring comparison is made between the results of this theory and those of Fulr and Kelley and McShane.

---

## Definition of Symbols

### a. Dynamical constants and variables:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Axial moment of inertia of the shell</td>
<td>$\text{m}^2$</td>
</tr>
<tr>
<td>B</td>
<td>Transverse moment of inertia</td>
<td>$\text{m}^2$</td>
</tr>
<tr>
<td>m</td>
<td>Mass</td>
<td>$\text{m}$</td>
</tr>
<tr>
<td>v</td>
<td>Velocity</td>
<td>$\text{f}/\text{t}$</td>
</tr>
<tr>
<td>N</td>
<td>Spin of the shell about its longitudinal axis</td>
<td>$\text{l}/\text{t}$</td>
</tr>
</tbody>
</table>

### b. Geometric magnitudes and vectors:

1, j, k - unit vectors pointing along the directions of the $x$, $y$ and $z$ axes respectively.

**A** the unit vector having the direction of the axis of the shell. If the direction cosines of $\mathbf{A}$ are $\xi$, $\eta$, and $\zeta$, then $\mathbf{A} = \xi \mathbf{i} + \eta \mathbf{j} + \zeta \mathbf{k}$.

**\( \theta \)** the angle of yaw - the angle between the trajectory and the longitudinal axis of the shell.

**\( \omega \)** $\mathbf{A} \times \dot{\mathbf{A}}$, the vector angular velocity of the axis of the shell.

### c. Aerodynamic forces:

**D** Drag - the force acting on the projectile along the trajectory opposite to its direction of motion.

**M** Overturning moment assumed to act in the plane of the yaw and assumed to be proportional to $\sin \theta$. Thus, $M = \mu \sin \theta$, where $\mu$ is called the moment co-factor.

**L** Cross wind force - a force acting perpendicularly to the trajectory, in the plane of the yaw, assumed to be proportional to $\sin \theta$.

**Hw** Yawing moment due to yawing - when a shell yaws, there is a torque exerted on it, the axis of which coincides with the axis of the yawing motion and exerts a moment which opposes the yawing motion. This moment is called the yawing moment due to yawing and is represented by $Hw$. 

---

vi
K Magnus force - corresponding to the cross wind force, when a shell spins, there is a Magnus force acting on it, proportional to \( \sin \beta \), but acting perpendicularly to the plane of the yaw.

J Magnus moment - the moment of the Magnus force.  

- Rolling moment - the moment that opposes the spin of the shell.

\[ \text{Units} \quad \text{m}^2/\text{t}^2 \]

\[ \text{Units} \quad \text{m}^2/\text{t}^2 \]

\[ \text{Units} \quad \text{m}^2/\text{t}^2 \]

\[ \text{Units} \quad \text{m}^2/\text{t}^2 \]

d. Damping factors:

1. The rolling moment damping factor

\[ l = \frac{AN}{AN} \]

k The cross wind force damping factor

\[ k = \frac{L}{mv \sin \beta} \]

h The yawing moment due to yawing damping factor

\[ h = -\frac{H}{B} \]

\[ \text{Units} \quad \text{m} \]

\[ \text{Units} \quad \text{m} \]

The Magnus force damping factor

\[ \lambda = \frac{K}{mv N \sin \beta} \]

\[ \text{Units} \quad \text{m} \]

\[ \text{Units} \quad \text{m} \]

\[ \gamma = \frac{J}{AN \sin \beta} \]

\[ \text{Units} \quad \text{m} \]

\[ \text{Units} \quad \text{m} \]

These damping factors all have \( 1/\text{t} \) for unit.
Chapter I

Motion with Simplified Force System.

To simplify the problem and to bring out the essential points of the theory, we shall consider first a shell subject to a force system consisting only of the overturning moment, $M$, the drag, $D$, and a spin destroying couple or rolling moment. We take

$$M = \mu \sin \delta$$

where $\mu$ is the moment co-factor and $\delta$ is the angle of yaw. We assume the magnitude of the rolling moment to be $AN\ell$, where $A$ is the axial moment of inertia of the shell and $N$ the spin. The axis of the torque $AN\ell$ is that of the shell.

Gravity, the cross wind force, yawing moment due to yawing, etc., are for the present omitted.

Since there are no forces transverse to the trajectory, the trajectory is linear. Therefore a coordinate system with origin at the center of gravity of the shell, with its $x$ axis pointing along the trajectory, with its $y$ axis in a vertical plane, and the $z$ axis pointing to the right, while not Galilean with respect to translation, is Galilean so far as angular motions are concerned. See Figure 1.

![Figure 1](image)

The unit vectors having the directions of the $x$, $y$, $z$ axes are designated as $\mathbf{i}$, $\mathbf{j}$, $\mathbf{k}$, respectively. (These vectors as well as all other vectors are written with heavy letters.) We define the relevant quantities:

- $B$: Moment of inertia about a transverse axis through the center of gravity.
- $\mathbf{A}$: Unit vector in the direction of the axis of the shell.
- $\mathbf{w}$: The resultant vector angular velocity of the longitudinal axis about a transverse axis through the center of gravity (also called the cross spin).
- $\mathbf{H}$: Total vector angular momentum of shell with respect to $\mathbf{0}$. 


By reason of the symmetry of revolution which the shell is assumed to possess, the total angular momentum is the sum of two components:

(a) the component about the axis, which has the direction \( \hat{A} \) and is represented by the vector \( \mathbf{A} \); and

(b) the component transverse to the axis, which is represented by the vector \( \mathbf{B} \).

The vector cross spin \( \mathbf{w} \) is equal in magnitude to \( \hat{A} \) and is perpendicular to \( \mathbf{A} \) and \( \dot{\mathbf{A}} \). We thus have

\[
\mathbf{w} = \mathbf{A} \times \dot{\mathbf{A}}.
\]

The total angular momentum,

\[
\mathbf{H} = \mathbf{A} \mathbf{A} + \mathbf{B} \left[ \mathbf{A} \times \dot{\mathbf{A}} \right].
\]

The vector equation of motion is that the rate of change of angular momentum, \( \dot{\mathbf{H}} \), is equal to the impressed vector couple, designated by \( \mathbf{G} \).

If we take \( N \) as variable we find that

\[
\dot{\mathbf{H}} = \mathbf{A} \mathbf{A} + \mathbf{A} \dot{\mathbf{A}} + \mathbf{B} \left[ \mathbf{A} \times \dot{\mathbf{A}} \right].
\]

The \( \mathbf{A} \times \dot{\mathbf{A}} \) term is zero since \( \dot{\mathbf{A}} \) and \( \mathbf{A} \) are parallel. Thus

\[
\dot{\mathbf{H}} = \mathbf{A} \mathbf{A} + \frac{d}{dt} \mathbf{A} \mathbf{A} + \mathbf{B} \left[ \mathbf{A} \times \dot{\mathbf{A}} \right] = \mathbf{G}.
\]

On the present assumption, the vector couple \( \mathbf{G} \) consists of two parts, the couple \( \mathbf{M} \) and rolling moment \( \mathbf{AN} \). Let us see how we may express them as vectors.

\( \mathbf{M} \) is equal in magnitude to \( \mu \sin \delta \) and the axis of the couple is obviously perpendicular to the trajectory and hence to the unit vector \( \mathbf{i} \), and to the axis of the shell.

Consider the vector, \( \mathbf{i} \times \mathbf{A} \); this vector is, by definition of the vector product, perpendicular to \( \mathbf{i} \) and \( \mathbf{A} \) and has the magnitude \( \sin \delta \).

Hence, the moment \( \mathbf{M} \) is expressed as the vector, \( \mu \left[ \mathbf{i} \times \mathbf{A} \right] \). The rolling moment, \( \mathbf{AN} \), has by definition \( \mathbf{A} \) as its axis and the moment is assumed to be negative. Hence we represent it vectorially as \( -\mathbf{AN} \).

Replacing \( \mathbf{G} \) in the preceding equation by its two components, \( \mu \left[ \mathbf{i} \times \mathbf{A} \right] \) and \( -\mathbf{AN} \), the equation becomes

\[
\dot{\mathbf{H}} = \mathbf{A} \mathbf{A} + \frac{d}{dt} \mathbf{A} \mathbf{A} + \mathbf{B} \left[ \mathbf{A} \times \dot{\mathbf{A}} \right] = \mu \left[ \mathbf{i} \times \mathbf{A} \right] -\mathbf{AN} \; \mathbf{A};
\]

this is the vector equation of motion.

** Differentiation with respect to the time, \( t \), is indicated by the superposed dot.

\[
\mu = K_M \cdot \frac{d^2 v}{d \theta^2}.
\]
It should be noted that since \( \hat{A} \) is a unit vector, \( \hat{A} \) is necessarily perpendicular to \( \hat{A} \), while \( [A \times \hat{A}] \) and \( [\hat{A} \times A] \) are perpendicular to \( \hat{A} \) by the definition of a vector product. Hence, if we take the scalar product of \( \hat{A} \) into equation (1), all the terms vanish except \( AN(A \cdot \hat{A}) \) and \(-AN(\hat{A} \cdot \hat{A})\). From this

\[
AN = -AN \hat{A}
\]

and

\[
\hat{A}ANO = -AN \hat{A}.
\]

By virtue of this, it is obvious that (1a) may be written

\[
(1.01) \quad ANA + B \left[ A \times \hat{A} \right] = \mu \left[ i \times A \right].
\]

If the direction cosines of \( \hat{A} \) with respect to the \( x, y, z \) axes are \( f, m, \) and \( n \),

\[
\hat{A} = f \hat{i} + mj + nk
\]

\[
\hat{A} = f \hat{i} + mj + nk
\]

\[
\hat{A} = f \hat{i} + mj + nk
\]

and

\[
\left[ A \times \hat{A} \right] = (mj + nk) x (f \hat{i} + mj + nk).
\]

Upon performing the vector multiplication, remembering that

\[
i \times i = 0, \quad i \times j = k, \quad j \times i = -k, \quad \text{etc., we have}
\]

\[
A \times \hat{A} = (mj + nk) i + (nf - jf) j + (nf - jf) k.
\]

For \( i \times A \), we have

\[
i \times (f \hat{i} + mj + nk) = -mj + nk.
\]

Equation (1.08) written out in full becomes

\[
(1.01) \quad AN(f \hat{i} + mj + nk) + B \left[ (mj - nk)i + (nf - jf)j + (nf - jf)k \right] = \mu \left[ -mj + nk \right].
\]

In this theory, the assumption is made that the yaw is small. If the yaw is small, then the \( i \) component, the magnitude of which is \( \cos \beta \), is always taken as unity, and therefore the \( i \) component is not involved in this theory.

Since the \( i, j \) and \( k \) components are independent, there are three equations, one for each component. We take the \( j \) and \( k \) components:

\[
\begin{align*}
(2) \quad (j \text{ component}) & \quad ANj + B (nf - jf) = -\mu n, \\
(3) \quad (k \text{ component}) & \quad ANk + B (nf - jf) = +\mu n.
\end{align*}
\]
\( \lambda \) is equal in magnitude to \( \cos \theta \approx 1 - \frac{\theta^2}{2} \) and \( \lambda \approx \theta^2 - \theta \).

Now, \( m \) and \( n \) are of the order of \( \theta \). Hence, in neglecting such terms as \( \theta^2 \), we are neglecting a term of the order of \( (\theta^2 - \theta^2 \theta) \) in comparison with \( \theta \) and in taking \( \lambda = \theta \), we are neglecting a term of the order of \( \theta^2 \) in comparison with unity. We now take \( \lambda = \theta \) and neglect the terms in \( \lambda \).

Equations (2) and (3) then become

\[
\begin{align*}
(2.1) & \quad ANm - Bn = -\mu n \\
(3.1) & \quad AMn + Bm = +\mu m.
\end{align*}
\]

Multiply (2.1) by \( i = \sqrt{-1} \) and then subtract from (3.1) with the result,

\[ AN(-im + n) + B(i + in) = \mu (m + in). \]

Since \(-1)^2 = -1(-1) = +1\), the first term may be written \(-iAN(m + in)\) and the equation becomes

\[ -iAN(m + in) + B(i + in) = \mu (m + in). \]

We now substitute \( \eta \) for \( m + in \) and call \( \eta \) the complex yaw.

The complex yaw \( \eta \) is represented on a plane perpendicular to the trajectory as indicated in Figure 2.

![Figure 2](Image)

The axis of reals points upward in a vertical plane along the y axis and the axis of imaginaries points to the right along the z axis.

With \( \eta \) substituted for \( m + in \), (4) becomes, upon division by \( B \)

\[ \hat{\eta} - \frac{1}{B} \hat{\eta} - \frac{\mu}{B} \eta = 0, \]

\( \Omega \) if \( \Omega \) is used to represent \( AN/B \).
To solve this equation, it is convenient first to eliminate the $\dot{\eta}$ term. Let us write it for future convenience in the form

\[(4.2)\]

$$\ddot{\eta} - iE\dot{\eta} - F\eta = 0.$$ 

We now make the substitution

$$\eta = y \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right].$$

Upon differentiating once, we have

$$\dot{\eta} = \dot{y} \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] + y \frac{d}{dt} \left\{ \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \right\} =$$

$$= \dot{y} \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] + y \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \left( \frac{1}{2} i E \right) =$$

$$= \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \left[ \dot{y} + \frac{1}{2} i E y \right].$$

The second differentiation gives:

$$\ddot{\eta} = \frac{d}{dt} \left\{ \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \right\} \left( \dot{y} + \frac{1}{2} i E y \right) + \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \frac{d}{dt} \left( \dot{y} + \frac{1}{2} i E y \right) =$$

$$= \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \left[ \frac{1}{2} i E \dot{y} + \frac{1}{2} i E \frac{d}{dt} \left( \frac{1}{2} i E y \right) \right] - \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \left[ \frac{1}{2} i E \dot{y} + \frac{1}{2} i E \frac{d}{dt} \left( \frac{1}{2} i E y \right) - \frac{1}{4} E^2 \right].$$

Upon substituting for $\eta$, $\dot{\eta}$, and $\ddot{\eta}$ in (4.2) it becomes

$$\exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \left\{ \dot{y} + iE\dot{y} + \left( -\frac{1}{4} E^2 + \frac{1}{2} E \right)y \right\} - iE\dot{y} + \frac{1}{2} i E y - Fy =$$

$$= \exp \left[ \frac{1}{2} i \int_0^t \text{Edt} \right] \left[ \dot{y} + \left( \frac{E^2}{4} - F + \frac{1}{2} i E \right)y \right] = 0,$$

and the equation for $y$ is

\[(4.3)\]

$$\ddot{y} + \left( \frac{E^2}{4} - F + \frac{1}{2} i E \right)y = 0.$$
Upon substituting for $E$ and $F$ their values as obtained from (4.1) and for the present taking $\Omega$ as constant, that is, neglecting $E$ in (4.3), we have

\begin{equation}
(4.4) \quad y' + \left(\frac{\Omega^2}{2} - \frac{\Omega}{E}\right)y = 0.
\end{equation}

This may be written

\begin{equation}
(4.4') \quad y' + \left(\frac{\Omega^2}{2}\right)^2 \left[1 - \frac{\Omega^2}{E^2}\right] y = y' + \left(\frac{\Omega^2}{2}\right)^2 \left[1 - \frac{1}{2}\right] y = 0.
\end{equation}

Designating $\sqrt{1 - 1/s}$ by $\sigma$, we finally get

\begin{equation}
(4.5) \quad y' + \left(\frac{\Omega^2}{2}\right)^2 y = 0.
\end{equation}

For convenience, following Kelley and McShane,* we rewrite (4.5) as

\begin{equation}
(4.6) \quad y' = q^2 y = y' + (i q)^2 y = 0^{* *}
\end{equation}

and make another substitution

\[ r = \frac{d \log y}{dt} = \frac{y'}{y}. \]

From this

\[ y = ry, \quad y' = iy + ry = iy + r^2 y \]

and (4.6) becomes

\begin{equation}
(4.7) \quad iy + r^2 y - q^2 y = 0, \quad \text{from which}
\end{equation}

\[ i + r^2 = q^2 = 0. \]

If $r$ is small in comparison with $q$, we should have two solutions for $r$ in this equation, one nearly equal to $+q$, and the other nearly equal to $-q$. Hence let

\[ r = \pm q + \epsilon. \]

By substituting in (4.7), it appears that

\[ \pm q + \epsilon + q^2 \pm 2q \epsilon + \epsilon^2 - q^2 = 0, \]

from which, if we neglect $\epsilon$ and $\epsilon^2$,

\[ \epsilon = -\frac{i}{2q}, \quad \text{and} \quad r = \pm q - \frac{i}{2q}. \]

*Kelley-McShane, BRL Report 446, 1943.

From the definition of \( r \),
\[
\frac{rdt}{d} = a(\log y)
\]
and
\[
\int_{0}^{t} rdt = \log y - \log y_o.
\]
From this, \( \log y = \log y_o + \int_{0}^{t} rdt \)
\[
\int_{0}^{t} rdt = \int_{0}^{t} (tq - \frac{a_4}{2q})dt
\]
and
\[
y = y_o e^{-q \int_{0}^{t} rdt} = y_o e^{-q \int_{0}^{t} (tq - \frac{a_4}{2q})dt}.
\]
Thus, the two solutions for \( +q \) and \( -q \), respectively, are
\[
y = y_1 \exp \left[ \int_{0}^{t} \left( q - \frac{a_4}{2q} \right)dt \right]
\]
\[
y = y_2 \exp \left[ \int_{0}^{t} \left( -q - \frac{a_4}{2q} \right)dt \right].
\]
Thus, \( y_1 \) and \( y_2 \) are constants.

From (4.5) and (4.6) we have
\[
q^2 = \left( \frac{10q}{2} \right)^2
\]
and
\[
+q = + \frac{10q}{2}
\]
\[-q = - \frac{10q}{2}.
\]
Furthermore
\[
\frac{a}{2q} = \frac{d(10q)}{dt} = \frac{1}{2} \left( \frac{dN}{dt} + \frac{d}{dt} \right).
\]
Since \( A \) and \( B \) are constant,
\[
\frac{\dot{N}}{\dot{N}} = \frac{\dot{N}}{\dot{N}} \quad \text{which we designate by } - f,
\]
where \( f \) is called the rolling moment damping factor. We have then,
substituting for \( q \) and \( \frac{q}{2q} \), for the two solutions

\[
y = y_1 \exp \left[ \frac{1}{2} \int (i\omega + f - \frac{d}{\omega}) \, dt \right]
\]

\[
y = y_2 \exp \left[ \frac{1}{2} \int (-i\omega + f - \frac{d}{\omega}) \, dt \right].
\]

Recalling that \( \eta = y \exp \left[ \frac{1}{2} i \int \Omega dt \right] \) and that the general solution is the sum of the two solutions, we have

\[(5) \quad \eta = K_1 e^{P_1} + K_2 e^{P_2}\]

where

\[
P_1 = \frac{1}{2} \int \left[ i\omega (1 + \sigma) + f - \frac{d}{\sigma} \right] \, dt
\]

and

\[
P_2 = \frac{1}{2} \int \left[ i\omega (1 - \sigma) + f - \frac{d}{\sigma} \right] \, dt.
\]

In (5), \( K_1 \) and \( K_2 \) are arbitrary complex constants determined by the initial conditions.

**Interpretation of Solution**

For those who have not had experience in the field of complex quantities, an interpretation of the solution (5) is offered.

Consider the series expansion of \( e^y \).

\[
e^y = 1 + y + \frac{y^2}{2!} + \frac{y^3}{3!} + \text{etc.}
\]

Upon substituting \( ix \) for \( y \) in this, we have

\[
e^{ix} = 1 + ix - \frac{x^2}{2!} - \frac{ix^3}{3!} + \frac{x^4}{4!} + \frac{ix^5}{5!} - \frac{x^6}{6!} + \text{etc.} =
\]

\[
= \left[ 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots \right] + i \left[ x - \frac{x^3}{3!} + \frac{x^5}{5!} + \cdots \right].
\]

The first term on the expansion of \( e^{ix} \) is the series for \( \cos x \) while the
expression in the second bracket is the series for \( \sin x \). Hence we have

\[
e^{ix} = \cos x + i \sin x.
\]

For the case when \( u \left[ 1 \times A \right] \) is the only component of the force system and \( \delta = f = 0 \), the solution, as we have seen, is of the form

\[
\eta = K_1 e^{\frac{1}{2} \omega (1 + \sigma)t} + K_2 e^{\frac{1}{2} \omega (1 - \sigma)t}.
\]

Let us write this as

\[
\eta = K_1 e^{imt} + K_2 e^{imq}
\]

and let us also assume for simplicity that \( K_1 \) and \( K_2 \) are both real.

Since \( m \) is the real part of \( \eta \) and \( n \) the imaginary part of \( \eta \), then in view of the interpretation of \( e^{ix} \), (6) may be written as:

\[
\begin{align*}
\begin{cases}
m = K_1 \cos \omega_1 t + K_2 \cos \omega_2 t \\
n = K_1 \sin \omega_1 t + K_2 \sin \omega_2 t
\end{cases}
\end{align*}
\]

(6.1)

Consider an epicyclic motion of the following character. Let there be a circle of radius \( K_2 \) as shown in Figure 3 and let a point \( P \) move on it with a constant angular velocity \( \omega_2 \). With \( P \) as a moving center, let there be another circle of radius \( K_1 \) and a point, \( Q \), moving on it with a constant angular velocity \( \omega_1 \).

\[\theta = 0\]

**Figure 3**
If θ = 0 is the axis of m's and θ = π/2 is the axis of n's, we have for m and n at any time t,

\[ m = K_1 \cos \omega_1 t + K_2 \cos \omega_2 t \]

\[ n = K_1 \sin \omega_1 t + K_2 \sin \omega_2 t . \]

But this is the same as given by (6.1) and the result establishes the epicyclic character of the motion given in (6).

In cases of practical interest, neither \( \dot{\sigma} \) nor \( \ddot{f} \) is zero. Let us rewrite \( P_1 \) and \( P_2 \) of (5) as

\[ \begin{align*}
P_1 &= \frac{1}{2} \int \Omega (1 + \sigma) dt + \frac{1}{2} \int (f - \ddot{\sigma}/\sigma) dt \\
P_2 &= \frac{1}{2} \int \Omega (1 - \sigma) dt + \frac{1}{2} \int (f - \ddot{\sigma}/\sigma) dt .
\end{align*} \]

The first parts of \( P_1 \) and \( P_2 \) are imaginary and the second parts are real. In view of the fact that \( \sigma \) is no longer taken as a constant, the angular velocities \( \omega_1 \) and \( \omega_2 \) are no longer constant. The real second parts indicate that the amplitudes are no longer either.

So, in place of (6.1), we write

\[ \begin{align*}
m &= \left\{ K_1 \cos \left[ \frac{1}{2} \int \Omega (1 + \sigma) dt \right] + K_2 \cos \left[ \frac{1}{2} \int \Omega (1 - \sigma) dt \right] \right\} \exp \left[ \frac{1}{2} \int (f - \ddot{\sigma}/\sigma) dt \right] \\
n &= \left\{ K_1 \sin \left[ \frac{1}{2} \int \Omega (1 + \sigma) dt \right] + K_2 \sin \left[ \frac{1}{2} \int \Omega (1 - \sigma) dt \right] \right\} \exp \left[ \frac{1}{2} \int (f - \ddot{\sigma}/\sigma) dt \right] .
\end{align*} \]
Chapter II

Equations of Motion with a Spinning Coordinate System.
The Spins Caused by the Cross Wind Force, the Magnus Force and Gravity.

The Spinning Coordinate System

In the preceding, we have followed the methods of Fowler, Gallop, Lock, and Richmond in deriving equations (4.1) and (4.5) and the methods followed by Kelley and Mochon in obtaining the solution. In treating the motion in the presence of a cross wind force, and other forces transverse to the trajectory, we depart from Fowler, Gallop, Lock and Richmond, and adopt a coordinate system which is attached to the actual trajectory. As in Chapter I, the unit vector, \( i \), points along the trajectory, the unit vector, \( j \), is initially in a vertical plane through the trajectory, and the unit vector, \( k \), is initially horizontal.*

As a result of the cross wind force and other forces having components transverse to the trajectory, our coordinate system will have a component of spin, \( \omega \), about some axis transverse to the trajectory but no spin about the trajectory. By virtue of the spin, the coordinate system will not be a Galilean one. We proceed to derive first \( \omega \) and then the equations of motion in this spinning non-Galilean coordinate system.

Consider a body of mass, \( m \), moving with velocity, \( v \), in the direction indicated by the unit vector, \( \tau \). Its vector momentum is evidently \( mv\tau \). The rate of change of momentum or the vector force is made up of two components, \( mv\tau \) and \( mvT \). The first component, parallel to \( \tau \), is the sum of the drag and the tangential component of the force of gravity, while the second component is a force perpendicular to \( \tau \). This is apparent since \( \tau \) is a unit vector and the only possible change in \( \tau \) is a change in direction. See Figure 4.

\[ \tau + \Delta \tau \]

Figure 4

If we designate the vector force perpendicular to \( \tau \) by \( F_n \), we have

\[ \tau = \frac{F_n}{mv} \]

The deviation of \( k \) from the horizontal direction and \( j \) from the vertical plane will be discussed in Chapter 5. It will be shown that these deviations are small.
Thus, the angular velocity of the trajectory, $\omega$, is equal in magnitude to

$$\frac{F_n}{mv}.$$

As a vector, it must be perpendicular to $\tau$ and also $\dot{\tau}$. Hence, the spin of our coordinate system,

$$\omega = \tau \times \dot{\tau} = \tau \times \frac{F_n}{mv}.$$

It is apparent that $\frac{F_n}{mv}$ may be replaced by $\frac{F}{mv}$, where $F$ is the resultant force on the shell, since the tangential component of $F$ makes no contribution to the vector product.

In the future, we shall replace $\tau$ by $i$ since by definition, $i$ is the unit vector pointing along the trajectory. So that

$$(7) \quad \omega = i \times \dot{i} = i \times \frac{F}{mv}.$$ 

From page 2, we have as the equation of motion

$$(1) \quad \dot{\vec{N}} + \vec{A} \ddot{\vec{A}} + B [\vec{A} \times \vec{\omega}] = \vec{G}.$$

The superscript $\cdot$ indicates time derivatives in a Galilean coordinate system. If superscript primes indicate time derivatives in our chosen coordinate system, the job is to express $\dot{N}$, $\dot{A}$ and $\vec{\omega}$ in terms of $N'$, $A'$, $A''$ and $\omega$.

As the first step, we state the following theorem:

$$(7,1) \quad \dot{r}_2 = r'_1 + \omega \times r_1.$$

Figure 5

In this, $r'_1$ is the rate of change of the vector, $r$, as measured in space 1 (non-Galilean) with axes $x_1$, $y_1$, $z_1$. Suppose this space is spinning with respect to Galilean space, 2, with an angular velocity, $\omega$, as indicated. It is apparent that the velocity in space 2 of the point $P$ at the end of $r$ caused by the spin $\omega$, will be $\omega \times r$. It may be
rigorously shown that the rate of change of $r$ in space 2, $\dot{\mathbf{r}}_2$, is to be obtained by adding this term to $\mathbf{r}_1'$. Hence, since space 2 is Galilean,

$$\dot{\mathbf{r}}_2 = \mathbf{r}_1' + \omega \times \mathbf{r}_1. \quad \text{**}$$

From this theorem, it follows directly that $\mathbf{A} = \mathbf{A}' + \omega \times \mathbf{A}$ and by a second application that

$$\dot{\mathbf{A}} = \mathbf{A}'' + \omega \times \mathbf{A}' + \omega' \times \mathbf{A} + \omega \times \left[ \omega \times \mathbf{A} \right] =$$

$$= \mathbf{A}'' + 2 \omega \times \mathbf{A}' + \omega' \times \mathbf{A} + \omega \times \left[ \omega \times \mathbf{A} \right].$$

Although $\omega$ has no component about the trajectory, it does have a component $\omega \sin \delta$ about the axes of the shell, which makes an angle $\delta$ with the tangent to the trajectory. We shall neglect $\omega \sin \delta$ in comparison with $N$. So we take the spin $N$ unchanged in our coordinate system.

Upon making the substitutions indicated above in (1), we obtain

$$AN'\Lambda + ANA' + AN\omega \times \Lambda$$

(1.02)

$$+ B \left\{ \begin{array}{c}
\Lambda \times \Lambda'' + \omega \times \left[ \omega \times \mathbf{A} \right] \\
\Lambda \times \omega \times \mathbf{A}' \\
\Lambda \times \omega \times \mathbf{A}
\end{array} \right\} = G.$$  

To simplify this result, we make use of a theorem of vector analysis,

$$\left[ \mathbf{A} \times \left[ \mathbf{B} \times \mathbf{C} \right] \right] = \mathbf{B} \left( \mathbf{A} \cdot \mathbf{C} \right) - \mathbf{C} \left( \mathbf{A} \cdot \mathbf{B} \right).$$

For the two triple and one quadruple products indicated by the superscripts I, II and III, respectively, we obtain

(I) $$\left[ \mathbf{A} \times \left[ \omega \times \mathbf{A} \right] \right] = \omega' (A' \Lambda) - \Lambda (A' \omega) - \omega' - (\Lambda \cdot \omega') \Lambda$$

(II) $$2 \left[ \mathbf{A} \times \left[ \omega \times \mathbf{A}' \right] \right] = 2 \omega \left( \mathbf{A} \cdot \mathbf{A}' \right) - 2 \Lambda' \left( \Lambda \cdot \omega \right)$$

(III) $$\left[ \mathbf{A} \times \left[ \omega \times \left[ \omega \times \mathbf{A} \right] \right] \right] = \omega (A' \left[ \omega \times \mathbf{A} \right])) - \left[ \omega \times \mathbf{A} \right] (A' \omega).$$

In treating the term $(\Lambda \cdot \omega') \Lambda$ of I, we consider two cases. The first case is the one where $\omega'$ arises from aerodynamic forces and is therefore proportional to $\delta$. Since in the final $\Lambda$, we consider only the $j$ and $k$ components which are themselves proportional to $\delta$, it is apparent that.

*The use of the superscript dot is appropriate since space 2 is Galilean.

**The name Coriolis is associated with a similar transformation. See "Classical Mechanics", pp. 136-137, by Goldstein.
for this case, \((A'\cdot \omega')A\) is at least of order \(88\) and may be neglected in this first order theory. In the second case, \(\omega\) arises from gravity and \(\omega\) and \(\omega'\) are always perpendicular to the particle trajectory; to the actual trajectory, they will be so nearly perpendicular that the product \((A'\cdot \omega')\) will be of the order \(8\) and \((A'\cdot \omega')A\) of the order of \(8^2\). This also is neglected.

In II, since \(A\) is a unit vector, \(A'\) is necessarily perpendicular to \(A\). Hence, the scalar product \((A'\cdot A') = 0\). The spin \(\omega\) is perpendicular to \(i\), hence, the product \((A'\cdot \omega)\) is at least of the order \(8\) and \(A'\) is of the order \(8^2\). The expression \(-2A'(A'\cdot \omega)\) is at least of the order \(88\) and is thus omitted in this small yaw theory.

In III, the scalar product \((A\cdot [\omega \times A]) = 0\), since \([\omega \times A]\) is perpendicular to \(A\).

In view of these considerations, (1.02) may be written

\[
A'N' \Lambda + A'N + A'N [\omega \times \Lambda] + B \left\{ [\Lambda \cdot A''] + \omega' - [\omega \times A] (A'\cdot \omega) \right\} = 0.
\]

If the spin \(\omega\) is caused by aerodynamic forces, \(\omega\) will be proportional to \(8\) and the term \([\omega \times \Lambda] (A'\cdot \omega)\) will be at least of the order \(8^2\) and thus may be neglected.

We proceed to compute the spins, \(\omega_k\), \(\omega_\Lambda\), and \(\omega_g\) caused by the cross wind force, the Magnus force and gravity, respectively, thus obtaining the resultant spin \(\omega = \omega_k + \omega_\Lambda + \omega_g\).

The Cross Wind Force

The cross wind force, \(L\), is defined to be a force which acts perpendicularly to the trajectory in the plane of the yaw. For this treatment, it is further assumed to be proportional to \(\sin \delta\). So we take

\[L = \lambda \sin \delta,\]

and call \(\lambda\) the cross wind force co-factor.

Consider now the vector difference

\[(\Lambda - \cos \delta \cdot i); \quad \text{(see Figure 6).}\]

*In ballistics, we write

\[L = K_L \rho d^2 u^2 \sin \delta. \quad \text{(See Hayes' Elements of Ordnance, p. 412).}\]
It is obvious that \((A - \cos \delta \mathbf{i})\) has the magnitude \(\sin \delta\) and that it is perpendicular to the trajectory, the direction of which is \(\mathbf{i}\). Accordingly, a correct vector representation of the cross wind force is

\[\lambda (A - \cos \delta \mathbf{i}).\]

From (7) it appears that the spin \(\omega_k\), of the coordinate system, caused by the cross wind force, is

\[
\omega_k = \mathbf{i} \times \frac{\lambda (A - \cos \delta \mathbf{i})}{\text{mv}} = \frac{\lambda}{\text{mv}} \left\{ \mathbf{i} \times A - \cos \delta \left[ \mathbf{i} \times \mathbf{i} \right] \right\} =
\]

\[= \frac{\lambda}{\text{mv}} \begin{bmatrix} 1 & 0 & -\mathbf{A} \end{bmatrix} = \frac{L}{\text{mv} \sin \delta} \begin{bmatrix} 1 & 0 & -\mathbf{A} \end{bmatrix}.
\]

Upon replacing \(\frac{\lambda}{\text{mv}}\) or \(\frac{L}{\text{mv} \sin \delta}\) by \(\kappa\), we have for the spin \(\omega_k\) caused by the cross wind force,

\[\omega_k = \kappa \begin{bmatrix} 1 & 0 & -\mathbf{A} \end{bmatrix}.
\]

**Magnus Force**

The Magnus force is a force which arises from the interaction of the boundary layer of a spinning shell and the wind stream when the shell has an angle of yaw. Consider a tennis ball or a baseball under the conditions shown in Figure 7. As a result of the interaction between the wind stream and the boundary layer, the velocity at the top surface of the ball will be

less than the velocity on the bottom surface of the ball. Associated with this will be a higher pressure over the top than there is on the bottom producing a force which accelerates the ball in a downward direction. This is what happens when a tennis ball is given a top spin.

Consider a shell spinning as shown in Figure 8. As a result of the
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**Figure 7**
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**Figure 8**
pressure distribution mentioned, there will be a Magnus force, \( K \), acting perpendicular to the plane of the yaw, as indicated, which should be approximately proportional to the spin, \( K \), the velocity of the shell, \( v \), and to the sine of the angle of yaw, \( \delta \). If the factor of proportionality is represented by \( f_m \), we may write

\[ K^* = f_m v N \sin \delta \text{ (in magnitude)} \]

and by

\[ f_m v N \left[ \Lambda \times i \right] \text{ as a vector.} \]

We shall represent \( f_N \) in the above by \( \lambda \) and call \( \lambda^{**} \) the Magnus force damping factor. The contribution to \( \dot{i} \) caused by \( K \) is therefore

\[ \dot{i} = \lambda \frac{mv}{nv} \left[ \Lambda \times i \right] = \lambda \left[ \Lambda \times i \right] . \]

The spin \( \omega_{\Lambda} \) caused by the Magnus force is

\[ \left[ \dot{i} \times i \right] - \lambda \left[ i \times \left[ \Lambda \times i \right] \right] . \]

Gravity

The force of gravity is numerically equal to \( mg \) where \( g \) is the acceleration caused by gravity. This force has a component perpendicular to the trajectory equal in magnitude to \( mg \cos \theta \), where \( \theta \) is the inclination of the trajectory to the horizontal. Therefore, in our coordinate system, the component perpendicular to the trajectory will be represented by

\[ -mg \cos \theta \mathbf{j}^{**} . \]

It follows from (7) that the spin \( \omega_{g'} \) caused by gravity, will be

\[ i \times \left( -g \cos \theta \mathbf{j} \right) = \theta' \mathbf{k} \]

since \( \theta' = -\frac{mg \cos \theta}{v} . \)

The Resultant Spin of the Coordinate System

The spins caused by the cross wind force, the Magnus force and gravity are respectively,

\[ \begin{cases} \omega_k = \kappa \left[ i \times \Lambda \right] , \\ \omega_{\Lambda} = \lambda \left[ i \times \left[ \Lambda \times i \right] \right] , \\ \omega_g = \theta' \mathbf{k} . \end{cases} \]

*In ballistic notation, we write, Magnus force\(=K=K_{cross}2Nv \sin \delta \) (in magnitude).

**The damping factor \( \lambda \) is to be distinguished from the crosswind force co-factor \( \lambda \).

***In view of the small rotation of our system about the trajectory, the component of the gravity force will not be exactly represented by \( -mg \cos \theta \mathbf{j} \).

There will, in general, be a small \( k \) component.
Chapter III

The Yawing Moment Due to Yawing.
The Magnus Moment.
The Equation for the Complex Yaw.

We have so far considered the following elements of the force system:

- Drag
- Overturning Couple
- Axial Couple
- Cross Wind Force
- Magnus Force
- Gravity

The last three forces contribute to the spin of the trajectory and, hence, to the spin of our coordinate system. In this chapter, we consider the yawing moment due to yawing and the Magnus moment, and derive the equation for the complex yaw.

**Yawing moment due to yawing**

\( H \)

The yawing moment due to yawing, designated by \( H^w \), is the moment which opposes the angular velocity of the axis of the shell.

\( h \)

We define a yawing moment due to yawing damping factor, \( h \), by writing

\[ H^w = -h \cdot B_\gamma. \]

As we have seen in Chapter I (page 2), the angular velocity of the axis of the shell \( w \) may be expressed as \((A \times \dot{A})\). Thus, if we are to take account of this moment, we include on the right-hand side of equation (1.03) on page 14,

\[ -h \cdot B \cdot (A \times \dot{A}) \]

in addition to the overturning moment, \( \mu \cdot \left[ \dot{A} \times A \right] \), and the axial couple, \( -AN[\dot{A}]. \)

As has been mentioned, \( \dot{A} \) is the angular velocity referred to Galilean axes, whereas, in this problem, we refer the motion to axes turning with the trajectory. We thus have to express \( \dot{A} \) in terms of \( A' \) and the resultant angular velocity of the trajectory, \( \omega \). As we have seen in Chapter II, \( \dot{A} \) is equal to \( A' + \omega \times A \), and thus

\[ A \times \dot{A} = A \times A' + A \times \left[ \omega \times A \right]. \]

As we have also seen in Chapter II, the triple product \( A \times \left[ \omega \times A \right] \) may be expressed as \( \omega - (\omega \cdot A)A \). Hence

\[ -hB \cdot \left[ A \times \dot{A} \right] = -hB \cdot \left\{ A \times A' + \omega - (\omega \cdot A)A \right\}. \]

*In ballistic notation, \( H^w \) is expressed by

\[ K_H \cdot n \cdot \frac{d}{dt} \cdot \nu w \]

in which \( K_H \) is the yawing moment due to yawing coefficient and \( \nu \) is the vector angular velocity of the axis of the shell.
The term \((\omega \cdot \Lambda)\Lambda\) will be omitted since it is of the order \(s^2\) in the\( j\) and \(k\) components. Thus we have, including the moments so far considered, for the right hand side of (1.03),

\[
\mu \left[ i \times \Lambda \right] - AN[i^2] - hB \left\{ \left[ \Lambda \times \Lambda' \right] + \omega \right\} .
\]

**Magnus Moment**

On page 15, it appeared that the vector Magnus force is proportional to \(\Lambda \times i\). The moment of this force is perpendicular to the force and to the axis of the shell and is therefore properly given as proportional to \(\Lambda \times \left[ \Lambda \times i \right]\). We assume a proportionality factor of \(A\gamma\), where \(\gamma\) is the Magnus moment damping factor, and write the Magnus moment,

\[
J^* = A\gamma \left[ \Lambda \times \left[ \Lambda \times i \right] \right].
\]

This term is to be added to the right hand of equation (1.03) in addition to the moments mentioned above.

While it is commonly assumed in the small yaw theory that the Magnus force and moment are strictly proportional to the spin, there is little experimental evidence to back up this assumption. What evidence there is indicates that the force and moment are not exactly proportional to the spin. On the other hand, the evidence indicates that the Magnus force and moment are proportional to \(s\) for small yaws.

Including all the moments so far considered, the right hand side of (1.03) is

\[
\mu \left[ i \times \Lambda \right] - AN[i^2] - hB \left\{ \left[ \Lambda \times \Lambda' \right] + \omega \right\} + A\gamma \left[ \Lambda \times \left[ \Lambda \times i \right] \right].
\]

If the term \(- AN[i^2]\) is cancelled against \(AN'\Lambda\), (1.05), see page 14, becomes

\[
A(N' + \left[ \omega \times \Lambda' \right]) + B \left\{ \left[ \Lambda \times \Lambda'' \right] + \omega' - (\Lambda' \cdot \omega) \left[ \omega \times \Lambda \right] \right\} =
\]

\[
= \mu \left[ i \times \Lambda \right] - hB \left\{ \left[ \Lambda \times \Lambda' \right] + \omega \right\} + A\gamma \left[ \Lambda \times \left[ \Lambda \times i \right] \right],
\]

with the spin, \(\omega\), as given in equation (7) of Chapter II by

\[
\omega = \kappa \left[ i \times \Lambda \right] + \lambda \left[ i \times \left[ \Lambda \times i \right] \right] + \theta' \cdot k.
\]

We are to expand (1.04) in terms of the \(j\) and \(k\) components, the components of the complex yaw, and omit the \(i\) components, if any, since in this small yaw theory, \(f = 1\).

*In ballistic notation, we write \(J = K_j \rho \frac{d^2 N}{d\nu^2} \sin \delta\) (in magnitude).*
Before carrying out this expansion, it is convenient to expand the vectors and the vector products in (1.04).

For \( \mathbf{m} \), on carrying out the indicated vector multiplications, we find with
\[
\mathbf{A} = \left( \mathbf{i} + m\mathbf{j} + n\mathbf{k} \right),
\]

\( \mathbf{m} = \left( -\kappa n + \lambda n \right) \mathbf{j} + \left( \kappa m + \lambda n + \theta^1 \right) \mathbf{k} .
\]

If the \( j \) and \( k \) components of the vectors and vector products in (1.04) are indicated by the notation \( \mathbf{m}_j, \mathbf{m}_k \), we have
\[
\left( \mathbf{A} \times \mathbf{m} \right)_j, \mathbf{m}_k = \left( \kappa m + \lambda n + \theta^1 \right) \mathbf{j} + \left( \kappa n - \lambda n \right) \mathbf{k} .
\]

With the usual approximations,
\[
\left( \mathbf{A} \times \mathbf{m} \right)_j, \mathbf{m}_k = -n'' \mathbf{j} + m'' \mathbf{k}
\]

(2.01)

In treating the term \( \mathbf{m} \cdot \mathbf{A} \left[ \mathbf{m} \times \mathbf{A} \right] \) we need to include in \( \mathbf{m} \) only the term \( \theta^1 \mathbf{k} \) since \( \mathbf{m} \) will be proportional to \( \delta \) for the other components and the term itself will be of the order \( \delta^2 \) for these components.

With \( \mathbf{m} = \theta^1 \mathbf{k} ,
\]

\[
\left( \left( \mathbf{m} \cdot \mathbf{A} \right) \left[ \mathbf{m} \times \mathbf{A} \right] \right)_j, \mathbf{m}_k = n^2 \theta^2 \mathbf{j} .
\]

On the right hand side of (1.04),
\[
\left( \mathbf{1} \times \mathbf{A} \right)_j, \mathbf{m}_k = -n \mathbf{j} + m \mathbf{k} ,
\]

\[
\left( \left( \mathbf{A} \times \mathbf{A} \right) \right)_j, \mathbf{m}_k = -n^2 \mathbf{j} + m^2 \mathbf{k} ,
\]

\[
\left( \mathbf{A} \times \left( \mathbf{A} \times \mathbf{i} \right) \right)_j, \mathbf{m}_k = n \mathbf{j} + m \mathbf{k} .
\]

Using these expressions for the vectors and vector products in (1.04), dividing both sides by \( B \), expressing the quotient \( \frac{\mathbf{A} \cdot \mathbf{m}}{B} \) by \( \Omega \), and collecting the terms in \( j \) and \( k \), respectively, we obtain
\[
\Omega \left( \mathbf{m}^2 + \kappa m + \lambda n + \theta^1 \right) - n'' + \left( -\kappa n + \lambda n \right) = - \frac{\mu}{B} n + km + hkn + h\lambda m +\gamma m .
\]

(1.05)

\[
\Omega \left( \mathbf{m}^2 + \kappa m + \lambda n \right) + m'' + \left( \kappa m + \lambda n + \theta^2 \right) = \frac{\mu}{B} m - km - hkn - h\lambda n - n\theta^1 + \gamma m .
\]
We multiply the first of these equations by \(-1 = -\sqrt{-1}\) and add to the second with the result:

\[
\Omega \left[ - \imath m' + n' - \kappa (\imath m - n) + \lambda (-m - \imath n) - \imath \theta \right] + m'' + \imath n'' - \kappa (m' + \imath n') - \lambda (\imath m' - n') + \imath \theta \imath^2 + \theta^2 =
\]

\[
= \frac{\mu}{B} (m + \imath n) - h(m^0 + \imath n^0) - h\kappa (m + \imath n) + h \lambda (\imath m - n) - \hbar \theta^2 - \Omega \gamma (\imath m - n).
\]

Replacing \((m + \imath n)\) by \(\eta\), the complex yaw, as in Chapter I, and arranging the terms, we have

\[
\eta'' + \kappa \eta' - \imath \eta^2 - \imath \Omega \eta' - \imath \Omega \kappa \eta
\]

\[
- \Omega \lambda \eta - \frac{\mu}{B} \eta + h \eta'' + h \kappa \eta - h \lambda \eta + \imath \Omega \eta = \imath \Omega \eta' - \eta'' - \imath \Omega \eta^2 - h \theta^2
\]

or

\[
(1.6) \quad \eta'' - i(\Omega + \imath \kappa + \imath h + \lambda) \eta' - \left[ \frac{\mu}{B} + \imath \Omega \kappa + \Omega \lambda - \imath \Omega h - \hbar \kappa + \imath \hbar \lambda \right] \eta =
\]

\[
= \imath \Omega \eta' - \eta'' - \imath \Omega \eta^2 - h \theta^2
\]

\[
= \imath \Omega \left[ \theta^2 - \frac{n \Omega^2}{\Omega} + i \left( \frac{\theta''}{\Omega} + h \theta^2 \right) \right].
\]
Chapter IV

The Solutions of the Equation for the Complex Yaw, Stability

In this chapter, we derive the solutions of the equation for the complex yaw (1.06). We first consider a particular solution of the equation. We insert the particular solution in the equation and subtract the resulting equation from (1.06). By so doing, we get an homogeneous equation.

The Particular Solution

We proceed with the derivation of the particular solution and shall consider later the solutions of the homogeneous equation.

Following Kelley and McShane, let us write (1.06) in the form

\[ \eta'' + a\eta' + b\eta = c. \]  

(1.07)

Assume a solution of the form

\[ \eta = \frac{c}{b} + \epsilon, \]

on the assumption that the \( \eta'' \) and \( \eta' \) terms are relatively small. On inserting the solution in (1.07) and neglecting \( \eta'' \) and \( \epsilon' \), one finds

\[ \epsilon = -\frac{a}{b} \left( \frac{c}{b} \right)' , \]

and

\[ \eta = \frac{c}{b} - \frac{a}{b} \left( \frac{c}{b} \right)' , \]

In terms of the notation of equation (1.06) this gives

\[ (9) \quad \eta = -\frac{iAN}{\mu} \left[ \theta' - \frac{n\theta^2}{\Omega} + i(\theta'' + h\theta') \right] \left\{ -\frac{iAN}{\mu} \left[ \theta' - \frac{n\theta^2}{\Omega} + i(\theta'' + h\theta') \right] \right\} \]

if all but the leading term in 'a' and 'b' of equation (1.07) are ignored.

*Values of terms in 'a' and 'b' for the 37mm H.E. Shell M5 at a velocity of 2000 ft/sec and a twist of rifling of 1 in 50:

\[ \Omega = 588.5 \text{ rad/sec} \]
\[ \kappa = 1.39 \text{ sec}^{-1} \]
\[ h = 5.51 \text{ sec}^{-1} \]
\[ \lambda = 0.52 \text{ sec}^{-1} \]
\[ \mu = 1017 \text{ lb.ft}^2/\text{sec}^2 \]
\[ \mu/B = 52,000 \text{ sec}^{-2} \]
\[ \Omega \kappa = 819 \text{ sec}^{-2} \]
\[ \gamma = -2.06 \text{ sec}^{-1} \]
\[ \Omega \gamma = -1212 \text{ sec}^{-2} \]
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If \( n \theta^2, \theta', \text{ and } h \theta' \) in the first bracket on the right are neglected and the second term, is neglected entirely, (9) becomes

\[
\eta = \frac{-i\lambda}{\mu} \theta' + \frac{i\lambda}{\mu} g \cos \theta.
\]

(9.1)

In view of the fact that the z axis is the axis of imaginaries, (9.1) indicates, on this approximation, that (a) the projectile is pointing directly to the right, and (b) the magnitude of the yaw is given by

\[
\sin \theta = \frac{\lambda}{\mu} g \cos \theta.
\]

The preceding is therefore a derivation of the result given in Hayes, Chapter X, p. 420. Essentially, this expression for what is called the "yaw of repose" was used by Fowler, Gallop, Lock and Richmond in predicting the "right drift" of a projectile with a satisfactory agreement with experiment.

Solutions for the Homogeneous Equation

As was pointed out, if we subtract the special solution (9) from (1.06), we get the following homogeneous equation,

\[
(10) \eta'' - \left( i(\Omega + i\kappa + i\lambda + \lambda) \eta' - \left[ \frac{\mu}{\lambda} + i\Omega M - \gamma - i\lambda \right] - h\kappa + i\hbar \lambda \right] \eta = 0.
\]

As in Chapter I, we write (10) in the form

\[
\eta'' - iE\eta' - F\eta = 0
\]

and make the transformation

\[
\eta = y \exp \left[ \frac{1}{2} i \int E \, dt \right]
\]

obtaining

\[
y'' + \left( \frac{E^2}{4} - F + \frac{1}{2} i E' \right) y = 0.
\]

Upon inserting the values of \( E \) and \( F \) from (10), this becomes

\[
y'' + \frac{1}{2} i (\kappa \lambda + h\lambda) - \frac{1}{4} \left( \frac{E^2}{4} + \frac{1}{2} E' \right) y = 0.
\]

If we neglect the products and squares of the damping factors and also their derivatives and write

\[
\Omega' = \frac{\Omega'}{\Omega} = - \frac{1}{\Omega},
\]
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the coefficient of \( y \) in (11) becomes

\[
\left[ \frac{\Omega^2}{4} - \frac{h}{b} + \frac{i\Omega}{2} \left( h - \kappa + 2\gamma - f \right) - \frac{\Omega}{2} \lambda \right].
\]

In view of the fact that

\[
\frac{\Omega^2}{4} - \frac{h}{b} = (\Omega/2)^2,
\]

this may be written

\[
(\Omega/2)^2 \left[ 1 + \frac{2i}{\Omega/2} \left( h - \kappa + 2\gamma - f \right) - \frac{2\lambda}{\Omega/2} \right].
\]

This quantity (12) is \(-q^2\) of equation (4.6), page 6. Upon taking the square root* of the bracket by the aid of the binomial theorem, i.e.,

\[
\left[ 1 + x \right]^{\frac{1}{2}} = 1 + \frac{1}{2} x + \ldots
\]

and throwing away terms of higher degree than the first in \( x \), we obtain

\[
+ q = + \frac{1}{2} i \left\{ \Omega \sigma + i \left( h - \kappa + 2\gamma - f \right)/\sigma - \lambda/\sigma \right\}
\]

\[
- q = - \frac{1}{2} i \left\{ \Omega \sigma + i \left( h - \kappa + 2\gamma - f \right)/\sigma - \lambda/\sigma \right\}.
\]

In taking the derivative \( \dot{q} \), we consider only the time derivatives of \( \Omega \) and \( \sigma \) and neglect the others. Thus, as before (see page 7),

\[
\frac{\dot{q}}{2q} = \frac{1}{2} \left( f - \frac{\dot{q}}{\sigma} \right).
\]

*Following a suggestion of O.R. Murphy (BRL Technical Note 705), we may replace the bracket of (12) by \((P + iq)\).

If now we place

\[
a + ib = \sqrt{P + IQ},
\]

\[
a^2 - b^2 = P, 2ab = Q.
\]

According to the approximation by the binomial theorem,

\[
\sqrt{P + IQ} = \sqrt{P} + \frac{IQ}{2 \sqrt{P}},
\]

while, according to the above exact relations, the first term should not be \( \sqrt{P} \) but approximately \( \sqrt{P} \left[ 1 + \frac{\Omega^2}{4P^2} \right] \). On the other hand, the second of these relations is fulfilled by the approximation of the binomial theorem.
Hence, the solution for \( y \) is

\[
(13) \quad y = y_1 \exp \left[ \frac{1}{2} i \int_0^t \left\{ \Omega \sigma - \frac{\lambda}{\sigma} + i \left[ (h - \kappa + 2\gamma - f)/\sigma - f + \frac{i}{\sigma} \right] \right\} \, dt \right] + \\
y_2 \exp \left[ - \frac{1}{2} i \int_0^t \left\{ \Omega \sigma - \frac{\lambda}{\sigma} + i \left[ (h - \kappa + 2\gamma - f)/\sigma + f - \frac{i}{\sigma} \right] \right\} \, dt \right]
\]

where \( y_1 \) and \( y_2 \) are complex constants.

If we write this as

\[
y = y_1 e^{Q_1} + y_2 e^{Q_2},
\]

then, in view of the fact that

\[
\eta = y \exp \left[ \frac{1}{2} i \int_0^t E \, dt \right]
\]

and that

\[
E = (\Omega + i\kappa + ih + \lambda),
\]

we have for \( \eta \),

\[
(14) \quad \eta = K_1 \exp \left[ \frac{1}{2} i \int_0^t (\Omega + ih + i\kappa + \lambda) \, dt + Q_1 \right] + \\
K_2 \exp \left[ - \frac{1}{2} i \int_0^t (\Omega + ih + i\kappa + \lambda) \, dt + Q_2 \right]
\]

where \( K_1 \) and \( K_2 \) are complex constants.

Finally we write

\[
(14.1) \quad \eta = K_1 e^{\alpha_1} + K_2 e^{\alpha_2}.
\]

From (14) and (14.1), it is seen that

\[
(15) \quad P_1 = \frac{1}{2} \int_0^t \left\{ i \left[ \Omega (1 + \sigma) + \lambda - \lambda/\sigma \right] - \left[ h + \kappa - f + \delta/\sigma + \frac{I}{\sigma} \left( h - \kappa + 2\gamma - f \right)/\sigma \right] \right\} \, dt,
\]

\[
P_2 = \frac{1}{2} \int_0^t \left\{ i \left[ \Omega (1 - \sigma) + \lambda + \lambda/\sigma \right] - \left[ h + \kappa - f + \delta/\sigma - \frac{II}{\sigma} \left( h - \kappa + 2\gamma - f \right)/\sigma \right] \right\} \, dt.
\]

Since the stability factor is assumed to be appreciably greater than 1, the terms in \( \lambda \) are negligible compared to those in \( \Omega \). Hereafter, \( \lambda \) will be

*E.g., for the 20mm Practice Projectile T114 fired at a muzzle velocity of 3026 ft/sec with a twist of rifling of one turn in 25.4 calibers,

\[
\Omega = 1525 \text{ rad/sec},
\]

\[
\lambda = 0.2 \text{ sec}^{-1} \text{ (approximately).}
\]
neglected. Equations (15.5) then become
\[ P_1 = \frac{1}{2} \int_0^t \left\{ i\Omega (1 + \sigma) - \left[ h + k - f + \delta / \sigma + (h - k + 2\gamma - f) / \sigma \right] \right\} \, dt, \]
(15.1)
\[ P_2 = \frac{1}{2} \int_0^t \left\{ i\Omega (1 - \sigma) - \left[ h + k - f + \delta / \sigma - (h - k + 2\gamma - f) / \sigma \right] \right\} \, dt. \]

The General Solution

If the particular solution (9) is represented by \( c + id \) where \( c \) and \( d \) are both real, then the general solution (the sum of the particular solution and the solutions of the homogeneous equation) is

\[ \eta = K_1 e^{P_1} + K_2 e^{P_2} + c + id. \]

If the initial value of \( \eta \) is \( \eta_0 \), etc., the constants \( K_1 \) and \( K_2 \) must satisfy the conditions:

\[ \eta_0 = K_1 + K_2 + c_0 + id_0, \]
\[ \eta_0' = K_1 P_{1,0} + K_2 P_{2,0} + c_0' + id_0'. \]

Stability conditions for spinning shell

As we have seen in Chapter I, the imaginary parts of \( P_1 \) and \( P_2 \) determine the frequency or angular velocity of the motion while the real parts control the amplitude.

A shell is ordinarily said to be dynamically stable if the amplitudes of both motions diminish with time. Thus, obviously, the conditions for this sort of dynamic stability are that the real parts of \( P_1 \) and \( P_2 \) must be negative. However, in such a treatment of the dynamical stability of shell, no attention is paid to the variation of these factors with velocity and, as a rule, the factors vary considerably as the velocity changes. It will be noticed that the amplitude depends not on the integrands involved in \( P_1 \) and \( P_2 \) but on the integrals. Therefore, the integrand may be positive over certain parts of the velocity interval considered while the integral may be negative. It is apparent that the integrand itself should be negative at the muzzle velocity at which the shell is fired because, if it is not, the large amplitudes might develop before the integral becomes negative once more. Thus, practically considered, there are two factors that have to be considered in designing a shell: (1) the integrand of the real parts in \( P_1 \) and \( P_2 \) should be negative in the neighborhood of the muzzle velocity, but (2)
on the other hand, if the integrands are reasonably negative in the neighborhood of the muzzle velocity, it is not essential that they be negative at all other velocities which the shell assumes on its trajectory. It is known that there are quite a number of shell which, in the narrow sense of the word, are dynamically unstable on certain parts of their trajectories but nevertheless are exceedingly accurate. It would be throwing away many perfectly good shell designs if one insisted that the integrand be negative at all velocities which the shell takes on during its trajectory.

If $c$ is real, the four conditions for the satisfactory damping of the yaw of a shell on a given trajectory are:

near the muzzle

(a) \[ \left[ h + \kappa - f + \dot{\alpha}/c + (h - \kappa + 2\gamma - f)/c \right] \geq 0 \] (dynamically stable)

(b) \[ \left[ h + \kappa - f + \dot{\alpha}/c - (h - \kappa + 2\gamma - f)/c \right] \geq 0 \]

along the trajectory

(c) \[ \int_0^t \left[ h + \kappa - f + \dot{\alpha}/c + (h - \kappa + 2\gamma - f)/c \right] \, dt \geq 0 \] (not necessarily dynamically stable at all points on the trajectory)

(d) \[ \int_0^t \left[ h + \kappa - f + \dot{\alpha}/c - (h - \kappa + 2\gamma - f)/c \right] \, dt \geq 0 \]

when $t$ is any time along the trajectory.*

As Murphy suggests in BRL Report 853, for practical purposes, the 0's on the right of the above inequalities might well be replaced by positive constants.

* As Sterne and Poor have pointed out, it may be dangerous to design a weapon for which all four stability conditions are satisfied only when the shell is fired for a certain muzzle velocity. If the muzzle velocity were inadvertently changed, the conditions 'a' and 'b' might no longer be satisfied.
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The Motion of the Coordinate System

As compared with the coordinate system of Fowler, Gallop, Lock and Richmond, which is attached to the particle trajectory, ours has the advantage that it deals with only one vector, $A$, instead of two, $A$ and $X$ (see below). As compared with that of Kelley and McShane*, it has the advantage of resembling more closely a Galilean system than one whose coordinates oscillate with the projectile. However, our coordinate system has the disadvantage that the $z$ axis, originally assumed to be horizontal, will not, in general, remain horizontal, and the $y$ axis, originally in a vertical plane through the trajectory, will not, in general, remain in that plane. However, it will be shown that the departure of the $z$ axis from the horizontal will be small and the departure of the $y$ axis from the vertical plane will be also.

Consider a projectile moving vertically upward. Let us take the $y$ axis initially as coming out of the plane
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Figure 9

of Figure 9 and the $z$ axis as pointing to the right. Suppose there is a spin $\alpha_y$ of the coordinate system about the $y$ axis, then the $z$ axis will turn toward the vertical with the same angular velocity $\alpha_y$. Place a vertical plane so that it will include the $z$ axis and let $\phi$ be the angle, measured in that plane between a horizontal line and the $z$ axis. In this case, $\phi = \alpha_y$.

Let us consider the general case. Suppose the tangent to the trajectory makes an angle $\theta$ with the horizontal, let the $z$ axis point initially directly to the right and let the $y$ axis be initially in the vertical plane thru the $x$ axis. See Figure 10.
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It appears that the component of $\omega_y$ about an horizontal normal to the initial direction of the z axis will be $\omega_y \sin \theta$. So, in general,

$$\dot{\theta} = \omega_y \sin \theta.$$

It is apparent that a rotation $\omega_z$ about the z axis, if z is horizontal, will not move the y axis from the vertical.

On the other hand, if the z axis is not horizontal, a rotation about it, $\omega_z$, will cause the y axis to leave the vertical plane through the trajectory. However, $\dot{\theta}$ is approximately proportional to $\omega_y$ as long as $\dot{\theta}$ is small. Thus, the departure of the y axis from the vertical will be approximately proportional to the product $\omega_y \omega_z$ and will be neglected.

It is obvious that a rotation about the y axis will not change the direction of the y axis.

It thus appears that the rate of departure of the z axis from the horizontal is given by $\dot{\theta} = \omega_y \sin \theta$, and that the rate of departure of the y axis will be of higher order in the spins of the trajectory.

The spin of the coordinate system caused by gravity, $\omega_g$, has no component in $\omega_y$. The main component of $\omega_y$ is that caused by the cross wind force, in magnitude, $-k\eta$.

With an assumed value of $k = 1.0$, Hitchcock and Harrington have computed

$$\frac{\dot{\theta}}{\sin \psi} = \frac{\int \dot{\theta} \, dt}{\sin \psi} = \frac{\int \omega_y \, dt}{\sin \psi}$$

for two cases, one where the motion is undamped (with damping due to $\kappa$ neglected) and one where the motion is damped with $h = 3.2$ and $k = 1.0$. This was for a 3.3" shell with a velocity of 2080 ft/sec. The results were that, at the end of 0.6 sec., the maximum value of $\dot{\theta}$ for the undamped case was less than .003 rad, and less than .002 rad for the damped case.
Fowler and associates refer the motion to a coordinate system attached to the particle trajectory with only drag and gravity acting on the particle. In this system, they consider two vectors. One which we shall call \( \Delta \) is the unit vector having the direction of the axis of the shell; the other, \( \mathbf{x} \), a unit vector having the direction of the actual trajectory, both referred to the coordinate system mentioned.

Fowler writes

\[
\Delta = \mathbf{A}_F - \mathbf{x} = (m_F - y)\mathbf{j}_F + (n_F - z)\mathbf{k}_F
\]

If we define the vector \( \Delta \) as the component of the vector \( \mathbf{A}_F \) normal to the actual trajectory, then with the coordinate system of FGLR,

\[
\Delta = \mathbf{A}_F - \mathbf{x} = (m_F - y)\mathbf{j}_F + (n_F - z)\mathbf{k}_F
\]

since \( f \approx x \approx 1 \).

On the other hand, the vector representation of our complex yaw is \((mj + nk)\). Hence, if the small angles between our and their coordinate axes may be disregarded, i.e., if \( \mathbf{j}_F = \mathbf{j}, \mathbf{k}_F = \mathbf{k}, m = m_F - y, n = n_F - z \).

FGLR introduce two complex variables in their treatment, \( \eta \) and \( \zeta \). The definitions of these variables are as follows:

\[
\eta + c\zeta = m_F + in_F, \quad c\zeta = y + iz
\]

where \( c = \cos \theta \).

From these, it is seen that

\[
\eta = (m_F - y) + i(n_F - z),
\]

and Fowler's \( \eta \) is equivalent to our \( \eta \), except for the slight difference between our axes and his.

On page 337, FGLR give, with slight changes in notation, the following equations involving \( \eta \) and \( \zeta \).

\[
(3.613) \eta'' - (i\Omega - h - \kappa + i\lambda)\eta' = \left\{ \frac{\Omega^2}{4} + \Omega(h\kappa + i\lambda) + \Omega' - (\kappa - i\lambda) \frac{c'}{c} \right\} \eta
\]

\[
- \left[ i\Omega c' + hc' - c^2 \right] \zeta = i\Omega' = i\Omega(\theta_1 + i\theta_1'/\Omega)^*.
\]

* Where \( \theta_1 \) is the inclination of the particle trajectory.
This is to be compared with our equation (1.06) on page 20. The differences are as follows:

a. FGLR have two terms in $\eta$: $-(\kappa' - i\lambda')\eta$ and $(\kappa - i\lambda) \frac{c^2}{c} \eta$.

b. They have a $\zeta$ term which they later discard as being of the order $\frac{1}{\Omega^2}$.

c. On the right hand side, we have two terms in the bracket of (1.06) $\frac{n\theta'^2}{\Omega}$ and $\frac{1n\theta'}{\Omega}$, which Fowler considers negligible.

FGLR give as the solution (p. 339) for the simplified homogeneous equation in $\eta$, with a slight change of form,

\[
\eta = \left(\frac{n_0^2 - \sigma}{n_0^2 \sigma_o}\right)^{-1/2} \left[K_1 e^{P_1} + K_2 e^{P_2}\right]
\]

where

\[
P_1, P_2 = \frac{1}{2} \int_0^t \left\{i\sigma(1 + \sigma) - \left[h + \kappa + (h - \kappa + 2\gamma - (l)/\sigma\right]\right\} \, dt
\]

and $K_1$ and $K_2$ are arbitrary constants.

It may be shown that

\[
\left(\frac{n_0^2 - \sigma}{n_0^2 \sigma_o}\right)^{-1/2} = \exp \left[\frac{1}{2} \int (l - \frac{\sigma}{\alpha}) \, dt\right].
\]

In view of this, (3.6234) may be written

\[
\eta = K_1 e^{P_1} + K_2 e^{P_2}
\]

with the $P$'s now defined by

\[
P_1, P_2 = \frac{1}{2} \int \left\{i\sigma(1 + \sigma) - \left[h + \kappa + (h - \kappa + 2\gamma - (l)/\sigma\right]\right\} \, dt.
\]

This is to be compared with (15.1) on page 25. It will be seen that the results are identical.

Another comment on Fowler's treatment: he claims his result to be valid only for large values of $\Omega$; our results indicate that his results are of greater generality than he realized. In fact, they merely depend
Comparison with Kelley-McShane

Kelley-McShane use the arc length as the independent variable, instead of the time. Dr. Galbraith has kindly transformed Kelley-McShane's equation (1.23), BRL Report 446, to its equivalent with time as the independent variable. The result, with our notation for the damping factors, is:

\[ \frac{d}{dt} \left( \frac{\mu}{\beta} + i\Omega(\kappa - \gamma - i\lambda) - i\frac{\Omega g \sin \theta}{u} \right) \]

\[ = i\Omega \theta^* \left( 1 + \frac{\psi}{\Omega} + \frac{ih}{\Omega} \right) - \theta^* . \]

In view of the fact that FGLR made their observations by yaw cards, they give, in addition to an expression for \( \theta \), the complex yaw, expressions for \( \delta^2 \) and for \( \phi \), the angle between a vertical plane through the trajectory and the plane of the yaw:

\[ \delta^2 = \alpha^2 \sin^2 \Omega t + \beta^2 \cos^2 \Omega t , \]

\[ \phi = \phi_0 + \frac{1}{2} \Omega t + \arctan \left( \coth \left( \frac{j - q_3}{\tan \Omega t} \right) \right) . \]

In these,

\[ \alpha = \text{maximum yaw} \]

\[ \beta = \text{minimum yaw} \]

\[ q = \frac{1}{2} \Omega \sigma \]

\[ \alpha = Je^{-q_1} \cosh (q_2 - j) \]

\[ \beta = Je^{-q_1} \sinh (q_2 - j) \]

\[ \tanh j = \beta /\alpha \]

\[ J = \alpha /\cosh j = \beta /\sinh j \]

\[ q_1 = \int_0^t \frac{h + \kappa}{2} \, dt \]

\[ q_2 = \int_0^t \frac{h - \kappa + 2\gamma - l + \delta}{2\sigma} \, dt \]

\[ q_3 = \int_0^t \frac{h - \kappa + 2\gamma - l}{2\sigma} \, dt . \]
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If this is compared with (1.06) on page 20, it is apparent that, aside from the terms in $\frac{1}{2} \alpha g \sin \theta$ which we neglect, the only difference is the term $\frac{1}{2} \alpha g \sin \theta$ in the coefficient of $\eta$. In view of the fact that this term is omitted in "Exterior Ballistics", by McShane, Kelley and Reno, it is apparent that Kelley and McShane consider it should be omitted.

Neglected Forces

We have so far neglected three elements of the force system because, in practice, the corresponding damping factors are negligible. These are:

- the force due to yawing,
- the Magnus force due to yawing,
- the Magnus moment due to yawing.

a. The force due to yawing

The yawing moment due to yawing is produced by the product of a force multiplied into the distance between the center of application of the force and the center of gravity. This force is the force due to yawing. It is important in the motion of dirigibles and of interest in developing a theory of the yawing moment due to yawing. It has a negligible effect on the motion of ordinary shell.

b. The Magnus force due to yawing

Just as there is a Magnus force which corresponds to the cross wind force, so there is also a Magnus force due to yawing. As a result of the spin of a shell, the Magnus force due to yawing differs in magnitude and direction from the force due to yawing. This force is also negligibly small and need not be considered in the theory of damping.

c. The Magnus moment due to yawing

Corresponding to the yawing moment due to yawing, if the shell is spun, there will be a Magnus moment due to yawing but this Magnus moment is also negligibly small.
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