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ABSTRACT

A convergent series representation for the internal partition function of polyelectronic atoms is obtained by assuming a covolume equation of state for the gas as previously applied by Fermi and Urey to the hydrogen atom.

The present investigation is limited to those cases wherein only extranuclear electronic excitation occurs. The contribution of these electronic states to the thermodynamic functions is obtained from an acceptable approximation to the sum of the convergent series for the partition function.

It is shown that at relatively low temperatures (3000°K), the customary method of evaluating the internal partition function (based on the assumption of an ideal gas) agrees to within a few percent with the results obtained from the covolume treatment. However, at higher temperatures the increase in size of the excited atoms, along with the appearance of charged particles produced by ionization, render the ideal gas treatment inadequate. Since the interaction potentials of charged particles are not known in general, an approximate procedure, which neglects these interactions, is suggested for analyzing a system wherein ions and free electrons constitute a small fraction of the total population. This procedure should be useful for treating gaseous mixtures to temperatures of about 10,000°K.
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SYMBOLES

\( a \) first Bohr radius
\( b \) covolume correction
\( b_i \) atomic volume of species \( i \)
\( b_{ij} \) effective collision volume of atoms of species \( i \) and \( j \)
\( b_m \) average effective collision volume for mixture
\( c \) velocity of light
\( C \) heat capacity
\( d \) reference to \( d \)-state of excited electron
\( f \) reference to \( f \)-state of excited electron
\( F \) Gibb's free energy
\( g \) statistical weight
\( h \) Planck's constant
\( h_i \) enthalpy per atom of species \( i \)
\( H \) enthalpy of mixture
\( k \) Boltzmann's constant
\( K \) equilibrium constant of chemical reaction
\( l \) azimuthal quantum number
\( L \) quantum number measuring the total angular momentum vector of an atom
\( m \) mass
\( n \) principal quantum number
\( N \) number of particles
\( \eta \) number of particles at chemical equilibrium
\( p \) reference to \( p \)-state of excited electron
\( P \) pressure
\( q \) internal partition function divided by \( e^{-W_i/kT} \)

\( Q \) partition function

\( r \) radius

\( R_e \) Rydberg constant

\( \Delta \) entropy per atom or reference to \( \Delta \)-state of excited electron

\( S \) entropy of mixture, Slater's shielding constant or spin quantum number

\( T \) temperature

\( V \) volume

\( W_i \) term value of quantum state \( i \)

\( \chi_i \) mole fraction of species \( i \)

\( X \) chemical symbol

\( Z \) atomic number

\( Z_{\text{eff}} \) effective core charge

\( \alpha, \beta \) state parameters

\( E_i \) internal energy per atom of species \( i \)

\( \theta \) angular coordinate

\( \mu_i \) chemical potential per atom of species \( i \)

\( \sigma \) collision diameter

\( \varphi \) angular coordinate

\( \Psi \) wave function

\( \omega_i \) excitation energy for quantum state \( i \)

Subscripts

\( c \) reference to atomic core

\( i, j \) internal energy states

\( \text{int} \) reference to internal energy states


l  reference to azimuthal quantum number

n  reference to principal quantum number

\text{trans}  reference to translational energy

Superscripts

\text{o}  reference to the pure state of a given species
I. INTRODUCTION AND SUMMARY

If the temperature of an atomic gas is sufficiently high to produce appreciable equilibrium concentrations of atoms in excited energy states, then an accurate calculation of the thermodynamic functions of the system, including contributions from these higher energy states, becomes difficult because of the apparent divergence of the partition function. Practical examples of high temperature systems of this type are encountered in researches on stellar atmospheres and in shock waves. This problem is also of interest in connection with the application of high-performance propellants and nuclear energy sources to jet propulsion devices.

It has been known for some time that the internal partition functions of ideal monatomic gases diverge if all of the possible energy states are included. The terms of the infinite series which define the partition function consist of the product of the statistical weight and of an exponential factor involving the negative of the excitation energy of each quantum state divided by kT. This exponential factor for the higher states approaches a finite limit, whereas the statistical weight increases indefinitely. Thus although the first few terms of the partition function may appear to be converging, the higher terms gradually increase and become arbitrarily large. The series therefore diverges. However, it is known that at relatively low temperatures, the first few terms of this series yield a good approximation to the internal partition function.

The principal results obtained in the present analysis are:

(a) a convergent representation is obtained for the partition function of polyelectronic atoms; (b) relations for the thermodynamic functions
of un-ionized gases at very high temperatures are derived from this expression; and (c) the limit of validity of the customary procedure is determined by comparing results for the thermodynamic functions based on that method with the results obtained from the convergent series. The convergent series representation of the internal partition function for all atoms is obtained by selecting a covolume equation of state for the gaseous mixture. This procedure was used previously by Fermi (1) and Urey (2) in their investigations on the hydrogen atom. Computations based on the present method show that the covolume correction is the major deviation from ideal gas behavior for gaseous mixtures at relatively low temperatures (3000°K) at moderate and at elevated pressures. However, it is found that this correction is small, and that the convergent solution to the partition function yields results which agree to within a few percent with the results obtained for an ideal gas. Thus it would appear that the customary procedure for computing internal partition functions at low temperatures is entirely adequate for engineering calculations. At higher temperatures ions and free electrons appear in appreciable concentrations, and proper account must be taken of the increase in the number of particles although the interaction of charged particles in the mixture can be neglected in first approximation*. By applying the present method, one can determine the relative importance of the covolume and ionization corrections. Sample calculations for hydrogen, lithium and nitrogen show that at temperatures above about 7000°K ionization cannot be neglected even at pressures as high as 20 atmos.

*This effect may be accounted for by using, for example, the Debye-Hückel theory as applied by Williamson in the case of hydrogen.
The procedure developed for the calculation of thermodynamic functions of neutral atoms remains valid, in principle, even under conditions in which appreciable ionization occurs. However, before applications can be made to real systems, it will be necessary to investigate in some detail (a) small perturbations of the calculations for neutral atoms and (b) interaction terms corresponding to binary collisions between neutral atoms and charged particles. But, these calculations are extremely difficult to carry out, because the interaction potentials of charged particles are generally not known.

It is expected that these interaction terms will yield small corrections on the thermodynamic functions of systems wherein ionization is of the order of 10 percent (temperatures at about 10,000°K). Consequently, a first approximation to these functions may be obtained by treating the system with the methods of classical solution thermodynamics and neglecting the interaction between the neutral atoms and the charged particles. The present method may be utilized to compute the thermodynamic functions of the neutral atoms, and the contributions of the ions and free electrons may be calculated by using, for example, the Debye-Hückel theory.

The problem of evaluating partition functions may be attacked by using either the methods of statistical mechanics or the methods of thermodynamics. The former approach was applied by R. H. Fowler(3) and by Planck* to the investigation of stellar atmospheres. The latter approach was applied by Fermi(1) and by Urey(2). The advantages of the statistical methods can be utilized only if a realistic description of the interaction potentials for atoms in their ground states and in

*Cs. Reference 3, p. 353.
excited electronic states can be given. Since these interaction potentials are generally not known, the statistical methods offer no obvious advantages over the simpler thermodynamic methods, which involve the implicit assumptions that the atoms are rigid elastic spheres interacting according to a square-well potential profile.

The present study utilizes the methods of statistical thermodynamics for the evaluation of internal partition functions for atomic gases distributed at equilibrium in the accessible electronic energy states. It is assumed that the presence of atoms in excited energy states leads to non-ideal gas behavior only insofar as a covolume correction is required to the equation of state. As is to be expected from the use of a covolume correction, the necessary weighting function to provide convergence of the series defining the internal partition function is dependent upon the effective atomic volumes of the excited electronic states. This conclusion was also stated by Urey and by Fermi. It is shown in the present studies that the exact expression for the weighting function can be obtained along with the solution for the total partition function. The reduction of the present solution to the classical value of the partition function for an ideal gas is readily demonstrated.

Assuming the validity of a covolume equation of state, it is clear that the calculation of the thermodynamic properties of gaseous systems depends upon the evaluation of the weighting function. It is found that the weighting function is determined by the solution of three simultaneous transcendental equations wherein the unknowns are dependent upon the quantum energy levels and upon the thermodynamic parameters of state, viz., the pressure and temperature.
A solution to the set of simultaneous equations is obtained by introducing a closed form expression for the internal partition function.

The dependence of the weighting function on the atomic volumes has been indicated. Two methods for estimating these volumes are investigated. The first, an approximate technique, is the method (4,5) of screening constants; the second uses empirical wave functions obtained by the method of Hartree(6) from known energy levels. The latter, although more reliable, is extremely laborious. It is shown by means of actual calculations on the potassium atom, that the screening constant treatment yields atomic volumes which are in good agreement with those obtained by the Hartree method, especially for the higher energy states. For these states, the effective core charge reduces to one so that an atom acquires essentially a hydrogen-like structure. It is believed that the application of the screening constant method to the lower energy states, and the use of the hydrogen-like approximation for the higher states, provides a useful technique for evaluating atomic volumes.

Application of the proposed method to the determination of the thermodynamic functions of pure atomic gases at high temperature is illustrated by sample calculations on the un-ionized lithium atom.

The calculations have been performed for pressures from 1 atm. to 100 atm., and for temperatures between 5000°K and 20,000°K. The results obtained for 100 atm. pressure are compared with the classical solution, and it is found that in the temperature range wherein ionization is small the ideal gas results differ by a few percent from the results based on a covolume equation of state.
II. THERMODYNAMIC DERIVATION OF A GENERAL 
  EXPRESSION FOR THE PARTITION FUNCTION

A. Covolume Equation of State

At high temperatures appreciable numbers of atoms will occupy higher energy states for which effective atomic volumes are no longer negligibly small; hence, the need for a covolume correction to the equation of state. It is apparent that the atomic volumes increase with increasing energy levels. Thus, the available free space in the gas is decreased thereby increasing the probability for collision. Several investigators have examined the problem of collisions between rigid elastic spheres, and it is agreed that on the basis of such a model, the covolume correction is proportional to the average effective volume \( b_m \) of a binary collision (the gas densities of interest here are too low to yield appreciable probabilities for collisions involving more than two atoms). First order calculations for the proportionality factor indicate \( \frac{N}{2} \) to be the correct value\(^\text{(7)}\). In this case \( N \) is the total number of atoms present in the mixture of total volume \( V \), pressure \( P \) and temperature \( T \). The corresponding equation of state is

\[
P(V - b) = P\left(V - \frac{N}{2}b_m\right) = NkT
\]

Following Fermi\(^\text{(1)}\) and Urey\(^\text{(2)}\), we consider a system which consists of only one chemical component and regard the various excited electronic states of the atom as separate species. The resulting system is composed, therefore, of a mixture of gases of the same atomic weight. Of the \( N \) atoms present in this mixture, \( N_i \) will occupy the internal energy state \( \omega_i \). Evidently
\[
\sum_i N_i = N
\]

The average effective collision volume \( b_m \) may be evaluated in terms of the individual atomic volumes. Consider therefore the collision of an atom of species \( i \) with one of species \( j \). If we denote by \( r_i \) and \( r_j \) the radii of these atoms, then the effective collision radius \( \sigma_{ij} \) for rigid elastic spheres is

\[
\sigma_{ij} = r_i + r_j = \left(\frac{3}{4\pi}\right) \left( b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}} \right)
\]

where \( b_i, b_j \) = volume of atom of type \( i, j \). The effective collision volume \( b_{ij} \) is equal to that of a sphere of radius \( \sigma_{ij} \). Thus

\[
b_{ij} = \frac{4\pi}{3} (\sigma_{ij})^3 = \left( b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}} \right)^3
\]

An average effective collision volume \( b_m \) for the system may be defined by

\[
b_m = \frac{\sum_{ij} \text{(total number of collisions)} \times \text{(corresponding collision volume)}}{\sum_{ij} \text{(total number of collisions)}}
\]

The total number of collisions between atoms of types \( i \) and \( j \) is given by the number of combinations of \( N_i \) and \( N_j \) things taken two at a time such that one of each is present in every set. Thus the total number of collisions is

\[
\sum_{ij} N_i N_j
\]

and

\[
b_m = \frac{\sum_{ij} N_i N_j \left( b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}} \right)^3}{\sum_{ij} N_i N_j}
\]
But from Equation (2), \( \sum_i N_i = N \); therefore, \( \sum_{ij} N_i N_j = N^2 \) and

\[
b_m = \frac{1}{N^2} \sum_{ij} N_i N_j (b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}})^3
\]

(3)

Hence the covolume correction \( b \) in terms of the atomic volume is

\[
b = \frac{1}{2N} \sum_{ij} N_i N_j (b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}})^3
\]

(4)

This result was indicated by Fermi, \(^{(1)}\) but without proof.

The generalized expression for the covolume correction \( b \) based on a two-body collision mechanism is reexamined in Sec. VI C in greater detail. A second relation, more suitable for equation of state calculations, is readily obtained from this form.

B. The Total Partition Function

It is the purpose of the present section to derive an expression for the total partition function of a gaseous system of chemically identical atoms occupying various electronic energy states by using the methods of classical solution thermodynamics \(^{(8, 9)}\) (cf. Appendix A). Statistical relations will be used only to assist in identifying and simplifying the results. The final expression for the partition function of imperfect gases is shown to be of familiar form, differing from the classical solutions only through an additional factor which represents a covolume correction. Furthermore, this correction factor is, in zeroth approximation, identical with the result of Fermi, and is also of the same form as the correction factor obtained by Urey for a mixture of hydrogen atoms obeying the covolume equation of state.
An expression for the total partition function can be derived from the definition of the chemical potential. Let us consider the chemical potential $\mu_i$ for an atom of species $i$ in a gaseous mixture composed of atoms which are in different energy levels. Then (Cf. Appendix A),

$$\mu_i = \mu_i^* + kT \ln \frac{N_i}{N}$$  \hspace{1cm} (A-3)

where $\mu_i^*$ is the chemical potential of $i$ in the pure state, $k$ represents the Boltzmann constant and $\frac{N_i}{N}$ is evidently the mole fraction of $i$. If $h_i^*$ and $s_i^*$ denote the enthalpy and entropy per atom of pure component $i$ at $P$ and $T$ in a volume $V_i^*$ occupied by $N_i$ atoms, then we may write

$$\mu_i^* = h_i^* - TS_i^*$$  \hspace{1cm} (5)

Note that the superscript $^*$ denotes a pure component.

The total energy per atom $\varepsilon_i^*$ may be separated, in good approximation, into translational and internal components. Thus

$$\varepsilon_i^* = \frac{3}{2} kT + \omega_i$$  \hspace{1cm} (6)

The enthalpy for $N_i$ atoms of species $i$ in the pure state at pressure $P$, temperature $T$, and volume $V_i^*$ is

$$H_i^* = E_i^* + PV_i^*$$

Hence, the enthalpy per atom is

$$h_i^* = \frac{H_i^*}{N_i} = \varepsilon_i^* + \frac{PV_i^*}{N_i}$$  \hspace{1cm} (7)
where the total internal energy $E$ is

$$E = \sum_i E_i^* = \sum_i N_i E_i^*$$  \hspace{1cm} (A-21)

and the total volume is given by

$$V = \sum_i V_i^*$$  \hspace{1cm} (A-17)

Substitution of Equations (21), (4) and (A-17) into (1) yields

$$\sum_i \left[ PV_i^* - \frac{PN_i}{2N} \sum_j N_j (b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}})^3 - N_i kT \right] = 0$$

This equation must hold for a system containing any arbitrary number of atoms. The only physically acceptable solution is

$$\frac{PV_i^*}{N_i} = \frac{P}{2N} \sum_j N_j (b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}})^3 + kT$$  \hspace{1cm} (3)

It is evident from Equation (4) that

$$\frac{1}{2N} \sum_j N_j (b_i^{\frac{1}{3}} + b_j^{\frac{1}{3}})^3 = \frac{\partial b}{\partial N_i}$$  \hspace{1cm} (9)

If Equations (3) and (9) are used in Equation (7) along with Equation (6), then

$$h_i^* = \frac{S}{2} kT + \omega_i + P \frac{\partial b}{\partial N_i}$$

Hence, from Equation (5),

$$\mu_i^* = \frac{S}{2} kT + \omega_i + P \frac{\partial b}{\partial N_i} - T\delta_i^*$$

and from Equation (A-3)

$$\ln \frac{N_i}{N} = -\frac{S}{2} + \frac{\mu_i^*}{kT} - \omega_i + P \frac{\partial b}{\partial N_i} + \delta_i^*$$

At equilibrium $\mu_i = \mu = \text{constant}$. Therefore, solving for $N_i$ and summing over all states, we obtain
\[
\sum_i N_i = N = (Ne^{-\frac{2}{3}})^{\mu/kT} \sum_i e^{\Delta_i^0/kT} e^{-\frac{w_i}{kT}} - \frac{P}{kT} \frac{\partial b}{\partial N_i}
\]

If we define the total partition function \(Q\) in the usual way,\(^{(10, 11)}\)
\[
Q \equiv Ne^{-\mu/kT}
\]  
(10)
then
\[
Q = \left( Ne^{-\frac{2}{3}} \right) \sum_i e^{\Delta_i^0/kT} e^{-\frac{w_i}{kT}} - \theta_i
\]  
(11)
where the weighting function \(-\theta_i\) has been introduced, and
\[
\theta_i = \frac{P}{kT} \frac{\partial b}{\partial N_i}
\]  
(12)
For ideal gases \(\theta_i\) is evidently equal to zero. Since the factor \(\frac{\partial b}{\partial N_i}\)
increases rapidly with increasing energy level, \(e^{-\theta_i}\) will cause a rapid decrease of the numerical values of the terms of the summation as \(w_i\) is increased.

The entropy per atom \(\Delta_i^0\) may be separated, in good approximation, into a translational and an internal component. Thus
\[
\Delta_i^0 = \langle \Delta_i^0 \rangle_{\text{trans}} + \langle \Delta_i^0 \rangle_{\text{int}}
\]  
(13)
The translational component \(\langle \Delta_i^0 \rangle_{\text{trans}}\) is independent of the internal energy states \(w_i\). It is given by the Sackur-Tetrode relation.\(^{(12)}\)
For an imperfect gas, the appropriate expression for the translational entropy per atom is
\[
\langle \Delta_i^0 \rangle_{\text{trans}} = \Delta_i = k_B \ln \left[ \frac{(2\pi mkT)^{\frac{3}{2}} e^{\frac{3}{2} (V-b)}}{Nh^3} \right]
\]  
(14)
where \( m \) is the mass per particle and \( h \) represents Planck's constant. The contribution to \( \Delta_i^* \) from the internal energy states \( \Delta_{i,\text{int}}^* \) may be evaluated by means of the following argument: It is known from statistical mechanics that \( \Delta_{i,\text{int}}^* \) may be defined by the relation *

\[
\Delta_{i,\text{int}}^* = k \ln \omega
\]

(15)

where \( \omega \) denotes the number of quantum states available to the system. In the case of a system consisting of the pure component \( i \) which has available to it only one quantum state \( \omega_i \), \( \omega \) is evidently the statistical weight \( g_i \) (degeneracy) of that quantum state; hence,

\[
\Delta_{i,\text{int}}^* = k \ln g_i
\]

(16)

and it follows from Equations (13) to (16) that

\[
e^{\Delta_{i,\text{int}}^*/k} = \frac{(2\pi m k T)^{\frac{3}{2}}} \times \frac{e^{\frac{3}{2} (V-b) g_i}}{Nh^3}
\]

(17)

Substitution of Equation (17) into Equation (11) yields

\[
Q = \frac{(2\pi m k T)^{\frac{3}{2}} (V-b)}{h^3} \sum_i g_i e^{-\omega_i/kT - \Theta_i}
\]

(18)

where the factor before the summation sign evidently represents the translational partition function for a gas obeying the co-volume equation of state. One can readily identify the complete expression (18) with the familiar approximation

\[
Q = Q_{\text{trans}} \cdot Q_{\text{int}}
\]

(19)

* Cf. Ref. 10, p. 92.
where

\[ Q_{\text{trans}} = \frac{(2\pi m k T)^{3/2} (V-b)}{h^3} \tag{20} \]

and

\[ Q_{\text{int}} = \sum_i g_i e^{-\omega_i/kT - \theta_i} \tag{21} \]

The expression for the internal partition function \( Q_{\text{int}} \) is of the usual form except for the factor \( e^{-\theta_i} \) which appears as a direct consequence of the covolume correction introduced into the equation of state. It is of interest to note that as \( b, \frac{\partial b}{\partial N_i} \to 0 \), Equation (21) reduces to the total partition function of a perfect gas:

\[ Q_\infty = \frac{(2\pi m k T)^{3/2} V}{h^3} \sum_i g_i e^{-\omega_i/kT} \]

It is well known that this expression diverges if enough terms are considered in the summation. The customary practice has been to compute \( Q_{\text{int}} \) by using only the first few terms of this relation and to assume that the higher energy states make negligible contributions. At low temperatures this procedure yields acceptable results. For these cases the comparison of results obtained from such an approximation with the correct values obtained from Equation (21) shows agreement to within one percent. It is of interest to note that for temperatures in the order of 5000°K, the first term alone from either of the above expressions for \( Q_{\text{int}} \) yields results which are accurate to within a few percent.

The functional form of the covolume correction given in Equation (12) is identical with the relation obtained previously by Fermi \(^{(1)}\) as the result of a less complete analysis than has been given here. It is evident from Equation (20) that a covolume correction occurs
also in the expression for the translational partition function. However, this term is of no consequence as regards the calculation of internal partition functions. Equation (21) will be referred to hereafter as Fermi's equation for the internal partition function of a gas mixture obeying the covolume equation of state or, more briefly, as Fermi's equation. It will serve as the basic relation for the determination of thermodynamic functions of atomic gases at elevated temperatures.
III. QUANTUM STATES FOR POLYELECTRONIC ATOMS

A. Excited Electronic States

The internal partition function as given by the Fermi Equation is defined as an infinite series which extends over all internal states \( i \), beginning with the ground state \( i = 1 \). Each of these states \( i \) denotes a distinct quantum state of the atom. In the present analysis we shall confine our attention to a consideration of the states of the extra-nuclear electrons, and shall neglect the quantum states of the nucleus. The rotational and vibrational excitation energies of the nucleus, even for the heaviest elements,\(^{(13)}\) are known to be at least of the order of \( 10^4 \) e.v. These energies are several orders of magnitude larger than the highest degree of extranuclear excitation which can be expected at the temperatures of interest. At most we shall be concerned with the first few ionization stages of the atom. Consequently, the index \( i \) is used to represent the excited electronic states of the atom and, in fact, may be replaced by an appropriate set of quantum numbers. Thus

\[ i = i(n, L, S) \]

where \( n \) is the principal quantum number, \( L \) the quantum number measuring the total angular momentum vector for the atom, and \( S \), the spin quantum number for the atom.

The excitation energies \( \omega_i \) are given in the usual way, viz.,

\[ \omega_i = W_i - W'_i \]

Here \( W_i \) denotes the term value for state \( i \) and \( W'_i \) refers to the ground state. These data are readily available from spectroscopic measurements (e.g. Landolt-Bornstein "Tabellen"). An accurate
calculation of $Q_{\text{int}}$ requires a complete compilation of these term values. Although there exist infinitely many term values, the usual practice in tabulating these data is to list the values $W_i$ up to perhaps $n = 10$. For temperatures below $3000^\circ\text{K}$, it has been customary to compute $Q_{\text{int}}$ by utilizing only the first few terms in Equation (21). At higher temperatures, it is necessary to take more terms.

B. Hydrogen-Like Approximation for Higher Electronic States

It has been noted that the higher electronic term values may not have been determined experimentally; nevertheless, it is possible to predict these term values by assuming a hydrogen-like atomic configuration. This approximation can be justified on the basis of simple physical arguments. As the excited electron occupies higher energy states, the net effect of the core structure (the nucleus and remaining electrons) on this electron is much like the effect of the hydrogen nucleus on its electron. The inner electrons shield the excited electron from the full strength of the nuclear field. In fact, as the atom approaches the ionized state, the effective core charge approaches $\text{i}$, and the structure becomes hydrogen-like. In practice this limiting condition is assumed to exist much earlier. Consequently, one can estimate approximately the remaining term values by using the well-known Bohr hydrogen model.

It appears appropriate, therefore, to separate the internal partition function into two parts. The first part, a finite sum, accounts for the contribution of the known, spectroscopically determined, term values. For low temperatures this part makes the major contribution to $Q_{\text{int}}$. The remaining portion of the internal partition function is determined by a hydrogen-like approximation, and is represented by an infinite series; thus
\[ Q_{\text{int}} = e^{-W_i/kT} \left\{ \sum_{i=1}^{\lambda} g_i e^{W_i/kT - \Theta_i} + \sum_{i=\lambda+1}^{\infty} g_i e^{W_i/kT - \Theta_i} \right\} \]  \hspace{1cm} (22)

The separation is made at some value of \( i=\lambda \) such that \( W_i \) is dependent, in first approximation, only on the principal quantum number \( n \), that is to say, it is assumed that for given \( n \), the term values differ by negligible amounts for the allowed values of \( L \) and \( S \).

This assumption is well substantiated by the spectroscopic data. An inspection of these data shows that for a particular atom, there exists some value of \( n=\alpha \), beyond which the \( L \) and \( S \) variations in the term values may be neglected. It follows therefore that for \( i>\lambda \)

\[ W_i \sim W_n \]

In accordance with the hydrogen-like approximation, the index \( i \) will be replaced by the pair \( n \) and \( \ell \), the principal and azimuthal quantum numbers respectively. Thus

\[ i \rightarrow i(n, \ell) \]

The infinite series in Equation (22) may now be written as

\[ \sum_{n=\alpha}^{\infty} \sum_{\ell=0}^{n-1} g_{n\ell} e^{W_{n\ell}/kT - \Theta_{n\ell}} \equiv \sum_{n, \ell} q_{n\ell} \]  \hspace{1cm} (23)

The summation over \( i \) is replaced by the double sum over \( n \) and \( \ell \).

Although the description of the energy states by the quantum numbers \( (n, \ell) \) is a customary one, the above formulation is primarily a formalism. Note that for given \( n \), the summation over the allowed values of \( \ell \) is required first; the summation over \( n \) is carried out last.
This procedure has no particular physical significance and has been adopted only because it is convenient. The correct order of the absolute magnitudes of the energy states is known to be

\[ \ldots 1s, 2s, 2p, 3s, 3p, 4s, 3d, 4p, 5s, 4d, 5p, 4f, 6s \ldots \]

The procedure indicated in Equation (23) may be used, because the series is absolutely convergent.

If the hydrogen-like approximation is applied to the calculation of \( \Theta_{l_n} \) and \( g_{l_n} \), then one can readily compute appropriate expressions for each. The statistical weight \( g_{l_n} \) for a hydrogen-like configuration is given by the product of the statistical weight of the core and the weights for the single excited electron. If we denote the core degeneracy by \( \eta_c \), and note that the degeneracy of a single electron for all values of \( l \) for given \( n \) is \( 2(2l + 1) \), then we find that the statistical weight for a given state \( \Theta_{l_n} \) is

\[ g_{l_n} = \eta_c (2l + 1) \]  

(24)

The term values \( W_{l_n} \) for a hydrogen-like configuration are given by

\[ W_{l_n} \sim \frac{R_o \hbar c}{n^2} \]  

(25)

where \( R_o \) is the Rydberg constant (13.53 e.v.), and \( c \) is the velocity of light. The substitution of Equations (24) and (25) into the series (23) yields

\[ \sum_{n, l} q_{l_n} = 2 \eta_c \sum_{n=a}^{\infty} \frac{\alpha}{n^2} \sum_{l=0}^{n-1} (2l + 1) e^{-\Theta_{l_n}} \]

The state parameter $\alpha$ is equal to $R_e \hbar c / kT$.

The internal partition function may be given now in terms of $n$ and $l$:

$$Q_{\text{int}} = e^{-W_i/kT} \left\{ \sum_{l=1}^{\lambda} q_i + 2 q_c \sum_{n=0}^{\infty} \frac{\alpha/n^2 \sum_{l=0}^{n-1} (2l+1) e^{-\theta_{nl}}}{l} \right\}$$  \hspace{1cm} (26)

where

$$q_i \equiv q_i e^{-W_i/kT - \theta_i}$$  \hspace{1cm} (27)

C. Ionization and Multiple Excitation of Polyelectronic Atoms

The present study is limited to a consideration of gaseous systems at temperatures and pressures for which the chemical species present will occupy, in appreciable numbers, only the electronic states of the neutral atom. A system of this kind is encountered in several engineering problems which are of current interest, viz., high-performance rocket devices and very strong shock waves. Important exceptions occur in problems of stellar atmospheres where extensive ionization is present. In the outer regions of the stars (chromosphere) the pressures are of the order of $10^{-6}$ atmospheres, and under these conditions the constituent elements of the atmosphere (e.g. Ca, Ba, Sr, Si, He...) appear in the first and higher stages of ionization. Although the present analysis is derived for systems which contain only neutral particles, it is evident that similar treatments can be developed for mixtures of atoms, ions and free electrons. However, the results which we obtain are useful for the description of the un-ionized atoms even in mixtures which contain charged particles. If the ions and electrons constitute a small fraction of the total population, then one can
obtain an approximate treatment by neglecting their interaction with the neutral atoms.

The applicability of the present method to a specific problem depends on the degree of ionization which occurs in the system, and the proposed procedure is valid as long as the number of ionized atoms represent only a few percent of the total population. The degree of ionization for a particular component in a mixture is independent of the other elements present. Thus we may confine our attention to a single reaction, which may be represented by the equation

\[ \times \rightleftharpoons \times^+ + e \]  \hspace{1cm} (28)

\( \times \) is the chemical symbol of the neutral element and e represents the electron freed in the ionization process. It was pointed out by Saha\(^{14} \) that this reaction could be treated by standard thermodynamic methods; therefore, the concept of an equilibrium constant is applicable. Let

\[
\begin{align*}
N_o &= N - N_i \\
N_i &= N_e \\
\Delta N &= 1 \\
\eta &= N + N_i
\end{align*}
\]  \hspace{1cm} (29)

where \( \Delta N \) denotes the net increase in the number of particles produced by ionization as shown by Equation (28), and \( \eta \) the total number of particles present at equilibrium. \( N \) represents the initial number of atoms of \( \times \), \( N_o \) the number of neutral atoms at equilibrium, \( N_i \) the number of ionized atoms, and \( N_e \) the number of electrons. The
equilibrium constants are related by

\[ K_p = K_n \left( \frac{P}{N_1} \right)^{\Delta N} \]

and \( K_n = N_i N_e / N_o \). Evidently

\[ K_p = \frac{PN_i^2}{N^2 - N_i^2} \]

If we denote \( \chi_i \equiv N_i / N \), then

\[ \chi_i = \left( \frac{K_p / P}{1 + K_p / P} \right)^{\frac{1}{2}} \quad \chi_o = 1 - \chi_i \tag{30} \]

Therefore, the degree of ionization is

\[ \frac{N_i}{N_o} = \frac{\chi_i}{1 - \chi_i} \tag{31} \]

The equilibrium constant \( K_p \) is obtained readily from the familiar expression

\[ K_p = P \exp \left\{ -\frac{1}{k \ell} \left[ \sum_k b_k F^\circ_{B_k} - \sum_j q_j F^\circ_{A_j} \right] \right\} \]

which corresponds to the reaction

\[ \sum_j q_j A_j \rightleftharpoons \sum_k b_k B_k \]

and

\[ \sum_k b_k F^\circ_{B_k} - \sum_j q_j F^\circ_{A_j} = \Delta F^\circ = \Delta H^\circ - T \Delta S^\circ \]

The quantity \( F^\circ_{A_j} \) denotes the Gibbs free energy of the pure component \( A_j \) at \( T \) and \( P \), and is related to the free energy \( F_{A_j} \) of \( A_j \) in the mixture by an expression analogous to (3-3). Note that this formulation differs from the customary one in that the standard properties are those
of the pure component \( A_j \) at \( T \) and \( P \) rather than the properties of \( A_j \) in the mixture measured at standard temperature and pressure. If one expands the expression for \( \Delta F^\circ \), noting that the individual atoms have both translational and electronic degrees of freedom, then one obtains the well-known Saha equation:

\[
K_p = 2 \frac{(Q_{int})_t}{(Q_{int})_o} \left( \frac{2\pi m_e kT}{\hbar^2} \right)^{3/2} kT e^{-W_i/kT}
\]  

(32)

Here \( m_e \) denotes the mass of the electron, \( W_i \) is the ionization potential for reaction (26), and \( (Q_{int})_j \) is the internal partition function for the \( j \)-fold ionized atom. The substitution of this expression for \( K_p \) into Equations (30) and (31) yields the ratio \( \frac{N_j}{N_o} \). Unsöld has constructed a nomogram, which simplifies numerical computations appreciably.

When collecting the spectroscopic data for the evaluation of the finite sum in Equation (26), it is important to note that the tabulated data will necessarily include only observed transitions. In the case of an equilibrium process (which is of interest in the present analysis) all energy states are available to the system. Accordingly, one must calculate term values which are not observed spectroscopically. Furthermore, multiple excitations (the simultaneous excitation of two or more electrons) may occur. An accurate computation must, of course, make allowance for all of these possibilities. Although the available states can be predicted on the basis of the possible electronic configurations by well-known procedures, \(^{16}\) the corres-

---

ponding term values are somewhat more difficult to specify. The method of isoelectronic sequences (17) may be useful in this connection. The term values of unobserved states for a given atom may be predicted by examining the corresponding states of other atoms which have the same electronic configuration. Because of similar electronic configurations, the same states are assumed to be accessible to each atom. The only difference between these various atoms will be the magnitudes of the transition energies (term values) because of the different nuclear charges. In the present analysis it was found convenient to plot the transition energies of the state in question as a function of the effective atomic number $Z_{\text{eff}}$. Illustrative plots for the nitrogen I configuration, states $^2S_1(1d^22d^2p^2, 3d)$ and $^2D(1d^22d^2p^4)$, are presented in Figure 1. Evidently one or two points are adequate for establishing a given curve. This result is produced by the fact that the transition energy is proportional to the square of the effective field strength.
IV. CALCULATION OF THERMODYNAMIC FUNCTIONS

A. Evaluation of Weighting Function

The derivation of the weighting function presented in Section II showed the dependence of \( e^{-\Theta_i} \) on the derivative \( \frac{\partial b}{\partial N_i} \). The definition of this derivative as given by Equation (9) may be simplified by introducing the Boltzmann relation,

\[
N_i = \frac{N_i g_i e^{-\psi_i / kT - \Theta_i + \Theta_i}}{q_i} \quad (33)
\]

In addition let us assume that the atomic volumes \( b_j \) are given by the following relation (\( Y_o, a_o \) and \( v_j \) are defined in V A):

\[
b_j = \left( \frac{4 a_o^3 \pi Y_o}{3} \right) v_j^3 \quad (34)
\]

The justification for this assumption will be presented later. The substitution of relations (33) and (34) into (9) yields

\[
\frac{\partial b}{\partial N_i} = \left( \frac{4 a_o^3 \pi Y_o}{3} \right) N_i e^{-\psi_i / kT + \Theta_i} \sum_{j=1}^{\infty} g_j (v_j + v_j')^3 e^{W_j / kT - \Theta_j}
\]

But it is known from statistical mechanics* that the internal partition function may be defined as

\[
Q_{\text{int}} = \frac{g_i N}{N_i} \quad (35)
\]

and from the Fermi equation

\[
Q_{\text{int}} = e^{-W_i / kT} \sum_{j=1}^{\infty} g_j e^{W_j / kT - \Theta_j} = e^{-W_i / kT} \sum_{j=1}^{\infty} g_j b_j
\]

* Cf. Ref. 12, p. 116.
The equation for \( \frac{\partial b_i}{\partial N_i} \) may be written

\[
\theta_i = \frac{P}{kT} \left( \frac{\partial b_i}{\partial N_i} \right) = \beta e^{\theta_i} \frac{\sum_{j=1}^{\infty} (\nu_j^3 + \nu_j^2 \nu_i) q_j e^{W_j/kT} - \theta_i}{\sum_{j=1}^{\infty} q_j} \tag{36}
\]

where the state parameter \( \beta \) is defined by

\[
\beta = \left( \frac{4\pi a^3 y_0}{3} \right) \frac{P}{2kT} \tag{37}
\]

Equation (36) may be expanded

\[
\theta_i = \beta e^{\theta_i} \left[ \nu_i^3 + 3\nu_i^2 \sum_{j=1}^{\infty} \frac{q_j}{q_i} + \sum_{j=1}^{\infty} \frac{q_j^2}{q_i} + -\sum_{j=1}^{\infty} \frac{q_j^3}{q_i} \right] \tag{38}
\]

This relation can be simplified by means of the following definitions:

\[
\mu = -\frac{3\sum_{j=1}^{\infty} \nu_j q_j}{\sum_{j=1}^{\infty} q_j} \quad \delta = \frac{3\sum_{j=1}^{\infty} \nu_j^2 q_j}{\sum_{j=1}^{\infty} q_j} \quad \tau = \frac{\sum_{j=1}^{\infty} \nu_j^3 q_j}{\sum_{j=1}^{\infty} q_j} \tag{39}
\]

Thus

\[
\theta_i = \beta e^{\theta_i} (\nu_i^3 + \mu \nu_i^2 + \delta \nu_i + \tau) \tag{40}
\]

And note that

\[
\theta_i = \beta e^{\theta_i} (\nu_i^3 + \mu \nu_i^2 + \delta \nu_i + \tau) \tag{41}
\]
As a convenience in terminology we shall refer to \( \mu, \delta \) and \( \tau \) as the first, second and third "moments" respectively of the internal partition function.

The internal partition function given by the Fermi equation may be written in terms of the moments \( \mu, \delta \) and \( \tau \). 

\[
Q_{\text{int}} = e^{-\frac{W_i}{kT} \sum_{j=1}^{\infty} g_j e^{\frac{\theta_i}{\alpha} (\nu_j^2 + \mu \nu_j^2 + \delta \nu_j^2 + \tau)}}
\]

(41)

Or, in the notation of Equation (26),

\[
Q_{\text{int}} = e^{-\frac{W_i}{kT} \left\{ \sum_{j=1}^{\lambda} q_j + 2g_c \sum_{n=\nu}^{\infty} e^{\frac{\alpha}{n^2} \sum_{l=0}^{n-1} (2l+1)e^{\frac{\theta_i}{\alpha} (n^2 + \mu n^4 + \delta n^2 + \tau)} \right\}}
\]

It is assumed here that \( \nu_n \) is a function only of \( n \), and it will be shown later that in fact \( \nu_n = n^2 \) in the range wherein the hydrogen-like approximation is valid. The moments \( \mu, \delta \) and \( \tau \) are independent of \( \lambda \). Thus the above expression reduces to

\[
Q_{\text{int}} = e^{-\frac{W_i}{kT} \left\{ \sum_{j=1}^{\lambda} q_j + 2g_c \sum_{n=\nu}^{\infty} e^{\frac{\alpha}{n^2} \sum_{l=0}^{n-1} (2l+1)e^{\frac{\theta_i}{\alpha} (n^2 + \mu n^4 + \delta n^2 + \tau)} \right\}}
\]

(42)

where the well-known relation \( \sum_{l=0}^{n-1} (2l+1) = n^2 \) has been applied.

The unknowns \( \mu, \delta \) and \( \tau \) defined by Equations (38) determine the weighting function \( e^{-\Theta_i} \) by means of relation (39). This equation exhibits the direct dependence of \( \Theta_i \) on the atomic volume \( b_j \) through the term \( \beta e^{\Theta_i} \nu_j^3 \) (Cf. Equation (34)). This term is
essentially the solution obtained by both Fermi and Urey in their investigations. It is important to note that all four terms in \( \Theta_j \) must be included in the evaluation of the weighting function. In fact, for those terms \( Q_j \) which make the largest contribution to \( Q_{\text{int}} \), the effect of each of the factors involving the three moments are equally important and of the same order of magnitude as the atomic volume term \( \beta e^{\theta_j} V_j^3 \). For the larger values of \( \beta \) (\( T < 3000^\circ K, P > 1 \text{ atm.} \)), the major contribution to the internal partition function is from the lower energy states, as is well known. The relatively small magnitude of \( e^{-\Theta_j} \) causes the rapid convergence of the series (Cf. Equation (22)) so that the higher energy states make in all negligibly small contributions to \( Q_{\text{int}} \). The function \( \Theta_j \) behaves essentially like \( f^6 \), and its value for the lower energy states is small relative to \( W_j / kT \). (Cf. Equation (39)). Because of this fact its exact value is inconsequential, and the inclusion of only the volume term \( \beta e^{\theta_j} V_j^3 \) yields a suitable order of magnitude estimate. Thus the approximation suggested by Urey of using only this term in \( \Theta_j \) serves to demonstrate the convergence of the partition function, and is not meant to yield an accurate computation of the function. For the larger values of \( \beta \) good estimates of \( Q_{\text{int}} \) can be obtained readily from the first few terms of the infinite series. This is not the case for smaller values of \( \beta \) (\( T \) large, \( P \) small). Here the major contribution to \( Q_{\text{int}} \) stems from the higher energy states wherein \( \Theta_j \) is of the order of the energy term \( W_j / kT \). An accurate estimate of \( \Theta_j \) is therefore required, and one cannot omit the terms involving the moments \( \mu, \gamma, \text{ and } \zeta \). Obviously the Urey approximation is no longer valid, and a more exact solution must be sought.
It is evident from Equations (38) that the evaluation of the weighting function requires the solution of three simultaneous transcendental equations for the quantities \( \mu, \delta \) and \( \tau \). It is noted that each of these relations involves the factor \( \beta e^{\theta_i} \) through the terms \( q_{ij} \). If we define this factor \( \tilde{\beta} = \beta e^{\theta_i} \), then
\[
\tilde{\beta} = \beta e^{\beta (v_i^3 + \mu v_i^2 + \delta v_i + \tau)}
\]
But \( \tilde{\beta} (v_i^3 + v_i^2 \mu + v_i \delta + \tau) \ll 1 \); therefore,
\[
\tilde{\beta} \approx \frac{\beta}{1 - \beta (v_i^3 + \mu v_i^2 + \delta v_i + \tau)}
\]
When \( \beta \ll 10^{-6} \) the \( \tau \) term in the bracket above is predominant, and the entire factor is well approximated by \( \beta \tau \). Thus
\[
\tilde{\beta} \approx \frac{\beta}{1 - \beta \tau}
\]
(43)

At lower temperatures \( (\beta > 10^{-6}) \), the terms \( \mu v_i^2 \) and \( \delta v_i \) may be \( O(\tau) \) so that they can no longer be neglected; however, in these cases the entire bracketed term is so small that it may be entirely neglected as compared to 1. Thus the expression (43) is applicable to the larger values of \( \beta \) as well as to the relatively small values for which it was specifically derived.

The substitution of the approximation (43) into Equations (40) and (27) yields
\[
q_{ij} = q_{ij} e^{W_i/kT - \frac{\beta}{1 - \beta \tau} (v_i^3 + \mu v_i^2 + \delta v_i + \tau)}
\]

It is convenient to introduce a quantity \( q \) such that
\[
Q_{\text{int}} = q e^{-W_i/kT}
\]
(44)
Then

\[ q = \sum_{j=1}^{\infty} q_j = \sum_{j=1}^{\infty} g_j e^{W_j/kT - \frac{\beta}{1-\beta\tau} (\nu_j^3 + \mu\nu_j^2 + \delta\nu_j + \tau)} \]  

(45)

Obviously

\[ \sum_{j=1}^{\infty} \nu_j q_j = -\left( \frac{1-\beta\tau}{\beta} \right) \frac{\partial q}{\partial \delta} \]
\[ \sum_{j=1}^{\infty} \nu_j^2 q_j = -\left( \frac{1-\beta\tau}{\beta} \right) \frac{\partial q}{\partial \mu} \]
\[ \sum_{j=1}^{\infty} \nu_j^3 q_j = \left( \frac{1-\beta\tau}{\beta} \right) \frac{\partial^2 q}{\partial \mu \delta} \]

(46)

so that

\[ \mu = -3 \left( \frac{1-\beta\tau}{\beta q} \right) \frac{\partial q}{\partial q} \]
\[ \delta = -3 \left( \frac{1-\beta\tau}{\beta q} \right) \frac{\partial q}{\partial \mu} \]
\[ \tau = \frac{1}{3} \left( \frac{1-\beta\tau}{\beta} \right) \frac{\partial^2 q}{\partial \mu \delta} \]

(47)

It is more convenient to define

\[ \phi(\mu, \delta, \tau) \equiv q\mu + \frac{3}{\beta} \left( \frac{1-\beta\tau}{q} \right) \frac{\partial q}{\partial q} = 0 \]
\[ \chi(\mu, \delta, \tau) \equiv q\delta + \frac{3}{\beta} \left( \frac{1-\beta\tau}{q} \right) \frac{\partial q}{\partial \mu} = 0 \]
\[ \psi(\mu, \delta, \tau) \equiv q\tau - \frac{1}{3} \left( \frac{1-\beta\tau}{\beta} \right) \frac{\partial^2 q}{\partial \mu \delta} = 0 \]

(48)

A practical method for solving these simultaneous equations for the unknowns \( \mu, \delta \) and \( \tau \) consists of a simple iteration procedure based on initial estimates for these quantities. If these values are denoted by \( \mu_0, \delta_0 \) and \( \tau_0 \), then the functions \( \phi, \chi \) and \( \psi \) may be expanded
in a Taylor series about the point \((\mu_o, \delta_o, \tau_o)\). Thus, for example

\[
\Phi(\mu, \delta, \tau) = \Phi(\mu_o, \delta_o, \tau_o) + (\frac{\partial \Phi}{\partial \mu})_o \Delta \mu + (\frac{\partial \Phi}{\partial \delta})_o \Delta \delta + (\frac{\partial \Phi}{\partial \tau})_o \Delta \tau + \ldots
\] (49)

with similar expressions for the other two functions. If only the linear terms are retained, then the three expansions reduce to three linear simultaneous equations in the deviations \(\Delta \mu\), \(\Delta \delta\) and \(\Delta \tau\).

The application of these first order corrections to the initial estimates \(\mu_o\), \(\delta_o\) and \(\tau_o\) yield a second, more accurate solution. The process can be repeated until the desired degree of accuracy is obtained.

B. **Internal Partition Function**

Evidently a closed form expression for \(q\) would be useful for the purpose of solving Equations (47). Such an expression for \(q\) may be obtained by deriving a suitable approximation for the function \(q_n\), where

\[
q_n = 2q c^2 e^{\frac{\alpha}{n^2} \frac{\beta}{1 - \beta} \left( n^6 + \mu n^4 + \delta n^2 + \tau \right)}
\]

according to the notation of Equation (42). Clearly, this function represents the individual terms of \(Q_{int}\) for the higher energy states. If one plots the contributions to \(Q_{int}\) from each value of \(n\) (i.e. the terms \(q_n\)) as a function of \(n\), the area under the function will represent \(Q_{int}\). It should be noted that the lower terms in the finite sum of Equation (42) must be collected for given \(n\). Now it can be shown that for relatively large values of the state parameter \(\beta\), the function \(q_n\) has the form indicated by Diagram A, whereas for
relatively small values of \( \beta \), \( q_n \) behaves essentially as shown in Diagram B.

![Diagram A](β large) ![Diagram B](β small)

The step-like nature of \( q_n \) for small \( n \) represents the terms of the finite sum in Equation (42). The evaluation of the partition function for the cases represented by Diagram A is a relatively minor problem. Indeed, it is of the type which one encounters at the lower temperatures. For these cases the first few terms \( q_1, q_2, \ldots, q_r \) yield a sufficiently accurate estimate of \( Q_{\text{int}} \), and one can neglect the corrections due to the moments \( \mu, \delta, \tau \). For the more highly excited systems, however, the influence of \( \mu, \delta \) and \( \tau \) on \( Q_{\text{int}} \) is appreciable; consequently, these terms must be included.

The partition function \( Q_{\text{int}} \) is proportional to \( q \) (Cf. Equation (44)); therefore, it is of interest to consider the evaluation of the infinite series (45). The Euler-Maclaurin formula (18) may be applied for this purpose. If (45) is written in the form of Equation (42), and the infinite series in the expression approximated by the first two terms of the formula, then

\[
q \approx \sum_{j=1}^{A} q_j + \int_{A}^{\infty} q(n) dn + \frac{1}{2} q(A)
\]  

(50)
The function \( q(n) \) is

\[
q(n) \equiv 2g_n e^{\alpha/h^2 - \beta(n^n + \mu n^4 + \delta n^2 + z)} \equiv 2g_n^2 h(n)
\]  

(51)

The problem is to evaluate the integral of Equation (50). Unfortunately the integral of \( q(n) \) even in its present form is an unusually complicated function and is not amenable to any elementary methods of analysis. Numerical calculations indicate, however, that the function \( h(n) \) defined by Equation (51) may be approximated in the neighborhood of some value \( n = a_x \) by a linear function (Cf. Figure 2). Therefore, we expand \( h(n) \) in a Taylor series about the point \( n = a_x \) and take the first two terms,

\[
h(y) = h(a_x) + h'(a_x)(y-a_x) + \cdots
\]  

(52)

where

\[
h(a_x) \equiv e^{\alpha/a_x^2 - \beta(a_x^6 + \mu a_x^4 + \delta a_x^2 + z)}
\]

\[
h'(a_x) = 2 \left[ \frac{\alpha}{a_x^2} - \beta(a_x^6 + 2\mu a_x^4 + 3\delta a_x^2) \right] h(a_x)
\]

If these expressions are substituted into the above mentioned integral, then

\[
\int_a^\infty q(y)dy \approx 2g_n \int_a^{a_x} y^2 [h(a_x) + h'(a_x)(y-a_x)] dy
\]

The upper limit \( \infty \) has been replaced by \( a_x \), which denotes the zero of the approximation (52). The integral is terminated at \( a_x \) in order to avoid the negative values predicted by the approximation.
\[ a_\infty = a_* - \frac{h(a_*)}{h'(a_*)} \]  

(53)

The substitution of this relation into the integral yields

\[ \int^\infty_a q(y)dy \approx 2 Q h'(a_*) a_*^d \left\{ -\frac{1}{3} \left[ 1 - \left( \frac{a}{a_\infty} \right)^d \right] + \frac{1}{4} \left[ 1 - \left( \frac{a}{a_\infty} \right)^3 \right] \right\} \]

This expression can be simplified by a suitable choice of \( a_* \) which denotes some convenient point in the range of \( h(y) \) wherein the approximation (52) is valid. In this region the function \( \theta_j \), which may be represented by \( \beta h^a \), is of order one. Thus we are interested in values of \( n = \mathcal{O}(\beta^{-1}) \). Let us select, therefore, the following value for \( a_* \):

\[ a_* = (13 \beta)^{-\frac{1}{6}} \]

(54)

This assumption will be applied to all calculations so long as \( \beta \) is sufficiently small to yield values of \( a_* < a \). If the value computed from Equation (54) is less than \( a \), then the value \( a \) will be assumed instead.

The particular merit of assumption (54) lies with the fact that for small \( \beta \), the function \( q(n) \) behaves as indicated in Diagram B, and \( (13 \beta)^{-\frac{1}{6}} \) is a good approximation to the maximum point of this function. If Equation (54) yields a value for \( a_* > a \), then \( a_* \) is indeed a maximum point of the function \( q(n) \), and it follows by differentiation of Equation (51) that

\[ h(q_*) = -\frac{a_*}{2} h'(q_*) \]

The substitution of this relation into Equation (53) yields
\[ a_e = \frac{3}{\pi^2} a_x \]

and

\[ \int_0^\infty q(y) dy \approx \epsilon a_x^3 h(a_x) \]

where

\[ \epsilon = \epsilon(a_x) = \frac{2}{11} \left[ 4 \left[ 1 - \left( \frac{a}{a_x} \right)^3 \right] - 3 \left[ 1 - \left( \frac{a}{a_x} \right)^4 \right] \right] \]

The internal partition function may be approximated by means of the above relations. Thus

\[ q = Q_{\text{int}} e^{W_i/kT} = \sum_{j=1}^{\lambda} q_j + \frac{1}{2} q(a) + \epsilon a_x^3 h(a_x) \quad (55) \]

The second and third terms represent the infinite series as previously indicated.

Figure 3 exhibits the accuracy with which the function \( q(n) \) can be approximated for both small and large values of \( \beta \) according to the relations developed above. For small \( \beta \), the approximation provides an adequate match to the true function in the neighborhood of the maximum contribution of \( q(n) \) to \( Q_{\text{int}} \). For larger \( \beta \), the comparison is not as good. In fact, because of the selection of \( a_x \) according to Equation (54) and the assumption of zero slope for \( q(n) \) at \( a_x \), the approximate function has neither the correct slope or curvature. This problem was investigated in more detail in order to obtain a better match. An improvement upon the above mentioned method was attempted by inserting the correct value of the slope for \( q(n) \) at \( n = a_x \) and by considering various other positions for \( a_x \). In none of the
cases investigated, however, did the corrected relations yield as good an estimate of the integral (Cf. Equation (50)), as the proposed approximations. It appears that this method is the best if only the linear term is to be retained in the expansion of \( h(y) \). The accuracy can be improved however if the curvature term is included. For the present analysis the two term expansion will be sufficiently accurate.

The actual function \( q^{(n)} \) is compared graphically in Figure 3 with the approximate expression involving the two-term expansion of \( h(n) \) as indicated in Equation (52). The actual sum is also compared with the two-term Euler-Maclaurin expansion, and for both values of temperature, the agreement was found to be good. Computations indicate that for \( T=5000 \) the error in \( Q_{\text{int}} \) is less than 1 percent, whereas for \( T=20000 \), the error is less than 9 percent.

The approximation to \( q \) given by Equation (55) may be applied to the solution of the simultaneous Equations (47). The corresponding relations are

\[
\mu = \frac{3}{4} \left\{ q^{(1)}_q + \frac{a^2}{2} q(a) + \varepsilon a^5 h(a)_1 \right\} \\
\delta = \frac{3}{4} \left\{ q^{(1)}_q + \frac{a^4}{2} q(a) + \varepsilon a^7 h(a)_1 \right\} \\
\gamma = \frac{1}{6} \left\{ q^{(3)}_q + \frac{a^6}{2} q(a) + \varepsilon a^9 h(a)_1 \right\}
\]

(56)

where the notation

\[
q^{(n)}_q = \sum_{j=1}^{\lambda} Y_j A_j
\]

(57)
has been introduced. The solution of Equations (56) by the suggested
iteration procedure is straightforward but lengthy. For this reason
the derivatives indicated in Equation (49) have been computed and
summarized in Appendix C.

It is a relatively minor problem, however, to investigate the
solution of these equations for the extreme values of temperature.
At very large temperatures the major contribution to the internal
partition function is from the higher energy states. Therefore, the
\( \epsilon a^3 \phi(a) \) term in Equation (55) is predominant, and a good approxi-
mation to \( q \) is,

\[
\lim_{T \to \infty} q = \epsilon a^3 \phi(a)
\]

Therefore, by neglecting the first two terms in each of the Equations
(56), we obtain immediately the following asymptotic values for the	hree moments:

\[
\begin{align*}
\mu &= 3a^2 \\
\delta &= 3a^4 \\
\gamma &= a^6
\end{align*}
\]

We are concerned here with the case for \( \beta \to 0 \). Thus the function
\( q(n) \) is of the type indicated in Diagram B, and \( a \) represents in
fact the maximum point of the function. It is possible to derive the
appropriate value of \( a \) from the asymptotic expressions developed
above. The condition of zero slope for \( q(n) \) at \( n = a \), along with
the values given in Equations (58), yield the following equation in \( a \):

\[
13\beta a^6 - \alpha \beta a^6 - a^2 + \alpha = 0
\]

For the cases in question a representative set of the relative magni-
tudes involved are \( \alpha, a = O(10) \) and \( \beta = O(10^{-6}) \). Therefore, one can
obtain an approximate solution to Equation (57) by neglecting the \( a_x^6 \) and \( \alpha \) terms. The corresponding solution is the relation previously assumed for \( a_x \) and presented as Equation (54).

The investigation of the solutions for the simultaneous Equations (47) in the limit for very low temperatures also yields a set of simple expressions for the moments. For this case the major contribution to \( Q_{\text{int}} \) is from the first term (ground state). Therefore, if we neglect all others, then

\[ q_i \approx q_{i1} \]

and

\[ q_{(1)} \rightarrow \nu_1 q_i \quad q_{(2)} \rightarrow \nu_1^2 q_i \quad q_{(3)} \rightarrow \nu_1^3 q_i \]

If these expressions are substituted into Equations (47), one obtains readily the low temperature solutions for the three moments.

\[ \mu = 3\nu_1 \quad \delta = 3\nu_1^2 \quad \gamma = \nu_1^3 \]

(60)

These two sets of solutions, Equations (58) and (60) can be used effectively as the initial estimates \( \mu_0 \), \( \delta_0 \) and \( \gamma_0 \) which are required in the iteration procedure outlined above. Figure 4 gives the exact solution to the simultaneous Equations (56) as a function of temperature for a given pressure. It is interesting to compare these solutions with the high temperature approximations (broken line curves) which have also been included and to note the asymptotic behavior of the two sets of curves.
V. ATOMIC VOLUMES

A. Hydrogen-like Model

In the present section we examine a method for computing the atomic volumes \( \overline{v} \) which determine the weighting function according to Equation (12). For the purpose of computing thermodynamic functions, it will be desirable to sacrifice accuracy for the sake of simplicity and to consider approximate methods. In order to obtain some information regarding probable errors incurred by the approximations, the familiar method of screening constants\(^4\) was applied as the approximate technique, and the results in a few particular cases compared with more accurate solutions obtained by the Hartree method.\(^6\) The present discussion is confined to a review of the approximate method.

The application of the method of screening constants to the calculation of atomic volumes consists of treating a given atom as an hydrogen-like atomic structure. This approximation would appear to be reasonable, especially for the higher electronic states, on the basis of the argument already given in Section III B. For the lower energy states, the shielding effect of the outer electrons is not as effective; hence, it is necessary to apply corrections in the computation of the effective core charge by means of empirical rules. Slater suggests a set of rules\(^4\) based on data obtained from ions, x-ray energy levels, etc. The total shielding effect of the outer electrons on the field of the nucleus is determined by computing the contributions of each electron by means of the rules.
The method is readily applied to volume calculations, and is therefore especially suited to the present problem.

It was previously noted that the term values for the hydrogen atom can be approximated by the Bohr model.

\[ W_{nt} \propto \frac{Z^2 R_n h c}{n^2} \quad (25) \]

where \( Z \), (the atomic number) is of course one. If the many-electron atom is treated as an hydrogen-like structure, it is necessary to introduce an effective atomic number \( Z_{\text{eff}} \) which is defined

\[ Z_{\text{eff}} \equiv (Z - S) \quad (61) \]

where \( S \) is the screening constant computed by the method indicated above. The analogous energy relation (in Rydberg units) to expression (25) is, therefore

\[ \frac{W_{nt}}{R_n h c} = \frac{\varepsilon_{nt}}{(Z - S)^2_{nt}} \cdot \frac{(Z - S)^2_{nt}}{n_x^2} \quad (62) \]

It is assumed that this relation will be valid for any arbitrary atom. Note that spectroscopic data yields \( \varepsilon_{nt} \) which, along with the computed values of \( S \), define \( n_x \).

The calculation of atomic volumes is made on the basis of an assumed spherically symmetric configuration. Thus the determination of the average value of the atomic radius cubed \( (r^3) \) is required. This quantity may be computed readily from the relation

\[ \bar{r}^3 = \int \int \int r^3 \varphi \varphi \varphi r^2 \sin \theta d \vartheta d \varphi \]
where \( r, \vartheta, \) and \( \varphi \) denote the polar coordinates, and \( \psi \) is the wave function of the system in question.

In the case of the hydrogen atom it is known that the wave function is given by \(^{(19)}\)

\[
\psi = \psi(r, \vartheta, \varphi) = R_{n\ell}(r) S_{\ell m}(\vartheta, \varphi) \tag{63}
\]

\( S_{\ell m}(\vartheta, \varphi) \) is a normalized surface harmonic of order \(|m|\) and degree \( \ell \), and \( R_{n\ell}(r) \) is defined as

\[
R_{n\ell}(r) = -\left[ \frac{(2Z)^{3}}{n!} \frac{(n-1-\ell)^{3}}{2n[(n+\ell)!]} \right]^{1/2} e^{-\eta/2} \eta^{\ell} L_{\ell+\ell+1}^{\ell+1}(\eta)
\]

\( L_{n+\ell}^{\ell+1}(\eta) \) is the associated Laguerre polynomial of degree \((\ell-\ell)\) and order \(2\ell+1\), and \( \eta = 2Zr/nao \) with \( ao = \) radius of the first Bohr orbit. It follows, therefore, that

\[
\left( \frac{r}{ao} \right)^{3} = \frac{n^{3}}{(2Z)^{3}} \frac{(n-1-\ell)!}{2n[(n+\ell)!]} \int_{0}^{\infty} \eta^{s+2\ell} L_{\ell+\ell+1}^{\ell+1}(\eta) \, d\eta
\tag{64}
\]

The integral may be readily evaluated to yield \((\text{Cf. Appendix B})\)

\[
\left[ (n+\ell)!4 \right]^{2} \sum_{t=0}^{4} \frac{(n+\ell+4-t)!}{(4-t)!t!} \frac{(n+\ell-1-t)!}{(n-\ell-1-t)!} \tag{B.14}
\]

It should be noted that this sum terminates at \( t=n-\ell \) if \( n-\ell < 5 \).

If the summation is expanded out and the resulting expression substituted into Equation (64), then

\[
\left( \frac{r}{ao} \right)^{3} = \left( \frac{n^2}{16Z^3} \right) \left( 1 + \frac{\ell+4}{n} \right) \cdots \left( 1 + \frac{\ell+1}{n} \right) \left( 1 + \frac{16(n-\ell-1)}{n+\ell+4} \right)
\]

\[
+ \frac{36(n-\ell-1)(n-\ell-2)}{(n+\ell+4)(n+\ell+3)} + \frac{16(n-\ell-1)(n-\ell-3)}{(n+\ell+4)(n+\ell+2)} + \frac{(n-\ell-1)(n-\ell-4)}{(n+\ell+4)(n+\ell+1)}
\]
which may be reduced to

$$\overline{r^3} = \left( \frac{n^2}{Z} \right) \frac{1}{6} \left[ 3 \left( \frac{l}{n} \right)^4 + \frac{6}{n} \left( \frac{l}{n} \right)^3 - 3 \left( \frac{\ell}{n} \right)^2 \left( \frac{l}{n} \right)^2 - 6 \left( \frac{\ell}{n} \right) \left( \frac{l}{n} \right)^2 + \left( \frac{35}{n^2} + \frac{25}{n^3} \right) \right]$$

(65)

Or, if the quantity in the brackets is denoted by \( \nu_{\ell n} \), then

$$\overline{r^3} = \left( \frac{n^2}{Z} \right) \nu_{\ell n}$$

(66)

An analogous relation may be assumed for the many-electron atom by replacing the \((n^2/Z)\) factor by Equation (62).

$$\overline{r^3} = \left( \frac{Z-S}{\varepsilon} \right) \nu_{\ell n} = \nu_{\ell n} \nu_{\ell n}$$

(67)

The spherical volume \( b_i \) corresponding to this value of \( r^3 \) is

$$b_i = \left( \frac{4\pi a^3}{3} \right) \nu_i \nu_i$$

(68)

where the more general notation \( i \) for the quantum energy state has been introduced. It is evident from Equation (26) that in computing the internal partition function, it is necessary to sum the product of the degeneracy and the weighting function \( G_{\ell n} e^{-\theta_{\ell n}} \) over the allowed values of \( \ell \). The computation is complicated by the presence of the function \( \nu_{\ell n} \), which is defined by Equation (66). Figure 5 gives some indication of the nature of this function. Note that \( 1 \leq \nu_{\ell n} \leq \frac{35}{8} \) and also that

$$\nu_{n,n} = \frac{1}{8} (35 + \frac{25}{n^2})$$

$$\nu_{n-1,n} = 1 + \frac{3}{n} + \frac{11}{4n^2} + \frac{3}{4n^3}$$
A general approximation can be obtained from Equation (65) for small \( l/n \).

\[
\gamma_{ln} \approx \frac{35}{8} \left[ 1 - \frac{6(l^2)}{(n)} \right]
\]

In spite of these simplifications the summation over \( l \) proved to be a formidable problem and no simple solution was found. In view of this fact, it seemed advisable to simplify the entire problem by assigning to \( \gamma_{ln} \) some average value \( \gamma_o \). Equation (34) is the corresponding simplification of the general expression (68).

The selection of \( \gamma_o \) for a given system can be accomplished by an iteration process. Starting with an initial estimate, one can compute \( q \) by first solving for the moments \( \mu, \beta \) and \( \gamma \). An average value of \( \gamma_{ln} \) can then be defined for each value of \( n \). If the computed average compares favorably with the assumed value in the region of \( n \) wherein \( q(n) \) makes the largest contribution to \( q \), then the initial estimate was an adequate one. If not, then the process can be repeated. A suitable average \( \gamma_{ln} \) for given \( n \) can be defined as

\[
\frac{-\tilde{B}(n^6\gamma_o + \mu n^4\gamma_o^{\frac{2}{3}} + \beta n^2\gamma_o^{\frac{1}{3}})}{e} \equiv \frac{1}{n^2} \sum_{t=0}^{n-1} (2t+1)e^{-\tilde{B}(n^6\gamma_{ln} + \mu n^4\gamma_{ln}^{\frac{2}{3}} + \beta n^2\gamma_{ln}^{\frac{1}{3}})}
\]

where

\[
\tilde{B} = \frac{\beta}{\gamma_o}
\]

A sample computation \( \tilde{B} = 2.3 \times 10^{-3} \).
this function as the assumed value is varied from $\nu_0 = 2$ to $\nu_0 = 2.6$. The influence of $\nu_0$ on $q$ is also a relatively small effect. Sample calculations indicate that for $\beta = 0(10^{-7})$, a 25% increase in $\nu_0$ causes about a 5% decrease in $q$.

B. Calculation of Atomic Volumes

Atomic volumes for any quantum energy state $i$ may be computed for a spherical model (based on the assumption of a hydrogen-like structure) by using Equation (67). The quantity $\nu_i$ is computed from the known spectroscopic data of the atom (assumed hydrogen-like for the higher states), and the screening constant $S$, by the method previously mentioned. It is of interest to determine the value of $\nu_i \to \nu_{ln}$ for the higher energy states according to the hydrogen-like approximations. In these cases, $(Z - S) \to 1$ and $\xi_{ln} = \frac{1}{n^2}$ from Equation (62). It is evident from Equation (67) that

$$\nu_{ln} = \nu_n = n^2$$

and

$$b_i \to b_{ln} = \left(\frac{4\pi a_0^3}{3}\right) \nu_{ln} n^6$$  \hspace{1cm} (69)

The calculation of these volumes may also be carried out by applying the more accurate method of Hartree, usually referred to as the method of self-consistent fields. The procedure is essentially a numerical one and relies primarily on the representation of a complex atomic structure by the superposition of single-electron wave functions. A numerical representation of the wave function for the entire system is obtained by trial and error estimates on these single-electron functions. The applicability of the method to the
present problem was investigated by actually carrying out volume computations $(r)^3$ for the potassium atom. The semi-empirical wave functions for this atom were supplied by D. S. Villars of the U. S. Naval Ordnance Test Station, Inyokern. These data were tabulated for the radial wave function $P_{ln}(r)$ as a function of the radial distance from the center of the nucleus. The function $P_{ln}(r)$ is defined

$$P_{ln}(r) = r^n R_{ln}(r)$$

in accordance with the expression for $\Psi$ given by Equation (63).

The function $(r)^3$ was readily obtained by the evaluation of the following integral (Cf. previous definition of $(r)^3$) using numerical methods of integration:

$$r^3 = \int_0^\infty P_{ln}^2(r) r^3 dr$$

Sample computations of $(r)^3$ for various energy states are presented in Table I and compared with the results obtained by the method of screening constants. The correlation is well within the limits of acceptable engineering accuracy.
VI. THERMODYNAMIC FUNCTIONS

A. Fundamental Relations

The following well-known relations define the contribution to the thermodynamic functions by the internal energy states. In the present case \( Q_{\text{int}} \) is due to electronic excitation.

\[
\frac{F}{kT} = - \ln Q_{\text{int}} \quad \frac{E}{kT} = \frac{H}{kT} = \frac{1}{Q_{\text{int}}} \left( T \frac{\partial Q_{\text{int}}}{\partial T} \right) \tag{70}
\]

where \( F \) is the Gibbs free energy

\[
F = H - TS \tag{71}
\]

The heat capacity \( C \) is

\[
\frac{C}{k} = \frac{1}{Q_{\text{int}}} \left[ 2 \left( T \frac{\partial Q_{\text{int}}}{\partial T} \right) - \frac{1}{Q_{\text{int}}} \left( T \frac{\partial Q_{\text{int}}}{\partial T} \right)^2 + \left( T^2 \frac{\partial^2 Q_{\text{int}}}{\partial T^2} \right) \right] \tag{72}
\]

The evaluation of these functions requires explicit relations for \( Q_{\text{int}} \) and its first two temperature derivatives. These derivatives may be computed in general form directly from the Fermi Equation.

B. Thermodynamic Functions

Good approximations for the thermodynamic functions can be obtained by using Equation (55) for \( Q_{\text{int}} \) and performing the necessary differentiations directly on this expression. In carrying out this scheme, it is convenient to separate \( Q_{\text{int}} \) into two parts corresponding to the notation of Equation (26). Thus define

\*

\* Cf. Reference 10, p. 442.
\[ Q_{\text{int}} = Q^{(o)} + Q^{(i)} \]

where according to Equation (55)

\[ Q^{(o)} = e^{-\frac{W_1}{kT}} \sum_{j=1}^{J} q_j^{(o)} \]
\[ Q^{(i)} = 0 \]
\[ Q^{(o)} = Q^{(o)}_0 + Q^{(o)}_* = \frac{1}{2} q^{(o)}_0 e^{-\frac{W_1}{kT}} + \varepsilon a_0^3 h(a_0) e^{-\frac{W_1}{kT}} \]

The first derivative of \( Q_{\text{int}} \) with respect to \( T \) is

\[ T \frac{\partial Q_{\text{int}}}{\partial T} = T \frac{\partial Q^{(o)}}{\partial T} + T \frac{\partial Q^{(o)}_0}{\partial T} + T \frac{\partial Q^{(o)}_*}{\partial T} \tag{73} \]

where

\[ T \frac{\partial Q^{(o)}}{\partial T} = e^{-\frac{W_1}{kT}} \left[ \sum_{j=1}^{J} \left( \frac{w_{1j}}{kT} \right) q_j^{(o)} + \frac{\beta}{(1-\beta \tau)^2} \left[ q^{(o)}_0 + H q^{(o)} + \delta q^{(o)} + \gamma q^{(o)} \right] \right] \]
\[ T \frac{\partial Q^{(o)}_0}{\partial T} = Q^{(o)}_0 A(a) \]
\[ T \frac{\partial Q^{(o)}_*}{\partial T} = Q^{(o)}_* A(a) \]

and

\[ A(a) = \frac{w_{0a}}{kT} + \beta \frac{(\alpha + \mu \alpha^4 + \delta \alpha^2 + \gamma)}{(1-\beta \tau)^2} \]
\[ w_{0a} = W_1 - \frac{R_0 h c}{\alpha^2} \]

The second derivative of \( Q_{\text{int}} \) is

\[ T^2 \frac{\partial^2 Q_{\text{int}}}{\partial T^2} = T^2 \frac{\partial^2 Q^{(o)}}{\partial T^2} + T^2 \frac{\partial^2 Q^{(o)}_0}{\partial T^2} + T^2 \frac{\partial^2 Q^{(o)}_*}{\partial T^2} \tag{74} \]
where

\[ T^2 \frac{\partial^2 (a)}{\partial T^2} = e^{-\omega/kT} \frac{\partial}{\partial \omega} \left\{ \sum_{j=1}^A (w_j) q_j + \sum_{j=1}^A (w_j) q_j^2 - \frac{2\beta}{(1-\beta^2)^3} \left[ q^{(a)} + \mu q^{(a)} + \delta q^{(a)} + \tau q^{(a)} \right] \right. \]

\[ \left. + \frac{\beta^2}{(1-\beta^2)^4} \left[ q^{(a)} + 2\mu q^{(a)} + 2(\gamma + \mu^2) q^{(a)} + 2(\gamma + \mu^2) q^{(a)} + 2(\mu^2 + \delta^2) q^{(a)} \right] \right. \]

\[ \left. + 2\gamma^2 q^{(a)} + \tau^2 q^{(a)} \right\} + \frac{2\beta}{(1-\beta^2)^3} \sum_{j=1}^A \left\{ \frac{w_j}{kT} \left[ \gamma^3 + \mu_0^2 + \delta_0^2 + \tau \right] q_j \right\} \]

\[ T^2 \frac{\partial^2 q^{(a)}}{\partial T^2} = q^{(a)} \frac{\partial}{\partial q} \left\{ A_{(a)} = 2 \frac{w_q}{kT} - \frac{2\beta}{(1-\beta^2)^2} (\alpha^2 + \mu\alpha^2 + \delta\alpha^2 + \tau) \right\} \]

\[ T^2 \frac{\partial^2 q^{(a)}}{\partial T^2} = q^{(a)} \frac{\partial}{\partial q} \left\{ A_{(a)} = 2 \frac{w_q}{kT} - \frac{2\beta}{(1-\beta^2)^2} (\alpha^2 + \mu\alpha^2 + \delta\alpha^2 + \tau) \right\} \]

The substitution of these derivatives into the expressions for the thermodynamic functions, Equations (70) to (72), is a straightforward procedure.

C. **Equation of State**

An equation of state for a gaseous system of neutral atoms with excited electronic states can be derived in terms of the results which have already been obtained in the previous sections. In particular, it can be shown that the co-volume correction \( \beta \) given in Equation (1) and defined in Equation (4) may be expressed as a function of the moments of the internal partition function (Cf. Equations (38)) and the state parameter \( \beta \).

Consider, therefore, the general relation (4). This expression may be simplified considerably by introducing the relations
(27), (33) to (35) and (44). Thus

\[
\frac{b}{b_0 N} = \frac{1}{q^2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (\psi_i + \psi_j)^3 q_i q_j
\]

where

\[
b_0 = \frac{2\pi a_0^3 \nu_0}{3}
\]

(75)

If the above result is expanded

\[
\frac{b}{b_0 N} = \frac{1}{q^2} \sum_{i=1}^{\infty} q_i \left\{ \psi_i^3 \sum_{j=1}^{\infty} q_j + 3\psi_i^2 \sum_{j=1}^{\infty} \nu_j q_j + 3\psi_i \sum_{j=1}^{\infty} \nu_j^2 q_j + \sum_{j=1}^{\infty} \nu_j^3 \right\}
\]

Obviously

\[
\frac{b}{b_0 N} = \frac{1}{q} \sum_{i=1}^{\infty} q_i \left\{ \psi_i^3 + \nu_i^2 + \delta_i \right\}
\]

And so

\[
\frac{b}{b_0 N} = 2(\gamma + \delta / 3)
\]

(76)

The corresponding equation of state is readily obtained by substituting this relation into Equation (1), which, in standard form is

\[
\frac{PV}{NkT} = 1 + \frac{bP}{NkT} = 1 + \frac{b}{V}
\]

(77)

If the definition of \( \beta \) is applied along with Equation (76), the above equation reduces to

\[
\frac{PV}{RT} = 1 + 2\beta(\gamma + \delta / 3)
\]

(78)
It is of interest to examine the behavior of this function in the limit for large temperature. According to the analysis of Part IV B above, the high temperature limits to the three moments are given by Equations (58). These results, along with the approximation (54), yield

$$\lim_{T \to \infty} \left( \frac{PV}{R_T} \right) = 1 + \frac{B}{13}$$

Some sample computations of the "compressibility factor" given in (78) are presented in Figures 7, 8 and 9.

The equation of state (78) may be corrected to account for the presence of ions in the gas mixture which appear as products of the reaction (28). In making the actual calculation, it will be more convenient to use a slightly different definition than indicated in Equation (77). Consider therefore the expression

$$\frac{PV}{\eta kT} = 1 + \frac{Pb}{\eta kT}$$

where \( \eta \) denotes the total number of particles at equilibrium according to the definition of Part III-C. The substitution of Equations (29) into (80) yields

$$\frac{PV}{\eta kT (1 + \xi_1)} = 1 + \frac{Pb}{\eta kT}$$

which is, in the notation of Equation (73)

$$\frac{PV}{\eta kT} = \left[ 1 + 2\beta \left( \tau + \frac{\mu}{\xi} \right) \right] (1 + \xi)$$

Note that the limit of the ionization factor for large \( T \) is 2.
D. Discussion

The present analysis has achieved three objectives. First, a convergent series expression for the internal partition function of un-ionized atoms has been derived. Second, this result provides a method for computing the electronic contribution to the thermodynamic functions. And finally, the range of applicability of both the customary method and of the covolume treatment has been determined. The results of the analysis show decisively that although the covolume corrections are the major deviations from ideal gas behavior at the lower temperatures, these effects may be neglected in making engineering calculations. Furthermore it is found that at the higher temperatures, when these deviations become significant, it is necessary to include also the effects of ionization. Indeed, actual computations performed for lithium and nitrogen (Cf. Figures 7, 8 and 9) indicate that the non-ideal behavior of the gas at the higher temperatures is due largely to this effect, and that the covolume correction to the equation of state due to the expanding volumes of the excited atoms is in comparison a smaller deviation. Therefore, if these results are at all representative of the general behavior of all atoms, then it is apparent that a realistic derivation of the thermodynamic functions of gases at high temperatures must necessarily take into account the presence of ions and free electrons in the mixture.

The extension of the present treatment to include the effect of ions and free electrons in the mixture is a formidable problem. The most serious complication which arises in this calculation is the specification of the interaction between the various types of particles. Although the method of excluded volumes has been applied to approx-
imate the interaction of neutral atoms in excited electronic states, the application of this method is not generally recommended for systems which contain charged particles. An honest calculation of the thermodynamic functions of a mixture of atoms, ions and electrons must be based on a more realistic description of the interaction potentials; but, these potentials are generally not known.

When ionization is of the order of 10 percent (at temperatures of about 10,000°K) charged particles will be involved in relatively few encounters, and it is expected that the interaction terms corresponding to binary collisions between charged particles and neutral atoms will yield small corrections on the thermodynamic functions. It is suggested therefore that as a first approximation these interaction effects may be neglected entirely, and that the mixture may be treated by the familiar methods of classical solution thermodynamics. In these calculations one may compute separately the contributions to the thermodynamic functions of the atoms, and of the ions and free electrons and then apply the necessary mixing terms to determine the properties of the complete system. The charged particles in the mixture may be treated by the Debye-Hückel theory (20) and the methods outlined in the present study are directly applicable to the neutral atoms. These approximations are admittedly crude, but an attempt to achieve greater accuracy would require much more realistic descriptions of the interactions for the various atomic particles.

The relations derived in the present analysis have been applied to the computation of the thermodynamic functions of lithium i
for various temperatures and pressure. In particular, the contributions from the electronic states to the internal energy, the entropy and the heat capacity have been plotted as functions of temperature in Figures 10 to 12. It should be noted that these functions represent the contributions of only the neutral atoms. Broken-line curves have been drawn for the higher temperature range of the functions because of the uncertainty in the method of computing atomic volumes for the more highly excited atoms. These volumes are relatively small for the lower energy states, and large errors can be tolerated in the calculation. But, the influence of the atomic volumes (i.e. interactions) on the thermodynamic functions become more pronounced at the higher temperatures; thus, more realistic interaction potentials should be introduced for atoms in the highly excited electronic states.
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<table>
<thead>
<tr>
<th>State emission electron</th>
<th>( \frac{Z-S}{\epsilon} ) ( \ell_n )</th>
<th>( V_{\ell n} )</th>
<th>( \left( \frac{r_n}{\varepsilon} \right)^3 ) (Slater's method)</th>
<th>( \left( \frac{r_n}{\varepsilon} \right)^3 ) (Hartree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3d</td>
<td>541</td>
<td>2.33</td>
<td>1260</td>
<td>1027</td>
</tr>
<tr>
<td>5( \Delta )</td>
<td>516</td>
<td>4.50</td>
<td>2320</td>
<td>2366</td>
</tr>
<tr>
<td>5d</td>
<td>11,750</td>
<td>3.61</td>
<td>42,400</td>
<td>40,826</td>
</tr>
<tr>
<td>7( \Delta )</td>
<td>12,500</td>
<td>4.44</td>
<td>55,400</td>
<td>55,900</td>
</tr>
<tr>
<td>11( \Delta )</td>
<td>479,000</td>
<td>4.37</td>
<td>2,090,000</td>
<td>2,062,665</td>
</tr>
<tr>
<td>$P_{(atm)}$</td>
<td>$T(K)$</td>
<td>$\frac{E}{K}$</td>
<td>$\frac{S}{K}$</td>
<td>$\frac{C}{K}$</td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
</tr>
<tr>
<td>1</td>
<td>5,000</td>
<td>31.87</td>
<td>11.93x10^-7</td>
<td>10.08</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>15.94</td>
<td>5.967x10^-7</td>
<td>16.22</td>
</tr>
<tr>
<td></td>
<td>15,000</td>
<td>10.62</td>
<td>3.978x10^-7</td>
<td>29.80</td>
</tr>
<tr>
<td></td>
<td>20,000</td>
<td>7.698</td>
<td>2.984x10^-7</td>
<td>41.17</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>5,000</td>
<td>31.87</td>
<td>11.93x10^-7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10,000</td>
<td>15.94</td>
<td>5.967x10^-7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15,000</td>
<td>10.62</td>
<td>3.978x10^-7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20,000</td>
<td>7.698</td>
<td>2.984x10^-7</td>
</tr>
</tbody>
</table>
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The FUNCTION $q(n)$ for LITHIUM I at 20 atm.
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The FUNCTIONS $\mu$, $\delta$ and $\gamma$

for
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Selection of \( \nu_0 \)

\[ \nu_0 = 2.3 \times 10^{-8} \]

Principal Quantum Number \( n \)

Graph showing \( \nu_0 \) vs. \( y \) with points marked for \( \nu_0 = 26 \) and \( \nu_0 = 24 \).
Figure 7
EQUATION of STATE
for
LITHIUM 1 at 20 atm.
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EQUATION of STATE for NITROGEN I at 20 atm.
Figure 10

ELECTRONIC CONTRIBUTIONS to the THERMODYNAMIC FUNCTIONS for LITHIUM I at 1 atm.

Temperature $T$ (°K)
Figure 11

Electronic Contributions to the Thermodynamic Functions for Lithium I at 20 atm.
APPENDIX A

Classical Solution Thermodynamics

1. The Chemical Potential

For real gases, the fugacity \( f_i \) of component \( i \) is proportional to the activity \( \lambda_i \).

\[
f_i = \text{const.} \lambda_i \tag{A-1}
\]

The activity \( \lambda_i \), however, is related to the chemical potential \( \mu_i \) by

\[
\lambda_i = e^{\mu_i/kT} \tag{A-2}
\]

If we substitute Equation (A-2) in (A-1) and solve for \( \mu_i \), we obtain

\[
\mu_i = kT \ln\left(\frac{f_i}{\text{const.}}\right)
\]

Let the properties of this component in the pure state \((\cdots)^0\) be used as a reference, then

\[
\mu_i^0 = kT \ln\left(\frac{f_i^0}{\text{const.}}\right)
\]

and it follows that

\[
\mu_i = \mu_i^0 + kT \ln\left(\frac{f_i}{f_i^0}\right)
\]

But the mole fraction \( N_i/N \) is given by

\[
\frac{N_i}{N} = \frac{f_i}{f_i^0}
\]

hence:

\[
\mu_i = \mu_i^0 + kT \ln\left(\frac{N_i}{N}\right) \tag{A-3}
\]

2. The Entropy

The differential equation defining Gibb's free energy \( F \) is

\[
dF = -SdT + VdP + \sum_i \mu_i dN_i \tag{A-4}
\]
but

\[ F = \sum_{i} \mu_i N_i \]  \hspace{1cm} (A-5)

so that

\[ dF = \sum_{i} \mu_i dN_i + \sum_{i} N_i d\mu_i \]

If we equate this expression to (A-4), we obtain the Gibbs-Duhem relation

\[ -SdT + VdP - \sum_{i} N_i d\mu_i = 0 \]

\hspace{1cm} (A-6)

For a constant pressure process \( dP = 0 \) and

\[ SdT + \sum_{i} N_i d\mu_i = 0 \]

\hspace{1cm} (A-7)

The entropy may also be defined by Euler's relation for extensive properties

\[ S = \sum_{i} N_i \left( \frac{\partial S}{\partial N_i} \right)_{P,T,N_j} \]

\hspace{1cm} (A-8)

If Equation (A-8) is substituted in (A-7)

\[ \sum_{i} N_i \left\{ \left( \frac{\partial S}{\partial N_i} \right)_{P,T,N_j} dT + d\mu_i \right\} = 0 \]

But \( N_i \) is arbitrary, therefore

\[ -\left( \frac{\partial \mu_i}{\partial T} \right)_{P,N_j} = \left( \frac{\partial S}{\partial N_i} \right)_{P,T,N_j} \]

\hspace{1cm} (A-9)

We can obtain the temperature derivative of \( \mu_i \) from Equation (A-3)
\[
\left( \frac{\partial u_i}{\partial T} \right)_{pN_j} = \left( \frac{\partial u_i}{\partial T} \right)_{pN_j}^* + k \ln \frac{N_i}{N} \tag{A-10}
\]

But for a pure component Equation (A-7) yields
\[
\frac{S_i^*}{N_i} = - \left( \frac{\partial u_i}{\partial T} \right)_{pN_j}^* \tag{A-11}
\]

And from (A-9), using (A-10) and (A-11)
\[
\left( \frac{\partial S}{\partial N_i} \right)_{pTN_j} = \frac{S_i^*}{N_i} + k \ln \frac{N_i}{N}
\]

the substitution of this expression in Equation (A-8) gives
\[
S = \sum_i \left( S_i^* - kN_i \ln \frac{N_i}{N} \right) \tag{A-12}
\]

3. The Volume

For a constant temperature process, the Gibbs-Duhem relation (A-6) yields
\[
V = \sum_i N_i \left( \frac{\partial u_i}{\partial p} \right)_T \tag{A-13}
\]

The Euler relation for the volume is
\[
V = \sum_i N_i \left( \frac{\partial V}{\partial N_i} \right)_{pTN_j} \tag{A-14}
\]

For a pure component, Equation (A-13) reduces to
\[ \frac{V_i^*}{N_i} = \left( \frac{\partial \mu_i}{\partial P} \right)_T \]  
(A-15)

By using the pressure derivative of \( \mu_i \) from Equation (A-3) we obtain

\[ \left( \frac{\partial \mu_i}{\partial P} \right)_T = \left( \frac{\partial \mu_i^*}{\partial P} \right)_T = \frac{V_i^*}{N_i} \]  
(A-16)

where Equation (A-15) has been introduced. The substitution of this expression into Equation (A-13) yields

\[ V = \sum_i V_i^* \]  
(A-17)

and

\[ \left( \frac{\partial V}{\partial N_i} \right)_{PTN_i} = \frac{V_i^*}{N_i} \]  
(A-18)

4. The Internal Energy

The Gibbs free energy \( F \) may also be defined by

\[ F = H - TS = E + PV - TS \]  
(A-19)

If we introduce Equation (A-5) into this expression and solve for \( E \), the internal energy,

\[ E = TS - PV + \sum_i N_i \mu_i \]  
(A-20)

The application of the relations (A-12) and (A-18) yields

\[ E = \sum_i \left\{ T(S_i^* - kN_i \ln \frac{N_i}{N}) - PV_i^* + \mu_i N_i \right\} \]
The expression for $\mu_i$ from (A-3) may now be introduced

$$E = \sum_i \left\{ T S_i^* - PV_i^* + N_i \mu_i^* \right\}$$

where the quantity in the bracket is evidently the internal energy of the pure component $E_i^*$, hence

$$E = \sum_i E_i^*$$

(A-21)
APPENDIX B

1. The Associated Laguerre Polynomial

\[ L_n^k = \frac{d^k}{dx^k} L_n(x) \quad (B-1) \]

where

\[ (1-z)^{-1} \exp \left[ \frac{-xz}{1-z} \right] = \sum_{n=0}^{\infty} \frac{L_n(x)}{n!} z^n \quad (B-2) \]

If Equation (B-2) is differentiated \( k \)-times

\[ (-1)^k \exp \left[ \frac{-xz}{1-z} \right] \cdot \left[ \frac{z}{1-z} \right]^k = \sum_{\lambda=k}^{\infty} \frac{L_\lambda(x) z^\lambda}{\lambda!} \quad (B-3) \]

Define

\[ I_{n,m} \equiv \int_0^\infty e^{-\lambda x} \lambda^{k+p-1} L_n(x) L_m(x) dx \quad (B-4) \]

where: \( k,p,n,m \) are integers

Multiply Equation (B-3) by another Laguerre function evaluated at \( z = z_2 \)

\[ \sum_{\lambda,\mu=k}^{\infty} \frac{z_1^{\lambda} z_2^{\mu}}{\lambda! \mu!} L_\lambda(x) L_\mu(x) = (z_1 z_2)^k \left[ (1-z_1)(1-z_2) \right]^{-k-1} \exp \left[ -\frac{x z_1}{1-z_1} - \frac{x z_2}{1-z_2} \right] \]

Multiply each side by \( e^{-\lambda x} \lambda^{k+p-1} \) and integrate

\[ \sum_{\lambda,\mu=k}^{\infty} \frac{z_1^{\lambda} z_2^{\mu}}{\lambda! \mu!} I_{\lambda,\mu} = (z_1 z_2)^k \left[ (1-z_1)(1-z_2) \right]^{-k-1} \int_0^\infty \lambda^{k+p-1} \exp \left[ -\lambda x - \frac{\lambda z_1}{1-z_1} - \frac{\lambda z_2}{1-z_2} \right] d\lambda \]
For $z \geq 0$, this expression readily reduces to
\[ \sum_{\lambda, \mu} \frac{z_i^\lambda z_j^\mu I_{\lambda, \mu}}{\lambda! \mu!} = \frac{(z_i z_j)^k [(1-z_i)(1-z_j)]^{p-1} (k+p-1)!}{(1-z_i z_j)^{k+p}} \] (B-5)

The denominator of Equation (B-5) may be expanded in a Taylor series about the point $z_i z_j = 0$
\[ (1-z_i z_j)^{-k-p} = \sum_{\lambda=0}^{\infty} \frac{(k+p+\lambda-1)! (z_i z_j)^\lambda}{(k+p-1)! \lambda!} \] (B-6)

The term \([ (1-z_i)(1-z_j) ]^{p-1}\) may also be expanded, thus the expansion of each factor about the point $z = 0$ yields
\[ [ (1-z_i)(1-z_j) ]^{p-1} = \sum_{\lambda=0}^{\infty} \frac{(p-1)! (z_i)^\lambda}{\lambda! (p-1-\lambda)!} \sum_{t=0}^{\infty} \frac{(p-1)! (z_j)^t}{t! (p-1-t)!} \] (B-7)

The substitution of Equations (B-6, 7) into Equation (B-5) gives
\[ \sum_{\lambda, \mu} \frac{z_i^\lambda z_j^\mu I_{\lambda, \mu}}{\lambda! \mu!} = \sum_{\Delta=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-1)^{\Delta+t} (z_i)^{\Delta+t} (z_j)^{\Delta+t+v} [(p-1)!]^2}{\Delta! \mu! (p-1-\Delta)! (p-1-t)! (\lambda+k)!} \] (B-8)

where $\nu = k + \lambda$

An expression for the function $I_{m,m}$ is obtained by setting $\mu = \lambda = m$ and equating the coefficients of the like powers of $(z_i z_j)$ from the two sides of the above equation. If it is noted that only like values of $\Delta$ and $t$ yield terms in $(z_i z_j)^m$, then Equation (B-8) reduces to
\[ \sum_{m=k}^{\infty} \frac{(z,z)_m}{(m!)^2} I_{m,m} = \sum_{t=0}^{\infty} \sum_{\nu=k}^{\infty} \frac{[(p-1)\nu]![z,z]^{t+\nu}(p+\nu-1)!}{[t!(p-t-1)!][\nu-k]!} \]

\[ = \sum_{\nu=k}^{\infty} \frac{[(p-1)\nu]![z,z]^{\nu}}{[\nu-k]!} \left\{ \frac{(z,z)^{\nu+1}}{[(p-2)!]^2} + \frac{(z,z)^{\nu+2}}{[(p-3)!]^2} + \cdots + \frac{(z,z)^{\nu+p-1}}{[(p-1)!]^2} \right\} \]

Note that the summation over \( t \) terminates when \( t = p-1 \). By equating the coefficients of \((z,z)\) and using \( \nu + \nu = m \),

\[ I_{m,m} = [m!(p-1)!]^2 \sum_{\nu=0}^{p-i} \frac{(p+m-1-\nu)!}{[\nu!(p-\nu)!][m-k-\nu]!} \]  \hspace{1cm} (B-9)

The function \( I_{m,m} \) for various values of \( p \) can be obtained readily.

\[ p=1 \]

\[ I_{m,m} = \frac{(m!)^3}{(m-k)!} \]  \hspace{1cm} (B-10)

\[ p=2 \]

\[ I_{m,m} = (m!)^2 \sum_{\nu=0}^{1} \frac{(1+m-\nu)!}{[(1-\nu)\nu!]^2(m-\nu-k)!} = \frac{(m!)^3(2m-k+1)}{(n-k)!} \]  \hspace{1cm} (B-11)
\[ I_{m,m} = (m!2!)^2 \sum_{\nu=0}^{2} \frac{(m-\nu+2)!}{[(2-\nu)!\nu!]^2 (m-\nu-k)!} \]

\[ = \frac{(m!)^3}{(m-k)!}(6m^2 - 6mk + k^2 + 6m - 3k + 2) \] (B-12)

\[ I_{m,m} = (m!4!)^2 \sum_{\nu=0}^{4} \frac{(m-\nu+4)!}{[(4-\nu)!\nu!]^2 (m-\nu-k)!} \]

\[ p = 5 \] (B-13)

In the present analysis it will be of interest to define

\[ m \equiv n + \ell \]

\[ k \equiv 2i + i \]

where \( n \) and \( \ell \) are the principal and azimuthal quantum numbers respectively. Equation (B-13) yields

\[ I_{n+\ell,n+\ell} = [(n+\ell)!4!]^2 \sum_{\nu=0}^{4} \frac{(n+\ell-\nu+4)!}{[(4-\nu)!\nu!]^2 (n-\ell-\nu-1)!} \] (B-14)
APPENDIX C

The present section summarizes the important relations required for the solution of the simultaneous equations (48) using the approximations (49). The derivatives of $q$ computed from the relation (55) are

$$\frac{\partial q}{\partial x} = -\frac{\beta}{1-\beta t}\left\{q^{(0)} + \frac{a^4}{2} q^{(a)} + e q^5 h(q^5)\right\}$$

$$\frac{\partial q}{\partial y} = -\frac{\beta}{1-\beta t}\left\{q^{(0)} + \frac{a^2}{2} q^{(a)} + e q^5 h(q^5)\right\}$$

$$\frac{\partial q}{\partial z} = \left(-\frac{\beta}{1-\beta t}\right)^2\left\{q^{(0)} + \frac{a^6}{2} q^{(a)} + e q^9 h(q^9)\right\}$$

The corresponding derivatives of $\phi$, $\chi$ and $\gamma$ are

$$\frac{\partial \phi}{\partial x} = q + \frac{\beta}{1-\beta t}\left\{3q^{(0)} - \mu q^{(0)} + \frac{a^4}{2} q^{(a)} (3a^2 \mu) + e q^5 h(q^5) (3a^2 \mu - \mu)\right\}$$

$$\frac{\partial \phi}{\partial y} = \frac{\beta}{1-\beta t}\left\{3q^{(0)} - \mu q^{(0)} + \frac{a^2}{2} q^{(a)} (3a^2 \mu) + e q^5 h(q^5) (3a^2 \mu - \mu)\right\}$$

$$\frac{\partial \phi}{\partial z} = \frac{\beta}{(1-\beta t)^2}\left\{3[q^{(0)} + \beta (q^{(0)} + \mu q^{(a)} + \delta q^{(a)})] - \mu[q^{(0)} + \beta (q^{(0)} + \mu q^{(a)} + \delta q^{(a)})] + \frac{q^{(a)} E(q)(3a^2 \mu)}{2} + e q^5 h(q^5) E(q^5) (3a^2 \mu - \mu)\right\}$$

$$\frac{\partial \gamma}{\partial x} = q + \frac{\beta}{1-\beta t}\left\{3q^{(0)} - \delta q^{(0)} + \frac{a^4}{2} q^{(a)} (3a^4 \delta) + e q^5 h(q^5) (3a^4 \delta)\right\}$$

$$\frac{\partial \gamma}{\partial y} = \frac{\beta}{1-\beta t}\left\{3q^{(0)} - \delta q^{(0)} + \frac{a^2}{2} q^{(a)} (3a^4 \delta) + e q^5 h(q^5) (3a^4 \delta)\right\}$$

$$\frac{\partial \gamma}{\partial z} = \frac{\beta}{(1-\beta t)^2}\left\{3[q^{(0)} + \beta (q^{(0)} + \mu q^{(a)} + \delta q^{(a)})] - \delta[q^{(0)} + \beta (q^{(0)} + \mu q^{(a)} + \delta q^{(a)})] + \frac{q^{(a)} E(q)(3a^4 \delta)}{2} + e q^5 h(q^5) E(q^5) (3a^4 \delta)\right\}$$
\[
\frac{\partial \mathcal{Y}}{\partial \mu} = \frac{\beta}{1 - \beta \tau} \left\{ q^{(s)} - \gamma q^{(s)} + \frac{\alpha}{2} q^{(s)}(d_{s}^{\mu}) + \epsilon q_{s}^{(s)} h(q_{s})(q_{s}^{(s)} - \tau) \right\} \\
\frac{\partial \mathcal{Y}}{\partial \delta} = \frac{\beta}{1 - \beta \tau} \left\{ q^{(s)} - \gamma q^{(s)} + \frac{\alpha}{2} q^{(s)}(d_{s}^{\mu}) + \epsilon q_{s}^{(s)} h(q_{s})(q_{s}^{(s)} - \tau) \right\} \\
\frac{\partial \mathcal{Y}}{\partial \tau} = \frac{q^{(s)} + \beta \left[ \gamma q^{(s)} + \mu q^{(s)} + \delta q^{(s)} \right]}{(1 - \beta \tau)^2} - \tau \left\{ q^{(s)} + \beta \left[ \gamma q^{(s)} + \mu q^{(s)} + \delta q^{(s)} \right] \right\} \\
+ \frac{1}{2} q^{(s)} \mathcal{E}(q_{s})(d_{s}^{\mu} - \tau) + \epsilon q_{s}^{(s)} h(q_{s}) \mathcal{E}(q_{s})(q_{s}^{(s)} - \tau) \right\}
\]

where the function \( E(q) \) is defined by

\[ E(q) \equiv 1 + \beta (q^{(s)} + \mu q^{(s)} + \delta q^{(s)}) \]

In carrying out the actual computations for the three moments by means of the above relations and Equations (48) and (49), a slight simplification can be accomplished by neglecting the weighting function in the lower energy states. This is to say, one can assume an approximation for the sums \( q^{(s)} \) (Cf. Equation (57)) which is independent of \( \beta \). Thus

\[ q^{(s)} = \sum_{j=1}^{A} \psi_{j} \psi_{j}^{*} = \sum_{j=1}^{A} \psi_{j} \psi_{j}^{*} e^{W_{j}/kT} - \Theta_{j} \approx \sum_{j=1}^{A} \psi_{j} \psi_{j}^{*} e^{W_{j}/kT} \]

This approximation is especially good for the lower temperature systems \( (\beta > 10^{-6}) \). However, it is also applicable to the smaller values of \( \beta \). It is applicable in the first case because the entire weighting function \( \sim 1 \). Although this is not the case for \( \beta < 10^{-6} \), it may still be used because the contribution to \( q_{s}^{(s)} \) of the terms \( j=1 \) to \( \lambda \) is not the major contribution. As previously discussed, the largest contribution stems from the higher energy states. Thus, relatively large errors can be tolerated for the first \( \lambda \) terms of \( q_{s}^{(s)} \).